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Measurement of the Ni(a,y)%2Zn reaction and its astrophysical impact
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Cross section measurements of the *Ni(«,))%*Zn reaction were performed in the energy range E, = 5.5 to
9.5 MeV at the Nuclear Science Laboratory of the University of Notre Dame, using the NSCL Summing
Nal(TI) detector and the y-summing technique. The measurements are compared to predictions in the statistical
Hauser-Feshbach model of nuclear reactions using the SMARAGD code. It is found that the energy dependence
of the cross section is reproduced well but the absolute value is overestimated by the prediction. This can be
remedied by rescaling the o width by a factor of 0.45. Stellar reactivities were calculated with the rescaled o
width and their impact on nucleosynthesis in type Ia supernovae has been studied. It is found that the resulting
abundances change by up to 5% when using the new reactivities.
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I. INTRODUCTION

For a full understanding of nucleosynthesis, astronomical
observations and stellar modeling must be combined with
nuclear physics measurements (e.g., [1-3]). By measuring
reaction cross sections at astrophysical energies, reaction rates
can be determined and used in nucleosynthetic codes to predict
isotopic abundances in various stellar environments. However,
in many cases experimental data do not exist, and instead
theoretical rates and their uncertainties are relied upon. It
is, therefore, important to provide experimental data when
possible, either to be used directly in astrophysical calculations
or for constraining theoretical models and improving their
predictive power.

To understand the impact of a specific reaction in a
nucleosynthesis process, the reaction rate can be varied
within the uncertainties of the theory while tracking how the
final isotopic abundances are altered (see, e.g., [4—7]). One
such sensitivity study was recently performed by Bravo and
Martinez-Pinedo [8] to quantitatively understand the influence
of individual reaction rates on the nucleosynthesis in type la
supernovae (SNIa). For the study, the authors used a one-
dimensional delayed detonation model of a Chandrasekhar-
mass white dwarf and varied the reaction rates by a factor
of 10 up and down. Overall, the authors concluded that
nucleosynthesis was relatively insensitive to the change of
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individual reaction rates, but many reactions were identified
as relevant for having a direct impact on the final abundance of
particular isotopes. One such reaction was the *Ni(e,y)%*Zn
reaction, which was selected for its impact on the production
of 92Ni, ©3Cu, and ®*Zn.

The astrophysical scenario in which the **Ni(x,)y)%%Zn
reaction is expected to play an important role is during the
a-rich freeze-out from nuclear statistical equilibrium (NSE).
In the innermost layers of SNla, temperatures and densities
are sufficiently high to reach NSE, and a large portion of
the material in NSE is expected to undergo a-rich freeze-out.
For the Chandrasekhar-mass white dwarf studied in Ref. [8]
it was noticed that the inner 0.4 solar masses (M) reached
NSE, of which 0.24M underwent «-rich freeze-out. After
a-rich freeze-out, the composition of the layer is dominated
by isotopes in the iron region and « particles that did not
reassemble into heavier nuclei. Thus it is expected that -
induced reactions on nuclei in the iron region are important
for the final abundance pattern.

The ®Ni(e,)%2Zn reaction has been measured three times
previously all over 50 years ago. Morinaga [9] and Ball
et. al. [10] performed cross section measurements using the
activation technique with energies E, = 10.6 to 31.0 MeV.
After irradiation, both measurements included an additional
step of chemically separating zinc from other elements before
counting the decay of ©>Zn with Geiger counters. McGowan
and collaborators [11] extended the measurements to lower
energies by using thick-target yields from enriched %Ni
targets. The yield was determined every 100 keV within
the beam energy range of E, =4.9t06.1 MeV and the
cross section determined by differentiating the yield curve.
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In the present work, we report on a new measurement of the
3Ni(er,y)%Zn reaction cross section using the y-summing
technique. The new values serve to verify the previous results
as well as to expand the energy coverage of experimental
measurements. The larger energy coverage gives an improved
understanding of the energy dependence of the cross section
and allows for better comparison to theoretical models. In
Sec. II of this paper we describe the experimental setup and
we provide the experimental results in Sec. III. In Sec. IV
we compare the measurements to theoretical predictions and
provide new reactivities for the >®Ni(a,) )%*Zn reaction. Lastly,
in Sec. V we investigate the application of the new reaction
rates to SNIa nucleosynthesis.

II. EXPERIMENTAL DETAILS

The experiment utilized the FN Tandem Van de Graaff
Accelerator at the University of Notre Dame to accelerate
“He®* nuclei to energies E, = 5.5t09.5 MeV. The beam
current was varied between 4 and 60 enA in order to bal-
ance count rate with minimal detection dead time. For the
present work the dead time was kept below 1.2%. The
total charge collected was between 7 and 159 uC for each
data run as determined by a Faraday cup at the end of the
beamline.

The ®Ni target was isotopically enriched to 95(5)% and
its thickness was measured using Rutherford Backscattering
Spectrometry (RBS) performed at the Hope College Ion Beam
Analysis Laboratory (HIBAL) [12]. The experimental setup
for the RBS measurements consisted of a silicon surface
barrier detector with a 0.2 in. diameter collimator placed at
168.2° with respect to the incoming 2.94 MeV “He?* beam.
The resulting backscattered spectra were fit with SIMNRA
software [13] with the Ni target composition and thickness
as free parameters. The thickness was determined to be 930 +
46 jug/cm?. Thus the energy loss was 0.42 and 0.30 MeV at
E, =5.5 and 9.5 MeV, respectively [14]. Trace amounts of
carbon and oxygen were seen on the front and back surfaces
of the target.

To perform the cross section measurements the *Ni
target was mounted at the center of the Summing Nal(TI)
(SuN) detector from the National Superconducting Cylotron
Laboratory (NSCL) of Michigan State University [15]. The
cylindrical SuN detector is 16 in. in diameter and 16 in. in
length with a 1.77 in. diameter borehole along its axis. The
entire volume of SuN is divided into eight semicylindrical
segments which are optically isolated and read out by three
photomultiplier tubes each. The signals are recorded using
the NSCL Digital Data Acquistion System (DDAS) [16]. The
nearly 4w angular coverage provided by SuN allows cross
sections to be measured via the y-summing technique [15,17].
In this technique, the deexcitation y rays from the produced
nuclei are detected and summed up to an energy equal to
the entry state. Thus, instead of analyzing individual y-ray
transitions, only the “sum peak” corresponding to the sum of
the sequential y rays needs to be integrated. The sum peak is
located at an energy of Exy = E. . + Q inthe y-ray spectrum,
where E. ,, is the center of mass energy of the projectile-target
system and Q is the reaction Q value.
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FIG. 1. (Color online) Experimental spectra from the SuN detec-
tor for measurements at £, = 7.7 MeV. The spectra correspond to
the *®Ni target (solid black), thick tantalum backing (dotted blue), and
normalized room background (dotted-dashed red). The inset shows a
zoom around the sum-peak region of the 3¥Ni(«,) )%?Zn reaction.

A spectrum from the ¥Ni(«,y)®?Zn reaction with E., =
7039 and Q = 3364.27 keV is shown in Fig. 1. At higher en-
ergies, both room background and beam-induced background
contributions to the spectrum are reduced allowing the sum
peak to be clearly visible at 10.4 MeV. The source of the room
background in the region of the sum peak comes from cosmic
rays. During the experiment the ®Ni target was mounted in
front of a thick tantalum backing. Thus, the beam induced
background was determined by taking data without the >*Ni
target in place so that the beam was impinging solely onto the
tantalum backing. Additional peaks were visible in the low
energy region of the ®Ni spectrum that originate from the
38Ni(ar,py )% Cu reaction which has a higher cross section than
the 3¥Ni(«,y)®?Zn reaction at this energy by approximately two
orders of magnitude [11,18]. The additional nickel isotopes
have (a,y) Q values larger than the *®Ni(a,))%?Zn reaction,
and thus do not contribute in the sum-peak region. Also, these
additional nickel isotopes are present in very low amounts in
the target, and there was no indication of their («,y) reactions
in the summed spectra.

III. RESULTS
The ¥Ni(x,y)%?Zn cross section was calculated from
N
o= )

- b
Notnth

where Ny is the number of counts in the sum peak, N, is the
number of projectiles, n, is the areal target density, and ¢x is
the sum-peak efficiency. In the present work, N, was measured
with a Faraday cup and current integrator and n, was measured
with the RBS technique as mentioned in Sec. II. To determine
Ny, alinear background was subtracted and the sum peak was
integrated in the region of three standard deviations below and
above the sum-peak centroid. This method was chosen to be
consistent with the efficiency calculations of Ref. [15]. Finally,
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TABLE 1. Cross sections for the **Ni(«,y)%*Zn reaction.

EM* (MeV) E™n (MeV) EST (MeV) o (ub)
5.143 4.750 4.988 3.13+0.44
5.330 4.946 5.171 4.70 £ 0.60
5.517 5.143 5.360 6.69 +1.04
5.704 5.337 5.548 9.65+1.34
6.078 5.723 5.922 153+24
6.452 6.112 6.298 222435
6.826 6.496 6.673 340+6.1
7.201 6.883 7.051 52.4+7.1
7.574 7.268 7.428 66.9+ 9.7
7.949 7.649 7.805 92.8+15.1
8.415 8.129 8.277 138.8+£22.1
8.884 8.606 8.749 158.9+£25.2

ey depends not only on the energy but also on the average
number of y rays emitted, or “multiplicity,” of the cascade
from the entry state to the final state. The multiplicity is not
known beforehand but can be experimentally determined by
calculating the average number of segments in SuN that detect
y-ray energy for a sum-peak event. The number of segments
participating in a sum-peak event is referred to as the “hit
pattern” and more details on the technique can be found in
Ref. [15]. The efficiencies were determined to range from
26.7(2.8)% at Ecm = 4.943 MeV to 17.4(23)% at Ecm. =
8.742 MeV.

The results of the present work are displayed in Table I.
In the table, the first two columns contain the maximum and
minimum energies of the beam due to the thickness of the
target. The third column contains the effective energy for
each data point taking into account the variation of the cross
section in the target. The last column lists the cross sections
calculated from Eq. (1). Of the uncertainty reported, roughly
3% comes from statistical uncertainties, 5% from the beam
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FIG. 2. (Color online) Cross section of the *®Ni(c,y)%*Zn reac-
tion for the present work (black circles), previous data of Ref. [11]
(red triangles), and theoretical calculations from the SMARAGD
code [19]. A good description was obtained by modifying the «
width and the y-to-proton width ratio (dashed line).
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charge collection, 5% from the target thickness, 5% from the
target enrichment, and 10 to 15% from the detection efficiency.
The uncertainty in energy from the accelerator is 4 keV at all
energies.

A plot of the ®Ni(a,))%?Zn reaction cross section is shown
in Fig. 2. The present work is in agreement with the previous
results of Ref. [11] and extends the measurements to higher
energies. The increased energy coverage of the experimental
cross section allows for a more sensitive study of the energy
dependence of the cross section and provides a better test for
theoretical models described in the next section

IV. DISCUSSION

The theoretical investigation of the 3¥Ni(«,))%?Zn reaction
was performed using the nuclear statistical model. The limit
of applicability of the statistical model in this case is 0.12 GK
[20], which is well below the relevant temperature range of
2-5 GK for the astrophysical applications. The corresponding
Gamow window at 2 GK is from approximately 3 to 5 MeV
with a maximum contribution to the rate at 4 MeV, and at 5 GK
the Gamow window is from 4 to 7 MeV with a maximum
contribution at 5.25 MeV [21]. While the experimental values
cover the upper part of the energy window, theoretical
predictions are required at lower energies to better constrain
the reaction rate.

In Fig. 3, the sensitivity of the *®Ni(a,y)%*Zn cross
section to variations in the y, neutron, proton, and o widths,
respectively, is shown. The relative sensitivity is defined as [22]

UQ—l

§2s, = @)

v, — 1’
where ¢ is the quantity being changed and €2 is the resulting
quantity. A change in g is given by the factor v, = gnew/qold
and the subsequent change in 2 is given by the factor
v = Qnew/ Qo1d- Using these definitions, it is clear that the
sensitivity €25, = 0 when no change occurs and 25, = 1 when

o
o

Sensitivity
o
Y

0.2

Energy (MeV)

FIG. 3. (Color online) Absolute values of the sensitivity of the
BNi(ar,y)%?Zn cross section as function of energy, when separately
varying y, neutron, proton, and o widths.
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2 changes by the same factor as ¢. In the current context, the
quantity ¢ is an averaged width as used in the reaction model
(Sec. IV) or a stellar reactivity as used in the nucleosynthesis
model (Sec. V). Then the resulting quantity Q2 is the cross
section and the abundance of an isotope, respectively.

Below 4 MeV the ®Ni(a,y )% Zn reaction cross section is
exclusively sensitive to the o width with the sensitivity to
the o width persisting throughout the energy region plotted.
This low-energy region is also important for the calculation
of the astrophysical reaction rate and reactivity [21]. Con-
versely, there is very little sensitivity to the neutron width
even for energies above the neutron emission threshold at
E.m = 9.526 MeV. The remaining two parameters, the proton
and y widths, show an increasing effect on the cross section
with increasing energy in the region between 4 and 10 MeV.

For the present work, theoretical calculations were per-
formed with the Hauser-Feshbach reaction model [23,24]
using the code SMARAGD [19,24]. The initial calculation sys-
tematically overestimated the cross section values, as shown
with the solid line of Fig. 2, although the energy dependence
was reproduced well. Adapting the particle and y widths,
good agreement with the data across the measured energy
range was achieved. As can be seen from the sensitivities
in Fig. 3 the o width is constrained by the low-energy data,
below 6 MeV, requiring a rescaling of the width obtained
with the optical potential of [25] by a factor 0.45. The y
and proton widths cannot be constrained separately with data
from only this reaction. Increasing the y-to-proton width
ratio by 10% provides improved agreement with the data at
the upper end of the measured energy range, above 7 MeV.
The calculation with the rescaled widths is shown as dashed
line in Fig. 2. Although the scaling factors for the o width
and y-to-proton width ratio provide an excellent description
of the ®Ni(a,y)%?Zn cross section, calculations using these
scaling factors underproduce the ®Ni(a,p)®' Cu experimental
data [11,18] by a factor of 3. Further theoretical work is
required to obtain a full understanding of «-induced reaction
cross sections on ¥Ni.

Since there is no indication from our data that the energy
dependence changes towards even lower energies and the data

TABLEII. Stellar reactivities for the **Ni(o,y)®*Zn reaction.

T Reactivity T Reactivity
(GK) (cm® mol~! s71) (GK) (cm® mol~!' s71)
0.10 6.623 x 10792 2.00 2.268 x 1077
0.15 1.971 x 107° 2.50 2.045 x 107
0.20 2.068 x 107% 3.00 5.000 x 10~
0.30 1.171 x 107 3.50 5.407 x 1073
0.40 3.546 x 107% 4.00 3.399 x 1072
0.50 2.649 x 107% 4.50 1.461 x 107!
0.60 2.293 x 1022 5.00 4755 x 107!
0.70 4941 x 1072 6.00 2.812 x 10°
0.80 4.070 x 10718 7.00 9.844 x 10°
0.90 1.666 x 10716 8.00 2.443 x 10!
1.00 4.020 x 10713 9.00 4755 x 10!
1.50 2.679 x 10710 10.00 7.688 x 10!
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TABLE III. REACLIB parameters for the 3¥Ni(a,y)%*Zn

reaction.

Parameter Value

ag 5.194217 x 10!
a; —2.314329 x 10°
a —2.528868 x 10!
as —5.651307 x 10!
ay —1.088296 x 10°
as 1.763373 x 107!
ag 3.858753 x 10!

by [11] are also reproduced well, we used the modified widths
to predict cross sections at such lower, unmeasured energies
and calculated new stellar reactivities, which are shown in
Table II. These stellar reactivities are dominated by the ground-
state cross sections with only a small influence from thermally
excited states in *®Ni. The ground-state contributions are 100%
at 2 GK and 95% at 5 GK and thus the reactivities are well
constrained by experimental data. In Table III we also provide
a fit to the stellar reactivities in the standard seven parameter
REACLIB format [26] as commonly used in astrophysical
calculations.

V. ASTROPHYSICAL CALCULATIONS

The effect of the new reactivities on the nucleosynthesis
of type Ia supernovae was also investigated. A reduction
in the rate of “®Ni(a,))%Zn is expected to translate into
a decrease in the abundance of %Zn and other nuclei
linked by subsequent reaction chains, e.g., ®>Zn(a,y)%Ge,
62Zn(p,y)“Ga(p,y)64Ge, and so on. After disintegration of
the radioactive isotopes, the result is a decrease of the ejected
abundances of ®2Ni, ©Zn, ©3Cu, ®4Zn, and others. In [8], it was
determined that the relative sensitivity of the ejected mass of
92Ni with respect to the 3Ni(x,y)%%Zn rate is Qg, =0.12. In
the temperature range in which «-rich freeze-out takes place,
namely, from ~2 to ~5 GK, the new reaction rates given by
Table III are smaller than the rates compiled in [27] by a factor
of v, ~ 0.45. Thus, the expected change in the abundance of
2Ni related to the new rates is from ~6 to 7%.

We have conducted simulations of type Ia supernovae with
both the rates of Ref. [27] and the new rates following the
same methodology and codes as described in [8]. Table IV
shows the relative changes in the ejected abundances of
the most sensitive species for both a delayed detonation
of a Chandrasekhar-mass white dwarf and a thermonuclear
explosion of a sub-Chandrasekhar white dwarf. The results
agree with the prior estimate with a maximum sensitivity of
~5% for the abundances of ®’Ni and %*Zn. We have re-
peated the calculations with different sets of deflagration-to-
detonation transition densities, pppr, and initial metallicities,
but their effect is small and the maximum sensitivities never
exceed the values reported in Table IV (in general, the
sensitivities increase with metallicity and with pppr).
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TABLE IV. Changes to the nucleosynthesis of type Ia supernova
models.

v — 1 Delayed detonation® Sub-Chandrasekhar®
—0.05 %Zn O2Ni

—0.04 O2Nj

—0.02 83Cu, %Zn 8Cu, %Zn, ®Ga
—0.01 %47n, %Zn, Ge

“Chandrasekhar-mass delayed detonation model with pppr = 3.9 x
107 g/cm?.

"Explosion of a sub-Chandrasekhar white dwarf of 1.025M, C-O
core surrounded by a 0.055M, He envelope.

VI. CONCLUSIONS

The *8Ni(w,y)%*Zn reaction cross section was measured
for the particle energies from E, = 5.5 to 9.5 MeV at the
University of Notre Dame. The measurements were performed
using the SuN detector and y -summing technique. The present
results agree well with previous measurements and the data
was compared to theoretical calculations using the nuclear

PHYSICAL REVIEW C 89, 054611 (2014)

statistical model. The standard calculation by the SMARAGD
code overproduces the measured cross section, but multiplying
the o width by a factor of 0.45 accurately reproduces the data.
New reactivities were reported, and the new reaction rates were
used in nucleosynthesis calculations for type Ia supernovae. It
was determined that the new rates have at most a 5% effect on
the ejected abundances of several isotopes, all in cases where a
significant portion of the mass participates in @-rich freeze-out.
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