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Photons are a penetrating probe of the hot medium formed in heavy-ion collisions, but they are emitted
from all collision stages. At photon energies below 2–3 GeV, the measured photon spectra are approximately
exponential and can be characterized by their inverse logarithmic slope, often called the “effective temperature”
Teff . Modeling the evolution of the radiating medium hydrodynamically, we analyze the factors controlling
the value of the Teff and how it is related to the evolving true temperature T of the fireball. We find that at
the energies available at the BNL Relativistic Heavy Ion Collider and the CERN Large Hadron Collider most
photons are emitted from fireball regions with T ∼ Tc near the quark-hadron phase transition, but that their
effective temperature is significantly enhanced by strong radial flow. Although a very hot, high-pressure early
collision stage is required for generating this radial flow, we demonstrate that the experimentally measured large
effective photon temperatures Teff > Tc, taken alone, do not prove that any electromagnetic radiation was actually
emitted from regions with true temperatures well above Tc. We explore tools that can help to provide additional
evidence for the relative weight of photon emission from the early quark-gluon and late hadronic phases. We find
that the recently measured centrality dependence of the total thermal photon yield requires a larger contribution
from late emission than presently encoded in our hydrodynamic model.
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I. INTRODUCTION

Photons produced in heavy-ion collisions interact only
electromagnetically and are thus able to penetrate the medium
from which they are emitted without rescattering. Their
usefulness for experimentally accessing the temperature of the
quark-gluon plasma (QGP) created in ultrarelativistic nuclear
collisions was first pointed out several decades ago [1–3].
The realization that strong collective flow generated during
the expansion of the QGP will significantly affect the photon
and dilepton transverse momentum (pT ) spectrum (but not
the momentum-integrated invariant dilepton mass spectrum)
is almost as old [4]. Because photons are emitted from all
stages of the collision, their momentum distributions integrate
over the temperature and flow history of the expanding fireball,
weighting it with emission rates that depend on the collision
stage and the corresponding radiating degrees of freedom [5].
The interpretation of the shape of experimentally measured
photon spectra is therefore complex and requires theoretical
modeling based on cross-checks with other experimental
observables.

Recently the PHENIX and ALICE Collaborations mea-
sured an excess of direct photon production, attributed to
thermal radiation, in 200 A GeV Au + Au collisions at the
BNL Relativistic Heavy Ion Collider (RHIC) [6] and in
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2.76 A TeV Pb + Pb collisions at the CERN Large Hadron Col-
lider (LHC) [7]. In the low-pT region the direct photon spectra
are approximately exponential and can be well characterized
by their inverse logarithmic slope Teff : dN

dypT dpT
∝ e−pT /Teff . The

PHENIX Collaboration reported Teff = 221 ± 19 ± 19 MeV
for Au + Au collisions with 0−20% centrality at top RHIC en-
ergies [6] while the ALICE Collaboration found Teff = 304 ±
51sys.+stat. MeV for 0−40% centrality Pb + Pb collisions at the
LHC [7]. Both values are significantly larger than the critical
temperature for chiral restoration and color deconfinement,
Tc � 155−170 MeV [8,9], and hydrodynamic model studies
reported in Refs. [6,7] show that the observations are consistent
with much higher true fireball temperatures at a very early
stage of the expansion of the collision fireball. The fact of Teff

being larger than Tc in itself, however, does not prove that the
radiation was emitted from a QGP: It could, in principle, be due
to radiating hadrons in the late stages of the collision where the
true fireball temperature is already below Tc but strong radial
flow boosts the emission spectrum to an effective temperature
Teff > Tc. Arguments for predominantly late emission of ther-
mal photons, with momentum distributions that are strongly
affected by collective flow, have been previously presented
in Refs. [10,11], based on a simple fireball evolution model
with parameters constrained by hadronic observables. In this
work we use a realistic hydrodynamic simulation of the fireball
evolution to explore the effects of hydrodynamic flow on the
effective temperature (inverse slope) of the emitted thermal
photon spectrum more quantitatively. Both our evolution and
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FIG. 1. (Color online) Measured and calculated photon spectra in 0−20% centrality Au + Au collisions at the RHIC (a) and 0−40%
centrality Pb + Pb collisions at the LHC (b). Photons from thermal sources and from pQCD are shown separately, as well as their sum. The
Au + Au collision data at RHIC (a) are from the PHENIX Collaboration [6], and those for Pb + Pb collisions at the LHC (b) are from the
ALICE Collaboration [7]. See text for a detailed discussion. The shaded curves below 1 GeV are to remind of the uncertainties in extrapolating
pQCD to low values of the photon transverse momentum [25].

photon emission rates [12] incorporate viscous effects. We
also study schematically the consequences of a hypothetical
scenario where the fireball medium initially consists entirely
of gluons (which do not radiate electromagnetically) and
quark-antiquark creation (chemical equilibration) is delayed
by several fm/c [13,14]. How much will theoretical and
experimental precision have to improve to allow to distinguish
empirically between an initially “dim” gluon plasma and a
QGP that reaches chemical equilibrium very quickly? In an
attempt to start answering questions such as these and to exploit
the penetrating nature of the electromagnetic radiation, the
space-time history of photon emission is explored. We show
that strategic cuts in the photon transverse momentum have
the potential to make the photons’ thermometric nature even
more explicit.

II. HYDRODYNAMIC MODELING
AND PHOTON PRODUCTION

The dynamical evolution of the radiating fireball is modeled
with the boost-invariant hydrodynamic code VISH2+1 [15],
using parameters extracted from previous phenomenologically
successful studies of hadron production in 200 A GeV Au +
Au collisions at the RHIC [16,17] and in 2.76 A TeV Pb + Pb
collisions at the LHC [18,19]. We here use ensemble-averaged
Monte-Carlo Glauber (MCGlb) initial conditions, which we
propagate with η/s = 0.08 [16–19], and the lattice-based
equation of state (EoS) s95p-PCE-v0 [20], which implements
chemical freeze-out at Tchem = 165 MeV. We start the hydro-
dynamic evolution at τ0 = 0.6 fm/c, corresponding to a peak
initial temperature (energy density) in the fireball center of
T0 = 452 MeV (e0 = 62 GeV/fm3) at the LHC (Pb + Pb at
0−40% centrality) and of T0 = 370 MeV (e0 = 35 GeV/fm3)
at RHIC (Au + Au at 0−20% centrality). We end it on an
isothermal hadronic freeze-out surface of temperature Tdec =
120 MeV.

Photons are emitted from the fireball using photon emission
rates that are corrected [12] for deviations from local thermal

equilibrium caused by the nonzero shear viscosity of the
medium. We keep all terms linear in the viscous pressure
tensor πμν , both in the in- and outgoing distribution functions
and in the self-energies of the particles exchanged in the
radiative collision processes. At this point we include only
2 → 2 scattering processes; in the QGP our 2 → 2 rates are
accurate to leading order of the strong coupling constant
[12]. (A complete leading-order calculation including soft
collinear gluon emission and its viscous corrections is under
way.) We focus on photons with pT < 4 GeV and ignore the
contributions from hard pre-equilibrium processes that do not
significantly affect the extraction of the inverse photon slope
in this pT region [21]. The hadronic phase (HG) is modeled as
an interacting meson gas within the SU(3) × SU(3) massive
Yang-Mills approach (see Refs. [22–24] for details), with
nonequilibrium chemical potentials to account for chemical
decoupling at Tchem = 165 MeV. Both approaches to com-
puting the emission rates are expected to break down in the
phase transition region. To avoid discontinuities, the QGP and
HG emission rates are linearly interpolated in the temperature
window 184 MeV < T < 220 MeV where our employed EoS
[20] interpolates continuously between the lattice QCD data
and the hadron resonance gas model in such a way that the
smooth crossover character of the phase transition seen on the
lattice is preserved.

III. DIRECT PHOTON SPECTRA

As a prelude to the temperature studies to be reported
in this work, it is useful to compare the results of our
calculations with the photon spectra measurements performed
at the RHIC and at the LHC by the PHENIX and ALICE
Collaborations, respectively. The calculated spectra shown in
Fig. 1 include the thermal rates corrected for shear viscosity
effects integrated over the viscous hydrodynamical space-time
evolution and also the prompt photons resulting from the
very early interactions of the partons distributed inside the
nucleus. The photon rates used for these spectrum calculations
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FIG. 2. (Color online) The inverse photon slope parameter Teff = −1/slope as a function of the local fluid cell temperature, from the
equilibrium thermal emission rates (solid green lines) and from hydrodynamic simulations (open and solid circles), compared with the
experimental values (horizontal lines and error bands) for (a) Au + Au collisions at the RHIC and (b) Pb + Pb collisions at the LHC. The
experimental values and error bands in panel (a) are from the PHENIX Collaboration [6] and those in panel (b) are from the ALICE Collaboration
[7]. We note that the corresponding plot for Au + Au collisions at 20−40% centrality looks very similar to the case of 0−20% centrality shown
in panel (a), in agreement with what the PHENIX Collaboration [6] found. See text for a detailed discussion.

differ slightly from what is used in the rest of this paper,
due to the sensitivity of the photon spectra to details of
the rates that are not relevant for the study of effective
temperatures. For the QGP contribution shown in Fig. 1, the
full leading order ideal rate for collinear emission is added
to the viscous-corrected 2 → 2 rate. This is justified by the
fact that the full leading order rate is known to have a similar
energy dependence as the 2 → 2 one (see, e.g., Ref. [26]), but
is about twice as large. This normalization does not affect
significantly effective temperature studies, but would lead
to an artificial underestimate of the QGP photons that we
want to avoid here. On the hadron gas side, we note that
our rates do not include the contribution of baryons to the
production of real photons. As the baryonic contribution is
roughly equal to that of the mesons at photon transverse
momentum of pT ≈ 1 GeV/c [23], and as the baryonic
rates are not yet amenable to a form which enables viscous
corrections, the photon yield from the hadronic medium is
approximated here by multiplying the net mesonic contribution
by a factor of 2. We emphasize that this normalization of the
hadron gas rate, along with the replacement of the 2 → 2
ideal QGP rate by the full leading order one, is only used
here and not in what follows. The prompt photon calculation
is performed at next-to-leading-order (NLO) in the strong
coupling constant [27,28], and the nuclear parton distribution
functions are corrected for isospin and shadowing effects [29].
The calculation is extrapolated to low transverse momentum
using a fit of the form A/(1 + pT /p0)n, a form that we
checked describes very well the available low-pT photon data
from proton-proton collisions [6,25]. For RHIC and LHC
conditions, the agreement between the calculated results and
the measured data shown here is not untypical of that obtained
with other contemporary hydrodynamic simulations [5,30,31].
We note that the data allow room for additional photon sources
in addition to the ones considered here. Among the possible
candidates are photons from jet-plasma interactions [31,32];

one should also keep in mind the role played by fluctuating
initial states [26,33].

IV. INVERSE PHOTON SLOPES AND TRUE EMISSION
TEMPERATURES

The equilibrium emission rates as well as the nonequi-
librium photon spectra emitted during the hydrodynamic
evolution are approximately exponential in pT between 1
and 4 GeV, and we can characterize them by their inverse
logarithmic slopes Teff just as the experiments did for the
measured photon spectra. The green lines in Fig. 2 show Teff

as a function of the true temperature T for the equilibrium
photon emission rates. One sees that, due to phase-space
factors associated with the radiation process, the effective
temperature of the emission rate is somewhat larger than
the true temperature: At high T , the QGP photon emission
rate goes roughly as exp(−Eγ /T ) log(Eγ /T ) [34], and the
logarithmic factor is responsible for the somewhat harder
emission spectrum. The double kink in the green line at
T = 184 and 220 MeV reflects the interpolation between the
QGP and HG rates. The effect of that interpolation on the slope
of the spectrum is weak; one mainly interpolates between rates
with different normalizations.

The circles in Fig. 2 show the effective temperatures of
photons emitted with equilibrium rates (open black circles)
and with viscously corrected rates (solid red circles) from cells
of a given temperature within the hydrodynamically evolving
viscous medium. The area of the circles is proportional to the
total photon yield emitted from all cells at that temperature.
One sees here and also in Fig. 3 that viscous corrections to the
photon emission rates are large at early times (high T ), due to
the initially very large longitudinal expansion rate, but become
negligible at later times (lower T ). Viscous effects on the
emission rates harden the photon spectrum (i.e., they increase
Teff) but do not affect the photon yields. The hydrodynamic
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FIG. 3. (Color online) The inverse photon slope parameter Teff = −1/slope as a function of emission time from hydrodynamic simulations,
compared with the experimental (time-integrated) values (horizontal lines and error bands), for (a) Au + Au collisions at the RHIC and
(b) Pb + Pb collisions at the LHC. The blue solid lines and surrounding shaded areas show for comparison the time evolution of the average
fireball temperature and its standard deviation. See text for further discussion.

photon spectra using ideal rates (open black circles) have
effective temperatures lower than those of the local emission
rates themselves (green solid lines): This is due to the
integration of the Boltzmann factor e−Eγ /T = e−pT cosh(y−η)/T

over space-time rapidity η, which, for fixed T , sums over
contributions1 with different effective temperatures Teff(η) =

T
cosh(y−η) < T (we here consider photons at midrapidity,
y = 0). Surprisingly, this rapidity-smearing effect leads, for
ideal emission rates, to photon spectra whose inverse slope
reflects at early times almost exactly the temperature of the
emitting fluid cells in their rest frame. The inclusion of viscous
corrections in the emission rates increases the effective photon
temperatures by about 10% at early times.

As the system cools, Fig. 2 shows that the effective photon
temperature begins to deviate upward from the true tempera-
ture. Below T ∼ 220 MeV the effective photon temperature
actually begins to increase again while the true temperature
continues to decrease. This is caused by the strengthening
radial flow; below T ∼ 220 MeV, the radial boost effect on
Teff overcompensates for the fireball cooling. Once the system
reaches chemical freeze-out at Tchem = 165 MeV, the character
of the equation of state changes, leading to faster cooling [35]
without developing additional radial flow at a sufficient rate to
keep compensating for the drop in effective temperature due to
this cooling. The faster expansion below Tchem is also seen in
the solid blue lines in Fig. 3, and it is reflected in the shrinking
size of the circles (integrated photon yields) in Fig. 2 below
Tchem, reflecting the smaller space-time volumes occupied by
cells with temperatures T < Tchem.

Figure 3 shows the effective slopes of photons emitted
at different times from the expanding fireball, again com-
pared with the time-integrated experimental values (horizontal

1Recall that we assume a boost-invariant (i.e., η-independent)
distribution of thermal sources.

bands). (A similar graph, based on a parametrized fireball
evolution model with thermal equilibrium rates and a first-
order phase transition, can be found in Fig. 7 in Ref. [10]). As
before, the open black circles use equilibrium emission rates
while the solid red circles account for viscous corrections to
the photon emission rates. (The hydrodynamic expansion is
viscous in both cases.) For comparison, the blue lines show
the evolution of the average fireball temperature (averaged
over all cells with T > 120 MeV at time τ ), with shaded
regions indicating its standard deviation. After about 2 fm/c,
the effective photon temperature begins to get significantly
blue-shifted by radial flow. This radial boost is clearly stronger
at the LHC than at the RHIC. Radial flow effects decrease
again at very late times when only a small region near the
fireball center survives where the radial flow goes to zero. The
difference between open and solid circles shows that viscous
effects on the photon emission rates are concentrated at early
times.

While Fig. 3 demonstrates that the early photons are asso-
ciated with a high yield (as is commonly understood), Fig. 2
shows that most photons are emitted from a relatively narrow
temperature band between 165 and 220 MeV. Relatively few
of the photons thus come from the hot core of the fireball; a
much larger fraction comes from the cooler periphery and is
emitted with temperatures close to the quark-hadron transition.
Averaged over time, these photons from the transition region
are strongly affected by radial flow, resulting in inverse slopes
(“effective temperatures”) that are much larger than their true
emission temperatures. These findings can even be put on
a firmer quantitative basis by considering the following: At
each value of proper time, τ , photons are emitted with a
distribution of thermodynamic temperatures. This distribution
is shown in Figs. 4(a) (for Au + Au at the RHIC) and 4(c)
(for Pb + Pb at the LHC), where the color-coding of the
contour plots reflects the differential photon yield (normalized
to the total yield dNγ /dy) per time and temperature [in
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FIG. 4. (Color online) Contour plots of the normalized differential photon yields dNγ (T ,τ )/(dy dT dτ )
dNγ /dy

[panels (a) and (c)] and dNγ (Teff ,τ )/(dy dTeff dτ )
dNγ /dy

[panels (b) and (d)] for Au + Au collisions at the RHIC at 0–20% centrality [panels (a) and (b)] and for Pb + Pb collisions at the LHC at
0–40% centrality [panels (c) and (d)]. The color bars translate the colors into absolute values [in c/(GeV fm)] for the quantities plotted. See
text for discussion.

c/(GeV fm)] in the T -τ plane. The corresponding distribution
of flow-blue-shifted effective temperatures Teff (inverse slopes)
is shown in Figs. 4(b) (for the RHIC) and 4(d) (for the LHC).
Comparing the left and right panels one observes, after a proper
time τ ∼ 2 fm/c, a clear shift to higher effective temperatures,
owing to the development of radial hydrodynamic flow.
Furthermore, the dependence of the effective temperature on
the flow velocity (which depends on radial position) leads to
an additional broadening of the distribution of Teff at any given
time.

To further quantify the connection between the photon
spectrum and the emission temperature, a model calculation
allows one to dissect the photon contribution in terms of
transverse momentum. Figure 5 shows the relative photon
yield in different transverse momentum regions, as a function
of the temperature at which those photons were radiated.
The photon yield is obtained by integrating the flow-boosted
photon emission rate over the space-time volume. The rate is
large at high temperatures, but the corresponding space-time
volume is small. As the system cools and the rate drops, the
decrease in the rate is (partially) offset by the increasing fireball
volume, and the shift to lower photon energies resulting from
the cooling is counteracted by the increasing radial flow. The

combination of these effects can create a bimodal distribution
of the thermodynamic temperatures that contribute to photon
production in a given pT window. The relative size of the
two peaks corresponding to emission from very hot cells
with little flow and rather cool cells with strong radial flow
depends on the photon momentum, as is shown in Fig. 5.
The curves in Fig. 5 can be viewed as the thermal photons’
probability distribution function, with the local temperature
as the independent variable. At the RHIC, one observes
that for pT = 1–1.5 GeV, photons are mostly coming from
the transition region T = 150–220 MeV. For harder thermal
photons with pT = 3.5–4 GeV, on the other hand, the emission
probability is peaked at temperatures above 300 MeV, followed
by a second wave of emission from a much larger space-time
volume at temperatures around T = 150–220 GeV, blue-
shifted by large radial flow. Interestingly, this bimodal structure
does not require a first-order phase transition but, as can be
seen here, is also observed for a smooth crossover. The right
panel in Fig. 5 shows the situation for conditions specific to
the LHC. This figure illustrates well the power and advantages
related to the use of a quantitative space-time modeling of
the nuclear collisions: the momentum cuts shown here can be
used to guide experimental analyses and simulations that seek
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FIG. 5. (Color online) The differential photon yield, as a function of the temperature T , for different windows in the photon transverse
momentum for Au + Au collisions at the RHIC (a) and Pb + Pb collisions at the LHC (b).

to extract precise temperature information from high-energy
nuclear collisions.2

V. CENTRALITY DEPENDENCE OF THE THERMAL
PHOTON YIELD

Our hydrodynamical treatment also allows us to study the
centrality dependence of the thermal photon yields (see also
Ref. [36]) recently reported by the PHENIX Collaboration
[37]. That thermal photons should exhibit a centrality depen-
dence stronger than that of hadrons and photons from hadronic
decays is a very old idea that goes back to the beginning
of the field of relativistic heavy-ion collisions [1,38]. Our
studies show that a similar difference in centrality dependence
is observed for thermal electromagnetic radiation from the
QGP and HG phases. Figure 6 illustrates this for the RHIC
conditions. We integrate the thermal photon spectra from a
variable lower pT cutoff to a fixed upper limit of pT = 4 GeV
and plot the result in Fig. 6 as a function of centrality, measured
either through Npart in panel (a) or through the charged
multiplicity dNch/dη in panel (b). The latter plot permits a
direct comparison with experimental measurements. The four
points in each curve, from right to left, represent 0–20%,
20–40%, 40–60%, and 60–95% centralities. The dashed lines
are power-law fits to the points. One observes a thermal photon
yield that grows like a power of Npart and as a (different)
power of the multiplicity, with exponents stronger than linear.
The powers depend on the lower pT cutoff with which the
yield is evaluated. For the region pT > 0.6 GeV, the slope
in the logarithmic plot of Fig. 6(a) is 1.7, slightly above the
experimentally measured value of 1.48 ± 0.08 ± 0.04 [37].

To further explore the possible implications of this differ-
ence in slopes between theory and data, we also computed,
for the case shown in Fig. 6, the centrality dependencies of
the total QGP and HG photon yields above pT = 0.4 GeV.
The QGP photon yield is defined as all photons from cells
with T > 220 MeV plus the QGP fraction of photons from

2Note, however, that the high-momentum bins will receive pQCD
contributions.

cells with temperatures between 184 and 220 MeV where we
linearly interpolate between the QGP and HG emission rates.
The HG photon yield is the complement of the total photon
yield with respect to the QGP photon yield. We find the HG
photon yield above pT = 0.4 GeV to scale as a function of
Npart with power 1.46 and as function of dNch/dη with power
1.23; the corresponding scaling powers for the QGP photons
are larger, 2.05 and 1.83, respectively. QGP photons thus have
a centrality dependence significantly stronger than that of HG
photons. The experimentally measured centrality dependence
of all thermal photons is closer to the power predicted in
our calculations for HG photons than to that predicted for
QGP photons. Together with our observation (not shown here)
that our calculations significantly underpredict the measured
total thermal photon yields at all centralities, this may indicate
that our hydrodynamic calculations underestimate the photon
production rate in the HG phase and/or near the quark-hadron
phase transition. This observation invites further scrutiny in
terms of its sensitivity to variations in the initial conditions
and the transport coefficients of the expanding hydrodynamic
fluid.

We also investigated the centrality dependence of the
inverse slope of the thermal photon spectra in Au + Au
collisions at the RHIC (see Table I). For the hydrodynamic
runs on which Fig. 6 is based, our results show a very

TABLE I. Preliminary results for the inverse slope parameters
extracted from thermal photon spectra for 200 A GeV Au + Au
collisions obtained by the PHENIX Collaboration [37], compared
with those from the hydrodynamic model, for different collision
centralities. To facilitate comparison with the experimental data, the
theoretical spectra were fitted to exponentials in pT in the same
interval as that used in Ref. [37], 0.6 < pT < 2.0 GeV.

Centrality PHENIX preliminary Teff

results (MeV) (MeV)

0–20% 237 ± 25 ± 29 267
20–40% 260 ± 33 ± 31 259
40–60% 228 ± 28 ± 27 246
60–92% 254 ± 53 ± 25 225
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FIG. 6. (Color online) The centrality dependence of the photon yield for Au + Au collisions at the RHIC. The centrality may be expressed
in terms of (a) Npart or (b) dN ch/dη.

weak centrality dependence, with Teff being slightly smaller in
peripheral collisions than in central collisions.

VI. REDUCED RADIATION FROM A DIM GLUON
PLASMA: A SCHEMATIC STUDY

Returning to Figs. 2 and 3, we see that the large measured
values for the inverse photon slope reflect, on average,
true emission temperatures that lie well below the observed
effective temperature. This raises an interesting question:
Could it be that in the experiments we don’t see any photons
at all from temperatures well above Tc and that all measured
photons stem from regions close to Tc and below, blue-shifted
by radial flow to effective temperature values above Tc? To get
an idea what the answer to this question might be we performed
a schematic study where in Fig. 2 we turned off by hand
all contributions to the photon spectrum from cells with true
temperatures above 220 MeV at the RHIC and above 250 MeV
at the LHC (corresponding to about 1/3 of the total photon
yield in both cases), and in Fig. 3 we turned off all contributions
from τ < 2 fm/c (corresponding to 26 and 28.5% of the total
photon yield for the RHIC and LHC collisions, respectively,

TABLE II. Fractions of the total photon yield emitted from the
expanding viscous hydrodynamic fireball from various space-time
regions as indicated, for the two classes of collisions considered in
this work.

Range of photon Fraction of total photon yield
emission AuAu@RHIC PbPb@LHC

0–20% centr. 0–40% centr.

T = 120–165 MeV 17% 15%
T = 165–250 MeV 62% 53%
T > 250 MeV 21% 32%

τ = 0.6–2.0 fm/c 28.5% 26%
τ > 2.0 fm/c 71.5% 74%

see Table II).3 We show as arrows pointing to the right
vertical axes in Figs. 2 and 3 the inverse slopes of the final
space-time integrated hydrodynamic photon spectra: Solid
black and red lines correspond to calculations assuming full
chemical equilibrium from the beginning and using thermal
equilibrium and viscously corrected photon emission rates,
respectively. The dashed black and red arrows show the
same for calculations with delayed chemical equilibration, as
described above.

The (overestimated) effects of our schematic handling of
delayed chemical equilibration on the final inverse photon
slope are seen to be roughly of the same order of magnitude as
those from viscous corrections to the photon emission rates
(∼10% for Teff) and thus too small to be experimentally
resolved with the present experimental accuracy of Teff . We
note that, for both RHIC and LHC energies, the calculated
inverse slopes are consistent (within errors) with the experi-
mentally measured values, although near the high end of the
observationally allowed band for the RHIC.

VII. DISCUSSION AND CONCLUSIONS

We conclude that thermal photons can indeed be used
as a thermometer in relativistic nuclear collisions, but that
their interpretation requires a dynamical model which has

3This implements, in a very rough way, the idea that the initial
fireball state might be purely gluonic and that chemical equilibration
of quarks can be characterized by a time constant taken to be about
2 fm/c. It ignores, however, that an initial suppression of quarks must
be compensated by an increase in the gluon temperature [13,14], to
maintain the same total entropy and final multiplicity. As quarks are
being produced from gluons, these quarks thus radiate more strongly
than in chemical equilibrium, leading to a cancellation that leaves
the total photon spectrum almost unchanged [13]. Our simplified
treatment ignores this increase in temperature and thus overestimates
the effect of early-time quark suppression on the photon spectrum. In
this sense, our conclusion from this study is conservative.
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the sophistication demanded by the wealth of hadronic data
that currently exist at the RHIC and at the LHC. We
observe that the large observed effective temperatures of
thermal photons emitted from heavy-ion collisions, and their
significant increase from RHIC to LHC energies, reflect mostly
the strong radial flow generated in these collisions and do
not directly prove the emission of electromagnetic radiation
from QGP with temperatures well above Tc. In particular, they
are not representative of the initial temperature of the QGP
generated in the collision. We hasten to say, however, that a hot
and dense early stage of the expanding medium is necessary
to generate (either hydrodynamically or by pre-equilibrium
evolution) the large radial flow causing the high effective
photon temperatures (inverse slopes). The dense early stage
thus plays a crucial role, even if it does not dominate the
electromagnetic radiation.

Our conclusion that the measured thermal photons are
mostly emitted at a relatively late, strongly flowing stage
of the fireball is consistent with the unexpectedly [10–
12,26,30,39] large photon elliptic flow measured by both the
PHENIX Collaboration [40] and the ALICE Collaboration
[41]. In fact, these data appear to require an even stronger
weighting of photon emission towards the end of the expansion
stage where flow is strong [10,41]. Our finding that the
experimentally measured centrality dependence of thermal
photon yields appears to be closer to what our model predicts
for hadronic radiation than to what it predicts for QGP
radiation lends further support to this line of thought. Making
a compelling argument for photon radiation from the earliest
and hottest stages of the fireball requires combining the
photon inverse slope measurements with other electromagnetic

observables and a detailed and quantitative comparison with
theory. To be convincing, the argument must be based on
measurements and theories that determine Teff for thermal
photons with about 5% precision. While it is unlikely that
future improvements in the theoretical rates will change
their effective temperatures by a large margin [see the small
difference between QGP and HG inverse slopes (green line
labeled equilibrium emission rates) in Fig. 2], it is possible
that the currently used T -dependent rates receive corrections
that increase photon yields in the critical quark-hadron transi-
tion region and that further improvements in the dynamical
modeling, in particular towards the end of the collision
where hydrodynamics begins to break down, will change the
weighting of the emission rates by altering the space-time
volumes corresponding to each temperature slice.
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