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Compton backscattered y rays

A. Sauerwein,">” K. Sonnabend,' M. Fritzsche,” J. Glorius,' E. Kwan,»* N. Pietralla,” C. Romig,” G. Rusev,>*! D. Savran,>°

L. Schnorrenbelrger,2 A. P. Tonchev,>*% W. Tornow,>* and H. R. Weller’*

Unstitut fiir Angewandte Physik, Goethe Universitdt Frankfurt am Main, D-60438 Frankfurt am Main, Germany
2Institut fiir Kernphysik, Technische Universitit Darmstadt, D-64289 Darmstadt, Germany
3Departmenl of Physics, Duke University, Durham, North Carolina 27708, USA
*Triangle Universities Nuclear Laboratory (TUNL), Durham, North Carolina 27708, USA

SExtreMe Matter Institute EMMI and Research Division, GSI Helmholtzzentrum fiir Schwerionenforschung, GmbH, D-64291 Darmstadt,

Germany
®Frankfurt Institute for Advanced Studies FIAS, D-60438 Frankfurt am Main, Germany
(Received 2 January 2014; published 7 March 2014)

Background: Knowing the energy dependence of the (y,n) cross section is mandatory to predict the abundances
of heavy elements using astrophysical models. The data can be applied directly or used to constrain the cross
section of the inverse (1, ) reaction.

Purpose: The measurement of the reaction '“>Ce(y,n)'*! Ce just above the reaction threshold amends the existing
experimental database in that mass region for p-process nucleosynthesis and helps to understand the s-process
branching at the isotope 4! Ce.

Method: The quasi-monoenergetic photon beam of the High Intensity y-ray Source (HIyS), TUNL, USA, is
used to irradiate naturally composed Ce targets. The reaction yield is determined afterwards with high-resolution
y-ray spectroscopy.

Results: The experimental data are in agreement with previous measurements at higher energies. Since the cross-
section prediction of the '**Ce(y,n) reaction is exclusively sensitive to the y-ray strength function, the resulting
cross-section values were compared to Hauser-Feshbach calculations using different y -ray strength functions. A
microscopic description within the framework of the Hartree-Fock-BCS model describes the experimental values
well within the measured energy range.

Conclusions: The measured data show that the predicted (y,n) reaction rate is correct within a factor of 2 even
though the closed neutron shell N = 82 is approached. This agreement allows us to constrain the (n,y) cross

section and to improve the understanding of the s-process branching at '*!Ce.
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I. INTRODUCTION

The elements heavier than iron are mainly produced via two
neutron capture processes: the slow neutron capture process
(s process) and the rapid neutron capture process (r process).
The s process takes place under moderate neutron density
of roughly 107 neutrons per cm®. The time scale between
two subsequent neutron capture reactions is then typically
of the order of years [1]. The s-process path propagates
along the valley of stability. Whenever an unstable nucleus
is reached with a half-life of the same order of magnitude
as the average time for a second neutron capture process,
the reaction path branches. The nuclear properties of these
branching-point nuclei are of particular interest, since they in-
fluence the isotopic abundance distribution of the neighboring
elements [2].
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In contrast to the s process, the r process acts at higher
neutron densities in excess of 10* cm™3. This high neutron
flux leads to the production of very neutron-rich nuclei about
20 mass units away from the valley of stability [3]. During the
so-called freeze-out, the produced unstable nuclei decay back
to the valley of stability [4].

However, there are about 35 neutron-deficient nuclei
that cannot be produced via neutron-capture reactions [5].
According to current knowledge, many processes contribute
to the production of these so-called p nuclei [6]. One of
these processes, the y process, proceeds at extremely high
temperatures of 2 GK to 3 GK. Hence, photodisintegration
reactions, i.e., (y,n), (y,p), and (y,«) reactions, on heavy
seed nuclei previously produced in the s and » processes play
a dominant role in the y process [7,8].

In total, these nucleosynthesis processes include several
thousand reactions on mostly unstable nuclei. Therefore, most
reaction rates cannot be measured and must be calculated using
theoretical models. Reaction rates for nuclides heavier than
calcium are mainly adopted by Hauser-Feshbach statistical-
model calculations [9,10]. While the statistical model is well
established, major uncertainties stem from various nuclear
physics models entering the calculations. Those nuclear
physics models include, besides others, descriptions of the
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nuclear level densities, y-ray strength functions, and optical-
model potentials. In order to enhance the reliability of these
predictions, experimental data are required.

The investigation of the photodisintegration reaction
142Ce(y,n)'*!Ce is interesting for two reasons. First, the
nucleus '#!'Ce acts as a branching point nucleus in the s-
process path. Its neutron-capture cross section determines the
abundance ratio of the isotopes '*'Pr and '**Nd relative to
92Ce. The experimental results for the '*>Ce(y,n) ground-
state cross section can verify the integral reliability of the
statistical-model predictions. Second, a considerable number
of photodisintegration reactions takes place during the y
process. Systematic studies of (y,n) reactions were performed
recently [11-21] in order to check the reliability of the
cross-section predictions for the ground-state contribution,
even though reactions on excited states play an important role
in the stellar plasma [22]. The data of this work enlarge this
experimental database.

Additionally, '“>Ce is near the N = 82 neutron shell
closure, where some of the assumptions involved in the
statistical-model calculations, e.g., a sufficiently high level
density for a statistical treatment, are often not entirely
fulfilled. Therefore, it is interesting to investigate whether any
significant deviation between experiment and theory can be
observed when the neutron magic number is approached.

In Sec. I1, we describe our experimental setup while Sec. I1I
explains the analysis of the data. Finally, the experimental
results are presented and compared to calculations using
different y-ray strength functions in Sec. I'V.

II. EXPERIMENT

The cross section of the photoneutron reaction on '*>Ce
was measured at the High Intensity y-ray Source (HIyS)
at Triangle Universities Nuclear Laboratory (Durham, NC,
USA) in the excitation energy region just above the neutron
separation energy S, between 7.6 and 9.7 MeV using the
activation technique. The determination of the absolute photon
intensity was derived from a normalization to the '8’Re(y,n)
reaction [23].

A. Preparation of the targets

Eight target samples were prepared for this experiment from
naturally composed CeO, powder at the Karlsruhe Institute
of Technology. To enhance the stability of the targets, the
CeO, powder was mixed with a well-defined amount of pure
graphite powder. This mixture was then pressed into thin disks,
20 mm in diameter, and masses between 780 and 940 mg each,
corresponding to a mass of pure cerium dioxide between 660
and 740 mg. In order to avoid losses of target material, the
target disks were covered by mylar foils. The normalization
standards consisted of metallic foils of naturally composed
rhenium that were disks also of 20 mm diameter and had
masses between 320 and 340 mg.

B. Experimental installation at TUNL

Intracavity backscattering of free-electron laser (FEL)
photons is utilized at HIy S in order to produce fully polarized
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y-ray beams. Gamma-ray beams with photon energies of up
to 100 MeV and total intensities in excess of 10® y rays per
second can be produced [24]. HIy S consists of a 280-MeV
linac preinjector; a top-off, full-energy booster injector; and
a 1.2-GeV electron storage ring. The HIyS y-ray beam is
generated in the middle of a long straight section of the storage
ring by colliding the electron beam with a FEL beam produced
by the same electron beam. A passive collimator system at a
distance of about 60 m from the collision point determines the
intensity and the energy resolution of the y -ray beam delivered
to the experiment. A careful adjustment of the collimator to the
experimental needs is mandatory. Further information about
this facility can be found in Ref. [24].

To produce sufficient activity within the rather short time
of irradiation, a collimator diameter of 2.54 cm was chosen.
This allows us to irradiate the complete target material so
deviations in the target thickness can be neglected in the
analysis. However, this also results in a rather broad energy
distribution of the photons with a full width at half maximum
(FWHM) of about 5% compared to the energy with maximum
intensity.

C. Irradiation and y counting

The irradiations of natural cerium dioxide samples were
carried out in an experiment together with the irradiation of
zirconium samples. The experimental results on *°Zr(y,n) will
be published separately. Furthermore, nuclear structure exper-
iments were simultaneously carried out further downstream
using the same photon beam [25,26].

The targets were irradiated with laser Compton backscat-
tered y rays at energies between 7.6 MeV and 9.7 MeV. The
y-beam energies are given in Table III. They are all above the
neutron emission threshold of '42Ce, while only the two highest
are above the neutron emission threshold of the neutron-magic
isotope '“°Ce as can be seen from Table 1. Two rhenium
samples were irradiated together with the targets of interest
at each activation energy. The cerium targets were sandwiched
between these rhenium samples in order to determine the
absolute value of the photon flux. Details about this part of
the analysis can be found in Sec. IIIB.

The irradiations typically took between 2 and 4.5 h.
The activity of the target samples after irradiation was
determined in a separate counting setup under low-background

TABLE 1. Isotopic abundances /5 and neutron separation ener-
gies S, for cerium isotopes and for '8’Re, which was used for the
determination of the absolute value of the photon flux during the
irradiation. For details about this procedure see text. The isotopic
abundances are taken from Ref. [27] and neutron separation energies
are taken from Ref. [28].

Isotope 14,(%) S, (keV)
136Ce 0.19 + 0.01 9963.55 £+ 10.27
138Ce 0.25 + 0.01 9721.25 £9.89
140Ce 88.48 + 0.10 9200.29 £+ 7.18
142Ce 11.08 +0.10 7168.05 £2.42
187Re 62.60 £ 0.02 7359.21 £ 1.07
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TABLEIIL Spectrosopy information of 14! Ce and **Re. The half-
lives T >, y-ray energies E,, and y-ray intensities /,, per radioactive
decay are taken from the National Nuclear Data Center [29].

Parent Ty (d) E, (keV) I, (%)
nucleus

141Ce 32.508 £ 0.013  145.433 4+ 0.0014 4829 £+ 0.2
186Re 3.7183 £ 0.0011 137.157 £ 0.008 9.47 + 0.03

122.64 + 0.02 0.603 £ 0.0025

conditions. The relevant spectroscopy information of the
measured nucleus '“'Ce and the monitor nucleus '®6Re is
given in Table II. We made use of two HPGe detector setups
to measure the y-ray transitions following B decay of the
irradiated samples. One detector setup consisted of a single
coaxial HPGe detector with 60% efficiency relative to a 3
inch x 3 inch Nal detector. This setup is located at TUNL
and will be referred to as the HPGe setup. The distance
between target and detector was 3 cm. In the second setup,
located at Technische Universitat Darmstadt, referred to as
the LEPS setup, two HPGe low-energy photon spectrometers
(LEPS) of almost identical design were used. These detectors
were positioned face-to-face having a distance of only 10 mm
from each other. Both setups were shielded against naturally
occurring background by thick layers of lead and additionally
by an inner layer of copper to reduce x-rays and low-energy y
rays stemming from the outer lead layer.

In order to determine the absolute detection efficiency
of the LEPS setup, the efficiency of the detectors was
simulated in detail using the Monte Carlo code GEANT4 [30].
Additionally, the efficiencies were measured using various
calibration sources, which served as normalization for the
simulated efficiencies. In a next step, the target geometry and
y-ray absorption were taken into account in the simulation.

The energy dependence of the efficiency of the HPGe setup
was also determined using a set of calibration sources. The
absolute value was derived from a normalization to the LEPS
setup using the same target at both setups.

III. DATA ANALYSIS

The photoneutron reaction yield Npyq, i.e., the number
of “2Ce(y,n) reactions induced during the irradiation, was
determined from the activity of the irradiated cerium dioxide
targets. Hence, the y rays that are emitted after the radioactive
decays of the unstable reaction products are detected offline
with a low-background counting setup. The number of detected
full-energy events C(E,) of a certain transition during the
counting time #;e,s is connected with the photoneutron reaction
yield Npoq as follows:

C(E,)
Nprod = —V, (1)
I,(E))e(E))T
with
15
T = ﬂfaclfwaitfmeas- ()
IREAL
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Here, I,(E,) denotes the y-intensity per radioactive decay
and &(E,) the full-energy peak efficiency of the counting
setup. As described in Sec. II C, the full-energy peak efficiency
is corrected for y-ray absorption and for the extended target
geometry. The time factors #;pg/fREAL> facts fwait> A0d fineas
correct for the dead time of the data acquisition, decays of the
reaction products during the time of irradiation, during the
waiting time between activation and measurement, and during
the time of spectroscopy, respectively. Except the dead-time
correction #1 jrg /fReaL, the time factors are given for a constant
photon intensity during the irradiations by the decay law:

1 — exp(—AAty)

act — . 3
Fue ALyt ©)
Swait = exXp(—=AAtyai), 4)

and
fmeas =1- exp(_)"Atmeas)- (5)

The photon intensity during irradiation was measured
quantitatively. A constant intensity was assumed in small time
intervals of 60 s.

The photoneutron reaction yield is given by

Norod = Noarge / o(E)N, (E)IE ©)
0

Emax
~ Niarget00 f N, (E)E. )
Sn

The number of target nuclei is denoted as Niyger, Whereas the
photoneutron cross section is denoted as o (E). The maximum
photon energy, En., is indicated in Fig. 1. Due to the
narrow energy distribution of the photon beam, o (E) can be
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FIG. 1. (a) Photon flux measured at 0° with respect to the beam
axis. (b) Photon flux N, obtained from deconvolution of the spectrum
(histogram). The dashed curve is a function fitted to the histogram as
described in the text.
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approximated by a constant value o within the interval §,, to
Emax. The absolute photon flux is given by N, (E).

A. Deconvolution of the photon flux

In order to determine the reaction yields, the absolute
photon flux is needed. That means the spectral distribution
and the intensity of the photon flux have to be determined. As
described in the following section, the absolute intensity of the
photon flux can be obtained using a reference target. In this
subsection, the determination of the spectral distribution of the
photons is illustrated.

In order to determine the beam energy before each activa-
tion run, the spectrum of the incident photons was measured
with a HPGe detector at zero degree relative to the beam line
using a reduced photon beam intensity.

During each activation, the spectrum of the photons was
checked online for changes in the intensity and the distribution
of the photons. For this purpose, incoming photons were
Compton scattered off a thick copper target, which was
installed behind the samples. The HPGe detector was rotated
by 11° out of the direct beam to detect the scattered photons.
The spectral shape of the photon flux stayed constant over all
activation runs, and only small fluctuations in the intensity over
time were observed. These small fluctuations were corrected
in the data analysis.

The spectra obtained with the detector at 0° to the beam axis
were used for the deconvolution of the spectral distribution
of the photons. A typical spectrum of photons at 0° is
depicted in Fig. 1(a). The expected detector response to a
quasi-monoenergetic photon beam is visible. Besides the broad
full-energy peak (FE) at 8150 keV, the single-escape peak
(SE) and the double-escape peak (DE) are visible at 511 and
1022 keV below the FE peak.

In order to deconvolute the detector response of the photon
spectrum, the detector response to monoenergetic photons was
simulated with GEANT4 up to the highest energy detected in
the photon spectra. Monoenergetic photons were simulated to
be emitted from a circular area with a diameter of 2.54 cm,
which is the diameter of the collimator for the y-ray beam.
Fifty million photons were considered in each simulation. A
bin width of 10 keV was used to compare the simulation to
the measured photon spectrum. The full-energy peak of the
simulation is normalized to the amount of counts in the channel
with the highest energy of the measured photon spectrum. The
simulated spectra for each energy are then subtracted one after
another using the same normalization process as described
for the first channel. This method was described as spectrum
strip method in Ref. [31]. The deconvoluted photon flux is
the sum of the normalized simulated full-energy peaks and
is depicted in Fig. 1(b) as a histogram. Besides the expected
peak at the full energy, a second peak occurs at the energy of
the corresponding single-escape peak, because the simulations
underestimate the single-escape peak. These artifacts are not
a part of the photon flux. Therefore, a Gaussian function with
a tail towards smaller energies was fitted to the photon flux.
A boundary condition was used for this fit: At a distance of
511 keV a second peak has to be fitted with the same FWHM
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and the same tail. The fitted function, shown in Fig. 1(b) as
dashed curve, is used for the analysis.

The method described can be compared to an approach
published in Ref. [32], where extensive simulations tuned to
the experimental situation were used to avoid the residuals of
SE and DE peaks and to yield the absolute value of the photon
flux simultaneously. Using that method did not change our
results within the uncertainties.

In addition, the shape of the photon flux can also be
compared to results of the (y,y’) experiments carried out
in parallel [25,26]. Again, no significant deviation to the
photon flux obtained by us was observed. Thus, the method
presented here is a sufficient approach to determine the spectral
distribution of the photon flux.

B. Absolute value of the photon flux

To determine the absolute integrated photon flux, the
target was sandwiched between two normalization standards
made of rhenium during the irradiations. Hence, besides the
experimental determination of the photoneutron reaction yield
of the '42Ce(y,n) reaction, the reaction yield for the '8’Re(y,n)
reaction can be determined experimentally using Eq. (1).

The cross section of the '®’Re(y,n) reaction was studied
previously in detail (see Ref. [23]). The following parametriza-
tion of the cross section was used in the data analysis:

for S, < E < 8.55MeV:

E-S,
o(E) =(80.4 £ 9.6)mb 3 ; ®)

n

for 8.55MeV < E < 9.50MeV:

o(E) E \’ S ( E\’
— =17 —=) +47x10°| —
mb MeV MeV
E
—43x10° [ —— ) + 1.3 x 10%; 9)
MeV
<

and for 9.50MeV < E < 19.00MeV:

250 mb(2.83 MeVE)?
(E? — 158.76 MeV?)? + (2.83 MeVE)?
296 mb(5.30 MeV E)?
(E? —243.36 MeV?)? + (5.30MeVE)*

o(E) =

(10)

Equation (8) stems from the experiments described in
Ref. [23], and Eq. (10) is a fit to the giant dipole resonance
presented in Ref. [33]. Equation (9) is also derived in Ref. [23]
to allow for a continuous link function between Eqs. (8)
and (10).

Inserting this cross section into Eq. (6) and using the spec-
tral distribution of the photon flux obtained via the procedure
described in Sec. IIIA, the absolute value of the photon flux
can be determined. This absolute value of the photon flux is
then used for the data analysis of the cerium targets. In order to
extract a cross section for the 142Ce(y,n) reaction, a constant
cross section for the respective energy range was assumed as
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TABLEIII. Experimental cross-section results for the '**Ce(y,n)
reaction. The photon energy E, corresponds to the energy where the
photon flux of the fit function is a maximum. The FWHM of the fit
function is stated as well.

E, (keV) FWHM (keV) oo (mb)
76401153 294 10.21 4 2.40
814971 322 22.08 £+ 4.64
8465732 360 20.10 + 4.33
87587339 373 25.32 + 4.60
9102733 366 30.16 £ 5.45
9315%33 416 29.82 +4.93
9669350 441 39.32 + 6.98
a first-order approximation,
Y(E
ol (Ey) 1D

 L(E))e(E))T Nuger [y~ Ny(E)E'

Due to the fact that the FWHM of the HIyS beam is
much smaller than nonlinear changes in the cross section,
a more complex procedure as described in Ref. [34] is not
necessary [35].

IV. RESULTS AND DISCUSSION

The experimental data of the photoneutron reaction on
142Ce have been analyzed to determine cross-section data as
described in the preceding section. The results are summarized
in Table III and presented in Fig. 2 as a function of the
excitation energy. The quoted photon energy E, corresponds
to the value of the energy where the photon flux has its
maximum. The cross-section results are averaged values for
the energy ranges covered by the laser Compton backscattered
spectra.

60 | ® this work .

[J A. Lepretre et al. (1976) %]
50

N ﬁ

20

o [mb]

10

— J. Hasper (2008)

7500 8000 8500 9000 9500
E, [keV]

10000

FIG. 2. (Color online) Experimentally determined cross-section
results for the reaction '“>Ce(y,n) are depicted as a function of photon
energy.
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In Fig. 2 the derived cross-section data are compared to
experimental data from measurements using the positron-
annihilation in-flight technique [36]. Our experimental cross-
section results are systematically smaller than the ones of
A. Lepretre et al. However, the experimental results of the
Saclay group are systematically higher compared to other
experiments as observed for various reactions [37].

Recently, the '“2Ce(y,n) reaction was measured using
bremsstrahlung at the Darmstadt High-Intensity Photon Setup
[38] at the superconducting Darmstadt linear accelerator as
well [39]. According to the analysis described in Ref. [39],
normalization factors have been derived for the predicted
photoneutron cross section using the statistical-model codes
NON-SMOKERWEB [40] and TALYS [41,42]. In the case of the
NON-SMOKERWEB code, a normalization factor of 1.02 was
derived, i.e., an excellent description of the bremsstrahlung
data. The normalized prediction of the NON-SMOKER WEBcode
is also shown in Fig. 2. As can be seen, these results are in
excellent agreement with our experimental cross-section data.

Our experimental results are also compared to theoretical
predictions calculated with the recent version of the TALYS code
[41,43]. The sensitivity of the model calculation to the neutron
optical model potential and the nuclear level density within
the TALYS code with all available inputs was investigated.
Insensitivity to these two quantities was observed. Thus, the
cross-section predictions are exclusively sensitive to the y -ray
strength function in the measured energy range. Therefore,
the code was used with its default settings and only the y-ray
strength function was varied. The theoretical predictions are
depicted in Fig. 3 together with the new experimental data.
In total, five different y-ray strength functions were used:
standard Lorentzian [44], microscopic Hartree-Fock BCS
[45], microscopic Hartree-Fock-Bogoliubov [46], microscopic

70 T T
standard Lorentzian
60 F microscopic Hartree-Fock BCS
50 | —— microscopic Hartree-Fock Bogoliubov
"""" microscopic hybrid model
g 40 generalized Lorentzian
S -

e this data

7.5 8.0 8.5 9.0 9.5 10.0
E, [MeV]

FIG. 3. (Color online) The experimentally determined cross-
section data of the reaction '“*Ce(y,n) are compared with statistical-
model calculations using the TALYS code [41,43]. The calculations
were performed using the default settings, but the y-ray strength
function was varied. In total, five y-ray strength functions were
used: standard Lorentzian [44], microscopic Hartree-Fock BCS
[45], microscopic Hartree-Fock-Bogoliubov [46], microscopic hybrid
model [47], and generalized Lorentzian [48].
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hybrid model [47], and generalized Lorentzian [48]. The
experimental results are well reproduced by the calculation
using a microscopic description within the framework of the
Hartree-Fock-BCS model. Since the inverse reaction takes
place in the s process, the Maxwellian averaged cross section
(MACS) at kT = 30keV for the '“!Ce(n,y)'**Ce reaction was
calculated using the same y-ray strength function as input
of the TALYS code: (0 )30kev = 59 mb. The value for 30 keV
agrees within the large uncertainties with the recommended
value of (a)‘fgﬁg}s = 76 + 33 mb [49] but is about a factor
of 1.3 smaller. Using this significantly reduced MACS in the
s-process network calculation NETZ [50,51] yields a reduction
of the '*?Ce abundance by 20% compared to the result using the
standard value given of Kadonis. This can easily be understood
since the s-process flow is redirected towards the S decay
branch of '#!Pr. Consequently, the amount of '*'Pr produced
with the smaller MACS is enlarged by 6%. This might yield
interesting consequences in more detailed s-process studies
since '“!Pr is part of the second s-process peak.

V. SUMMARY AND CONCLUSION

We have measured the cross section of the '4?Ce(y,n) reac-
tion just above the reaction threshold. The cross-section results
are compared to predictions within the statistical model using
the code TALYS. These calculations apply different models
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for the y-ray strength function. A very good reproduction of
the experimental data is obtained using the TALYS code in
combination with the y-ray strength function of Ref. [45].
Using this y-ray strength function to calculate the MACS
at kT = 30keV for the inverse reaction '*!Ce(n,y) yields
an enhanced production of '*'Pr by 6% in the s-process
network calculation NETZ [50,51]. Concerning p-process
nucleosynthesis, our experimental results for the reaction
1492Ce(y,n) agrees with the TALYS calculation using the y-ray
strength function of Ref. [45]. This proves that the assumptions
of the model, such as the high level density, are fulfilled even
though a closed neutron-shell is approached. Besides, the result
is an important step to provide a more complete database of
photon-induced reactions in the mass region A > 140 covered
by the y process.
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