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Background: In electron-capture decay, a second K-shell vacancy is eventually created with a small probability.
Measurements of the double-vacancy creation probability per K-shell electron capture PKK of various nuclei
undergoing electron-capture decays have already been performed, but the statistical accuracy of PKK of several
nuclides is still not satisfying.
Purpose: The purpose of this experiment was to improve the statistical error of PKK in the decay of 55Fe and to
demonstrate the possibility of detecting double-vacancy creation events with position resolving pixel detectors.
This enables angle resolved measurements.
Method: For the first time, two active-pixel detectors (A,B) were used to detect satellite- and hypersatellite-line
photons in coincidence either both in two clusters of triggered pixels in only one detector (A,B) or in both
detectors (A ∧ B). PKK was determined for the two detectors regarded as one single, larger detector (PKK ), for
each detector separately (single-sided analysis: PKK,A�B), and for both detectors in coincidence (double-sided
analysis: PKK,A∧B).
Results: The result of the experiment is PKK = (1.531 ± 0.079) × 10−4 with a systematic error of (�PKK )syst =
±0.023 × 10−4. This value is in agreement with the value previously measured by Campbell et al. of PKK =
(1.3 ± 0.2) × 10−4. The discrepancy in literature between PKK of 54Mn to the expected value extrapolated from
55Fe almost vanished with our result. The asymmetry between the result of the single-sided analysis (PKK,A�B)
and the double-sided analysis (PKK,A∧B) is consistent with zero: (PKK,A�B − PKK,A∧B)/(PKK,A�B + PKK,A∧B) =
−0.003 ± 0.051. This supports the assumption that angular correlations between the two photons are negligible
within the achieved level of statistical accuracy for the given angular acceptance of our detectors.
Conclusions: One can conclude that hybrid photon counting pixel detectors can be used to measure angular
correlations between the directions of emission of satellite and hypersatellite photons. Our result supports the
suspicion that the reported discrepancy between PKK measured for the electron-capture decays of 54Mn and
55Fe was probably due to statistical fluctuations in the measurements. Furthermore, the Z−2 dependence of PKK

predicted by Primakoff and Porter is supported. The improved statistical error of our measurements underlines
the previously reported discrepancy between PKK expected for 65Zn if an extrapolation is carried out from our
result on 55Fe. Thus, our result strengthens the need for triple coincidence measurements of PKK on 65Zn.
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I. INTRODUCTION

In K-shell electron-capture decays, the remaining K-shell
electron can be promoted to a higher energy level (shake-up)
or can (mostly) be ejected from the daughter atom (shake-off)
thus leaving an atom with an empty K shell. This double-
vacancy creation process has a small probability of about
10−5−10−3 per K capture and arises due to the sudden change
in the electrostatic potential [1] of the nucleus and the change
of the screening strength for the nuclear charge by the captured
electron. The contribution of the shake-up process to this
probability is negligible [2]. In theoretical predictions of the
probability (PKK ) for this process, overlap integrals of the
involved electron wave functions in the initial and final states
of all partners are calculated. Thus, the double-vacancy pro-
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duction probability measures electron-electron correlations.
Ideally, all electrons of the atomic shells are considered for
an exact calculation. The higher the charge of the decaying
nucleus, the more important a correct relativistic treatment of
the wave functions becomes. Thus, precise measurements of
PKK help to understand the physics of multielectron systems
and their numerical description.

The first observation of double-vacancy production follow-
ing K-shell electron capture was reported by Charpak [3].
PKK = (3.8 ± 1.7) × 10−4 was measured with gaseous detec-
tors for 55Fe. The probabilities of double-vacancy production
PKK per K-shell electron capture have already been measured
for various nuclei: 37Ar [4], 54Mn [1,5], 55Fe [2,3,6], 65Zn [7],
71Ge [8], 85Sr [9], 88Y [10], 103Pd [11], 109Pd [12], 109Cd [12],
113Sn [13], 125I [14], 131Cs [15], 139Ce [16], 165Er [17],
181W [17], 207Bi [18]. Table IV in the publication of Hindi
and Kozub [14] gives an overview on the measured values for
PKK in electron-capture decays.
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In all these measurements of PKK in electron-capture
decays with energy-resolving detectors, except in the
experiments of Campbell et al. [2] and Charpak [3], two
nonpixelated NaI, Si(Li), or germanium detectors with high
detection efficiency on two sides of radioactive sources were
operated in coincidence, eventually in coincidence with a
third detector for γ -ray detection from excited states of the
daughter nucleus. With the triple coincidence technique,
the generation of a second K-shell vacancy by internal
conversion could be excluded from calculation of PKK for
some nuclei which decay to excited states of the daughter
nucleus. Double-vacancy creation was usually identified by
analyzing the recorded energy spectra for the tiny emission
lines corresponding to the hypersatellite and satellite energies.
Hypersatellite photons are generated in the transition
1s−2 → 1s−12p−1 of the electron shell of the daughter
atom. Satellite photons are emitted during the transition
1s−12p−1 → 2p−2 of the electron shell of the daughter atom.

To the best of our knowledge, Campbell et al. [2] performed
the only measurement of PKK on a nuclide undergoing electron
capture with a single-sided setup employing a single lithium
drifted silicon detector. They were able to demonstrate that
PKK in the electron-capture decay of 55Fe to 55Mn can be
determined from the emitted photon energy spectrum close
to the Kβ13 diagram line of the daughter atom. Diagram line
photons are emitted in filling of a vacancy without presence of a
second vacancy. Their result depended on the exact knowledge
of the energy response of the detector. PKK was extracted
from the line strength of the Kβ hypersatellite. The Kα
hypersatellite remained invisible in the energy spectra. They
stated a value of PKK = (1.3 ± 0.2) × 10−4 which agreed
with the value PKK = (1.2 ± 0.4) × 10−4 measured before by
Briand et al. [6] in a double-sided coincidence setup with two
Si(Li) detectors facing each other with the source between
them. The PKK value measured by Campbell et al. has the
smallest error for 55Fe in literature.

Hindi and Kozub [14] stated that further improvements
in the experimental accuracy were needed in order to refine
the theoretical models to predict PKK . There is a discrepancy
between PKK for 55Fe and two nuclides with similar nuclear
charge Z, namely, 54Mn and 65Zn, whose experimental PKK

values have been measured to be PKK (54Mn)= 2.5+0.8
−0.5 × 10−4

by Hindi, White, and Kozub [1] and PKK (65Zn)=
(2.2 ± 0.2) × 10−4 by Nagy and Schupp [7]. These results
for 54Mn and 65Zn are both too high by a factor of 1.636+0.622

−0.436

(54Mn) and 2.253 ± 0.403 (65Zn) with respect to the value of
PKK which is expected with Z−2 extrapolation, predicted by
Primakoff and Porter [19], to the nuclear charges of Mn and Zn
from the value measured by Campbell et al. for 55Fe. A reason
might be that 54Mn and 65Zn both decay to excited states with
subsequent γ emission in contrast to 55Fe which decays almost
always to the ground state of 55Mn. To resolve this, Hindi,
White, and Kozub [1] used a triple coincidence technique to
eliminate contributions from internal conversion in the decay
of 54Mn. Their result was still 1.64 standard deviations larger
than the value that would be expected from extrapolation of
the result of Campbell et al. on 55Fe if the uncertainties of
both measurements were taken into account. Looking at the

measured PKK values given above, it becomes clear that there
is still the need for higher precision data in order to be able to
draw the right conclusions. It is a motivation of this work to
reduce the statistical error on PKK of 55Fe in a double-sided
setup.

All experiments to measure PKK on electron-capture nu-
clides assume [20] that there is no angular correlation between
the momenta of the hypersatellite and satellite photons. As
far as we know, this assumption has never been tested,
probably due to the long measuring times needed to measure
PKK even over the full solid angle which is due to the
small probability of double-vacancy production and the large
background from random coincidences. Angular correlations
are typically sensitive to admixtures of higher electric or
magnetic moments of the transition radiations between the
involved states in the atomic shells. A measurement of
PKK and the angular correlations between the satellite and
hypersatellite photons can test the treatment of relativistic
quantum electrodynamics in models of multielectron systems.
It is another motivation of this work to demonstrate that angular
correlations between hypersatellite and satellite photons can
be measured with a reasonable effort with the next generation
hybrid counting pixel detectors. The analysis described here
is completely different to earlier measurements of double-
vacancy production probabilities because it does not exploit
energy measurements.

Furthermore, this work demonstrates that the approach to
use hybrid pixel detectors to detect the neutrino-accompanied
double electron capture presented by Cermak et al. [21] is
promising. The signal of the neutrino-accompanied double
electron capture is similar to the signal after double-vacancy
creation following single electron capture: two fluorescence
photons are emitted from the daughter atom at the same
time.

The time resolving hybrid pixel detectors like the Timepix
detectors [22] might open a new era in the measurement of
angular correlations between particles with energies of more
than approximately 3.5 keV. It will be shown that despite
their drawback of a worse energy resolution (compared
to monolithic germanium or silicon drift detectors), the
measurement of weak signals, whose signatures differ only
slightly in energy from random background, is possible. In fact,
in the specific operation mode of the Timepix detector that was
used here, no energy information was used about the individual
photons, except that their energy must have been larger than
the discriminator threshold of approximately 3 keV. This limi-
tation is due to the electronics architecture of the pixel detector
Timepix, which allows either the recording of the energy
deposition or the recording of the moment of detection via time
stamping.

At a first glance, it seems to be impossible to extract a
double-vacancy production probability of ≈ 10−4 per K-shell
electron capture with this kind of detector because of the
inferior energy resolution compared to germanium, or Si(Li),
detectors. However, it will be shown that it is indeed possible
because of the fine segmentation of the detector in combination
with a moderate time resolution. This opens the possibility for
future angular correlation measurements.
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II. MATERIALS AND METHODS

A. Experimental setup

The (3/2)− ground-state nucleus of 55Fe decays mainly
to the (5/2)− ground state of 55Mn via electron capture
with a Q value of 231.21(18) keV and a half-life of T1/2 =
2.747(8) yr [23]. The second forbidden decay to the excited
(7/2)− state of 55Fe with subsequent photon emission with
105.26(18) keV occurs with a probability of 1.3 × 10−7%.
K-shell electron capture occurs with a probability of PK =
88.53(16)%, whereas an L-shell electron is captured with
PL = 9.83(13)%. An M-shell electron is captured in PM =
1.63(8)% of the decays. The relaxation of the electronic shell
of the daughter atom 55Mn is accompanied by K-fluorescence
photon emission in 28.42% [23] of all decays or by emission
of Auger electrons. The K-fluorescence yield is ωK = 0.321.
The energies of the K lines of manganese are Kα1 =
5.88765 keV, Kα2 = 5.89875 keV, Kβ3 = 6.49045 keV, and
Kβ ′′

5 = 6.5352 keV [23].
Figure 1 shows a sketch of the compact experimental

setup. Two Timepix [22] hybrid active-pixel detectors (named
detector A and detector B, labeled 2A and 2B in Fig. 1) were
positioned with PVC holders (labeled 5 in Fig. 1) on two
sides of a radioactive 55Fe source (labeled 4 in Fig. 1). The
p-in-n silicon sensor layers of the detectors were facing the
source. The readout electronics printed circuit boards (labeled
1 in Fig. 1) with the detectors were oriented vertically in the
laboratory in order to reduce the rate of high energy particles
from cosmic rays traversing both detectors.

The Timepix detectors were comprised of 300-μm-thick
p-in-n silicon sensors with distances of 55 μm between
the 256 × 256 p implants which formed the sensor pixel
electrodes. The pixels were organized in a matrix of 256 rows
and 256 columns with an active area of 1.4 × 1.4 cm2. The
silicon sensor was fully depleted with an electric potential
difference of 100 V between the common electrode (facing
the source) and the sensor pixel electrodes. With these bias
conditions and the doping scheme of the sensor, the holes
which are released by ionizing particles in the sensitive pixel
volume drift towards the pixel electrodes. They influence

FIG. 1. (Color online) The experimental setup comprised read-
out electronics printed circuit board (1), Timepix detectors A and B
(2A, 2B), Kapton foils for electron attenuation (3A, 3B) on both sides
of the radioactive source (4). The structure was held together with a
PVC holder (5).

currents in the pixel electrodes due to their drift motion [24,25].
Each sensor pixel is connected via under-bump metallization
and a metal bump bond to the input electrode of an electronics
cell in the Timepix application-specific integrated circuit
(ASIC). The Timepix has been developed by the Medipix
collaboration [26,27] in cooperation with the EUDET project
in IBM 0.25 μm CMOS technology. In each pixel cell, the
influenced current is converted to a voltage pulse by a charge
sensitive amplifier. The maximum possible preamplifier gain
was chosen for our measurements. The peaking time of
the preamplifier output pulse was about trise = 90 ns [22].
The length of the falling edge of the amplifier output pulse
is in the order of microseconds, depending on the energy
deposited in the pixel. This voltage pulse is compared to a
globally adjustable threshold by a leading-edge discriminator
in each pixel. The minimum threshold that can be realized
with negligible amount of noise-induced triggering of pixels
is approximately 3 keV. The equivalent noise charge of the
preamplifier output amounts to 110 electrons (rms) which
corresponds to about 380-eV energy loss of a charged particle
in silicon. The following signal processing is only digital
and depends on the operation mode of the pixel which is
chosen. Each pixel can be configured in one of three modes
of digital operation. In the counting mode, the discriminator
generates a digital pulse, which is used to increment a 14-bit
pseudorandom counter in the pixel cell. The number of events
above threshold is counted until the external shutter stops
the digital activity. The period with enabled digital activity
is called the frame time. In the time-over-threshold mode, the
discriminator generates a digital pulse whose length equals
the period during which the output signal of the preamplifier
is above threshold. This period is correlated to the energy
deposited in the pixel. In each triggered pixel, the pseudoran-
dom counter registers the number of coincidences between
periodic digital clock signals and the discriminator output
pulse. By counting pulses of a clock with known frequency, the
length of the time above threshold and thus deposited energy
is determined in each triggered pixel. In the time-of-detection
mode, the counting of clock cycles once started by exceeding
the discriminator threshold does not stop until the external
shutter is closed. In this mode, which was used for the
measurements presented here, the counter value represents
the time between the moment of detection and the closing of
the external shutter. Clock frequencies of ffine = 48 MHz and
fcoarse = 9.6 MHz were used. No further events are recorded
after the shutter is closed. The pseudorandom counters in each
column of the pixel matrix then act as shift registers to transfer
the digital information in the counters to the periphery on the
ASIC. The data are shifted bit after bit via a serial link to
the Fitpix readout [28] which is connected via a USB port
to the data acquisition computer. A readout-clock frequency
of 80 MHz was used for all measurements. The software
PIXELMAN [29] controlled the detectors and data storage. A
dedicated NIM electronics was set up for synchronization of
the frames of the two detectors. The external shutters of the
two detectors were opened simultaneously with a precision
of better than 20 ns using a NIM gate generator after both
detectors had finished their readout. The gate generator also
closed the shutters simultaneously after 232 μs (measurements
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FIG. 2. (Color online) Detector A: Measured and simulated dis-
tributions of the points of detection (a) projected to the x axis (detector
rows) in Fig. 1, and (b) projected to the y axis (detector columns) in
Fig. 1. The simulations (Sim.) were carried out for different distances
d between the source and detector A.

with ffine) or 1145 μs (measurements with fcoarse) and initiated
the readout of the detectors. Coincident frames could be
acquired continuously over long time periods with a frame
repetition rate of up to 48 Hz. The dead time, caused by
the readout of the detectors and the data acquisition, relative
to the live time amounted to 98.94% with ffine and 94.5%
with fcoarse. This large amount of dead time was due to the
fact that in the frame-based readout scheme of the Timepix
always the complete pixel matrix had to be read out although
the occupancy of the average frame was only 1.3 (ffine) or
6.5 (fcoarse). This limitation will be overcome with the next
generation pixel detector Timepix3 [30] which has an event
driven readout architecture.

The discriminator threshold is provided to all pixels by
one digital-analog converter. The digital-analog converter is
controlled by a register in the periphery of the ASIC. Each
register value i had to be calibrated to energy E(i). A threshold
calibration was performed acquiring fixed frame-length photon
counting images with each possible register value i under
illumination of the detector with diagram line fluorescence
photons (Mn K , Pb L, Sn K lines) generated by illuminating
various foils with x rays from an x-ray tube. For each value i
of the register, the total number of hits on the pixel matrix N (i)
was determined. The histogram �N (i) ≡ N (i + 1) − N (i)
reveals peaks which are due to photoelectric absorption in
the silicon sensor with registration of almost the full energy
deposited in the pixels. It has to be pointed out that the
positions of the peaks do not correspond to the energies of the
fluorescence photons but are shifted slightly to lower energy
depositions, because of charge-sharing effects. Charge sharing
between neighboring pixels, which reduces the detection
efficiency and worsens energy resolution, is due to the
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FIG. 3. (Color online) Detector B: Measured and simulated dis-
tributions of the points of detection (a) projected to the x axis (detector
rows) in Fig. 1, and (b) projected to the y axis (detector columns) in
Fig. 1. The simulations (Sim.) were carried out for different distances
d between the source and detector B.

extended track length of photoelectrons or Compton electrons
and due to the lateral diffusion of holes during their drift to the
pixel electrodes. The threshold was therefore calibrated with
respect to deposited energy. The energy deposition spectrum
for irradiation with the said fluorescence lines was simulated
with a Monte Carlo simulation (described in Sec. II B) and
the peak positions were determined. These positions served
as ordinate of the discriminator threshold calibration curve
E(i) which reflects the correlation between measured peak
position given in register steps and the simulated deposited
energy. Register gains of (88.96 ± 0.17) eV/register step for
detector A and (90.03 ± 0.26) eV/register step for detector
B were obtained. The thresholds for the measurement were
set as low as possible to (3.15 ± 0.10) keV (detector A) and
(3.26 ± 0.33) keV (detector B) in order to achieve maximum
efficiency for the fluorescence photons. With these settings,
manganese fluorescence photons were not able to trigger more
than two pixels.

In detector B, one column had a digital defect and could
not be read out. This column was therefore omitted in the data
analysis and in the simulation.

A mechanical support structure for source and x-ray detec-
tors was built. The distance between the common electrode of
each sensor to the center of the source was ≈5 mm. Good
accuracy in the determination of source-detector distances
and the lateral positions (x and y directions in Fig. 1) of
the two detectors was obtained by matching the simulated
spatial distribution of detected K-diagram line photons with
the corresponding measured distribution. The measured dis-
tribution of hits in the detectors could be reproduced by the
simulation with distances of (5.1 ± 0.1) mm for detector A and
(5.5 ± 0.2) mm for detector B. In Figs. 2 and 3, the simulated
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and measured distributions projected to the column and to
the row axis are compared for the two detectors. Excellent
agreement was achieved.

Electrons can also be ejected from the L or higher shells
after K-shell electron captures or from the K shell after
L- or even higher-shell electron captures. These processes
do not give rise to two K-shell vacancies but also can result
in two detectable particles (x ray and electron) emerging from
the source. In order to keep systematic uncertainties of PKK

as small as possible, the detection yield for shake-off electrons
was minimized by inserting Kapton foils (labeled 3A and
3B in Fig. 1) between the radioactive source and the x-ray
detectors. The thickness was chosen so that as many electrons
as possible were absorbed with still acceptable losses in the
detection yield for hypersatellite and satellite photons. The
thickness of the Kapton foils was derived from the area, weight,
and density of ρ = (1.4200 ± 0.0007) g/cm3. A thickness of
(50.7 ± 1.4) μm was obtained.

The radioactive source used in the presented study had an
activity of A0 = (72.5 ± 1.1) kBq at 0:00 CET on August
1, 2011, certified by the German national metrology institute
PTB. It comprised an aluminum ring with 30 mm outer and
20 mm inner diameter and 3 mm thickness in which two
(23.40 ± 0.07) μm thick foils of polyethylene were spanned.
Possible contaminations with 59Fe (half life of 45 days) and
55Co (half life of 17.53 h) were negligible after the long storage
time of more than 12 years between the production of the 55Fe
and the measurements. Gamma spectrometry, carried out at
the German metrology institute PTB, confirmed that no such
contaminants were present. In the production of the source
by the PTB, 20 mg of iron ions were dissolved in 1-l diluted
aqueous solution of HCl with a concentration of 0.1 mol per
liter. 12.62 mg of this solution was deposited as a circular spot
with approximately 2.5 mm diameter and dried on top of one
of the polyethylene foils. After drying, the source was sealed
with the second thin polyethylene foil.

B. Detector simulation

In the following, the detection efficiency ε shall describe
the probability that a particle, emitted from the source and
hitting the sensor, is indeed detected in one or two neighboring
pixels of the detector. The detection yield δ = η × ε for a
specific particle type was defined as the product of the detection
efficiency ε for this particle multiplied by the probability η
that such an emitted particle reaches the detector sensitive
volume. The detection yield δ represents the probability that a
particle that is emitted in the source reaches the detector and
is detected there in one or two neighboring pixels. A set of
adjacent triggered pixels is referred to as one cluster.

A Monte Carlo simulation of the experiment was carried out
in order to determine the detection yields for K-shell shake-off
electrons after K capture and the influence of background
events such as internal bremsstrahlung, K-, L-, and M-shell
electron ejection. The simulation has been performed with
the Monte Carlo package ROSI [31] based on EGS4 combined
with the low energy extension LSCAT. The simulation setup
of the experiment comprised the radioactive 55Fe distribution,
support polyethylene foils, aluminum ring, the two additional

Kapton foils between source and detectors, silicon sensor
layer (14 × 14 × 0.3 mm3), under-bump metallization, bump
bonds, under-bump metallization on the ASIC side, the silicon
readout ASIC Timepix, ground connection plate of the ASIC,
and FR4 readout board. For each ionizing particle, the number
of collected holes was determined for every pixel in the
pixel matrix. During processing of each event, the stepwise
energy deposition of the electron (photoelectron or Compton
electron, K-, L-, M-shell shake-off electron) in each segment
along the trajectory in the silicon sensor was converted to
an equivalent number of released electron-hole pairs. On
average, 3.6 eV energy loss of the ionizing particle is necessary
to create an electron-hole pair in silicon. The electron-hole
pairs were distributed equally spaced in each segment of the
trajectory. Each released hole was transported individually to
the pixel electrode plane. Charge carrier diffusion was taken
into account by randomizing the position of collection of the
hole with a Gaussian distribution with a standard deviation
calculated with the model of Spieler and Haller [32]. The
spectra of deposited energies in the Timepix detector, including
the tails to lower energies caused by charg -sharing, could be
reproduced with this simulation with high accuracy, as it was
previously demonstrated by Sievers et al. [33].

The noise in the analog output of the amplifier and the
mismatch of discriminator threshold levels in the pixel matrix
were taken into account by adding a random noise contribution
to the number of collected holes. This noise contribution
was obtained with a random number generator based on a
Gaussian probability distribution with a standard deviation
of 110 electrons. The number of collected holes was then
converted to an equivalent deposited energy in each pixel. This
energy deposition was compared to the discriminator threshold
known from energy threshold calibration in each pixel. If the
deposited energy was larger than threshold, a hit was assigned
to the pixel.

C. Measurement principle: The signal

For double K-shell vacancy creation in K-shell electron
capture, the particles that could in principle be detected with
our setup are KαH and KβH hypersatellite photons with
energies [6] of (6.16 ± 0.02) keV and (6.835 ± 0.035) keV,
the KαL1 and KβL1 satellite photons with energies [34] of
(5.933 ± 0.003) keV and (6.586 ± 0.003) keV, and the ejected
K-shell electron with a broad energy distribution. An endpoint
energy of about 218 keV is expected from theory [35] for the
K-shell shake-off electrons. Low energy Auger electrons are
stopped in the source material, the polyethylene foils, or in the
additional Kapton foils. Therefore, they can not be detected.

In the following, the subscripts KK , KL, LK are assigned
to quantities concerning electron ejection and specify the shell
of the captured electron followed by the shell where a second
vacancy is created by electron ejection. For example, LK
stands for L capture followed by the shake-off of a K-shell
electron. A is the electron capture rate in the 55Fe source. T
means the overall measuring time. τ denotes the relative live
time of the data acquisition, (1 − τ ) is the dead time relative
to the overall measuring time. PK is the ratio of the number of
K-shell electron captures to the number of electron captures.
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ωK is the K-shell fluorescence yield of manganese. To the best
of our knowledge, no measurements exist for the fluorescence
yields of K-shell vacancy filling in presence of an additional
vacancy. In all previous measurements of PKK in literature,
it was assumed that an additional vacancy does not affect
the fluorescence yield in K-vacancy filling. Therefore, we
assumed that ωK = ωS = ωH . The subscript H assigned to
quantities concerning photon emission refers to hypersatellite
photons and S refers to satellite photons of the manganese
daughter atom.

Five combinations of detected particle pairs in the set of
hypersatellite, satellite, and ejected electron were considered
as signatures for double K-shell vacancy production.

The dominant combination in our experiment was the
coincident detection of the hypersatellite and the satellite
photon after K-shell capture, whereas the K-shell shake-off
electron was not detected or the number of pixels triggered by
the electron was larger than 2. The number N1 of these events
recorded by the apparatus and passing data analysis could be
written as

N1 = A PK τ T PKK δH δS ω2
K (1 − δKK ). (1)

(1 − δKK ) reflects that the K-shell shake-off electron was
not detected. It was either absorbed in the source or foil, was
scattered away on its flight to the detector, or it triggered
no pixel or more than 2 pixels. The detection yield δKK for
K-shell shake-off electrons after K capture was determined
with the Monte Carlo simulation. In the simulation, electrons
were emitted isotropically in the radioactive source with the
energy spectrum presented by Chon and Law [36]. We obtained
δKK = 1.52+0.13

−0.08 × 10−3.
The second combination was the detection of the satellite

photon together with the K-shell shake-off electron, whereas
the hypersatellite photon was generated but not detected:

N2 = A PK τ T PKK (1 − δH ) δS ω2
K δKK . (2)

With the values given in Table I, N2 amounted to about 0.36 %
of N1.

The third combination was the detection of the hyper-
satellite photon together with the K-shell shake-off electron,
whereas the satellite photon was emitted but not detected:

N3 = A PK τ T PKK δH (1 − δS) ω2
K δKK . (3)

With the values given in Table I, one calculates that N3

amounted to about 0.38 % of N1.
The fourth combination was the detection of the hyper-

satellite photon together with the K-shell shake-off electron,
whereas the filling of the second K-shell vacancy does not lead
to satellite photon emission, but to Auger electron emission,
which could not be detected:

N4 = A PK τ T PKK δH ωK (1 − ωK ) δKK . (4)

With the values given in Table I, one derives that N4 amounted
to 1.12 % of N1.

The fifth combination was the detection of the satellite
photon together with the K-shell shake-off electron, whereas
the filling of the first vacancy did not lead to a hypersatellite
line photon but to Auger electron emission:

N5 = A PK τ T PKK δS (1 − ωK ) ωK δKK . (5)

TABLE I. Simulated, measured, and calculated values of param-
eters of this experiment with their statistical (1σ ) and systematic
uncertainties (�x)syst.

Quantity x Value σ (x) (�x)syst

κH 1.0499 0.0008 +0.0048
−0.0062

κS 1.0118 0.0008 +0.0013
−0.0031

δfine
K 2.8585 × 10−1 1.5 × 10−5 ±0.0044

δcoarse
K 2.8450 × 10−1 1.0 × 10−5 ±0.0044

δIB1S 0.01689 ±0.0011
δKK 1.52 × 10−3 +0.13

−0.08 × 10−3

δKL,LK 3.12 × 10−4 +0.59
−0.06 × 10−4

γSH 0.997 0.0014
γSe 0.992 0.0200
γHe 0.996 0.0200
P fine

loss 0.106 0.003

P coarse
loss 0.087 0.002

A0 [kBq] 72.5 ±1.1
Nfine

prompt - Nfine
acc 5703 437

N coarse
prompt - N coarse

acc 10726 693
Ṅbg,ext [s−1] 6.47 × 10−4 0.61 × 10−4

N coarse
K 7.4827 × 108 2.7 × 104

Nfine
K 3.5860 × 108 1.9 × 104

T (fcoarse) [d] 50.6
T (ffine) [d] 27.9
Tmock(fcoarse) [d] 27.3
τ (fcoarse) 0.0742
τ (ffine) 0.0175
τmock(fcoarse) 0.0742

With the values given in Table I, one can see that N5

amounted to 1.08 % of N1.
The K-shell shake-off electron detection yield δKK was

obtained by simulating isotropically emitted electrons with
the spectrum given in Ref. [36]. The number of electrons
which triggered one or two adjacent pixels in one cluster
was determined per emitted electron. In the data analysis of
the PKK measurement, only events that triggered exactly two
clusters, with one or two adjacent triggered pixels each, were
regarded as signal events. We obtained δKK = 1.52 × 10−3.
This indicates that 99.85 % of the K-shell shake-off electrons
lost too much energy in the source or the foil to trigger the
detector, were scattered away or generated a track in the
detector with more than two adjacent triggered pixels.

A significant amount of prompt background, originating
from other sources than 55Fe, could be reduced by rejecting
events in the data analysis with two clusters on one detector
that had a distance smaller than 10 pixels (0.55 mm) to each
other (see Sec. II F). A simulation was carried out in order to
determine the reduction of solid angle acceptance caused by
this cut. Npairs particle pairs (satellite and hypersatellite photon,
satellite photon and K-shell shake-off electron, hypersatellite
photon and K-shell shake-off electron) were emitted from the
source into the complete solid angle. The number of events
Npairs, det passing the cut on the cluster separation distance
was determined. The relative solid angle acceptance was
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calculated as γP1P2 ≡ Npairs, det/Npairs for each combination of
the particles P1 and P2.

In total, the number of signal events was given by

NSignal = A PK τ T PKK

[
δH δS ω2

K (1 − δKK ) γSH

+ (1 − δH ) δS ω2
K δKK γSe

+ δH (1 − δS) ω2
K δKK γHe

+ δH ωK (1 − ωK ) δKK γHe

+ δS (1 − ωK ) ωK δKK γSe
]
. (6)

The number of recorded diagram line photons after single va-
cancy producing K-shell electron captures could be expressed
as

NK = A PK τ T δK ωK . (7)

Combining Eqs. (6) and (7) gave

NSignal = PKKNK [κH κS δK ωK (1 − δKK ) γSH

+ κS (1 − κH δK ) ωK δKK γSe

+ κH (1 − κS δK ) ωK δKK γHe

+ κH (1 − ωK ) δKK γHe

+ κS (1 − ωK ) δKK γSe], (8)

with κH ≡ δH/δK , κS ≡ δS/δK . κH = 1.0499 ± 0.0008 and
κS = 1.0118 ± 0.0008 could be determined with the Monte
Carlo simulation. The quantities κ were introduced because
they were independent from the specific geometry of the setup
and less sensitive to threshold variations than δH and δS . The
systematic error on κ given in Table I results from uncertainties
in the discriminator thresholds. δK was determined from the
measured number of detected diagram line photons NK with
negligible statistical error as

δK = NK

Nec PK ωK

. (9)

Here, Nec is the number of electron-capture decays during
the lifetime of the measurement. Nec = ∑

i Nec,i is calculated
from the number of electron-capture decays Nec,i during the
lifetimes of all runs i. The number of decays during each run
i is calculated by

Nec,i = A0 τ �Ti 2
− �ti

T1/2 , (10)

where �ti is the time elapsed after calibration measurement
of the source activity and the middle of the run, and �Ti is the
duration of the run.

Table I gives the values of quantities characterizing the
experimental setup and the measurement. It shall be pointed
out that the simulated diagram line photon detection yield of
δK = 0.3083+0.027

−0.028 agreed with the measured values given in
Table I.

D. Measurement principle: The background

Now, the background processes which could influence the
measurement of PKK are discussed. It will be explained how
these contributions could be eliminated in the calculation of
PKK .

The processes which could mimic a signal event in the
experiment and analysis could be grouped into 55Fe-decay-
related accidental coincidences Nacc, 55Fe-decay-related
prompt background Nbg,Fe55 due to shake-off electrons and
internal bremsstrahlung, and non-55Fe-decay-related back-
ground Nbg,ext like natural background. One could write

NSignal = (Nprompt − Nacc) − Nbg,Fe55 − Nbg,ext, (11)

where Nprompt was the number of events with two clusters of
pixels triggered in the coincidence window which was defined
in the data analysis. (Nprompt − Nacc) was corrected for a loss
of signal events caused by accidental vetoes of signal events by
random coincidences with a detected diagram line photon in
the data analysis procedure. This correction will be explained
in more detail in Sec. II F.

The dominant source of background related to the electron-
capture decay itself was the accidental detection of two
K-diagram line fluorescence photons of 55Mn in coincidence
in one detector (two clusters in one detector) or in two
detectors (one cluster in each detector). The number of random
coincidences Nacc was determined similar to the delayed
coincidence technique from the measured time spectra.

Another source for decay-related background was the
ejection and detection of L shake-off electrons after K-
electron capture with simultaneous detection of the K-diagram
line photon. The L-fluorescence photon could not be detected
because its energy was below discriminator threshold. An
additional decay-related background was the ejection and
detection of a K-shell shake-off electron and the emission and
detection of a satellite line photon after L-electron capture.
Primakoff and Porter [19] developed a theoretical description
of electron ejection in electron-capture decays. Pengra and
Crasemann [35] carried out the first and, to the best of our
knowledge, only measurement of the energy spectrum of
atomic electrons ejected in the electron-capture decay of 55Fe.
It was found that the slope of the measured electron energy
spectrum in coincidence with K-diagram line photons (K
capture and L shake-off plus L capture and K shake-off)
differs from the theoretical expectation based on the theory
of Primakoff and Porter, especially for electron energies
below approximately 70 keV and above approximately 140
keV. Pengra and Crasemann stated that the contribution of
L-shake-off electrons after K capture relative to K shake-off
after K capture is in the order of 10−3 for the observed electron
energies which were between approximately 20 and 200 keV.
For the calculation of the L-shell contribution, they followed
Wolfsberg’s suggestion [37] and modified Levinger’s [38]
theory of L-electron excitation in ordinary beta decay [where
(�Zeff)2 = 1] by correcting for the reduced effect of the
change of the nuclear charge on L electrons in electron
captures (due to screening by the K-shell electron). Their result
was (�Zeff)2 = 0.0225 for electron-capture decays using
Slater’s [39] recipe for estimating shielding effects. Figure 8 in
the work of Pengra and Crasemann shows that the contribution
of L electrons to the total amount of electrons emitted after
electron capture in 55Fe would be only of importance for low
electron energies below 30 keV. This can be also seen in the
work of Chon and Law [36]. In Fig. 1 of their work, the
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electron spectra for K-capture L shake-off (KL) combined
with L-capture K shake-off (LK) are compared to the electron
energy spectra for K-capture K shake-off after K capture
(KK). Due to the additional Kapton foil between source and
detectors, electrons with energies smaller than 70 keV have
detection yields of less than (2.64 ± 0.76) × 10−4 calculated
from simulation results. Thus, the influence of electron
emissions involving the L shell was strongly suppressed in our
experiment.

The contribution of the two background processes K shake-
off after L capture and L shake-off after K capture, both
with detection of the ejected electron and the satellite photon,
could be modeled similarly to the signal contributions [see
Eqs. (1)–(5)] as

NKL,LK = A PK τ T PKL,LK ωK δS δKL,LK

= NK PKL,LK κS δKL,LK , (12)

where PKL,LK = 3.161 × 10−4 was the probability of electron
ejection from K/L shell in L-/K-electron captures over the full
electron energy range relative to K capture calculated by Chon
and Law [36]. A simulation of the combined detection yield
δKL,LK for K-shell shake-off electrons after L capture and L-
shell shake-off electrons from K capture emitted isotropically
in the radioactive source with the energy spectrum presented
in [36] resulted in δKL,LK = 3.12+0.59

−0.06 × 10−4. Therefore,
K-/L-shell electron emission after L-/K-electron capture
(NKL,LK ) contributes only with 0.8% of N1 to the number
of detected events if one assumes PKK = (1.3 ± 0.2) × 10−4

measured by Campbell et al. [2]. Nevertheless, this source of
background was taken into account.

M-shell shake-off following K-electron capture was an
additional source of background which could mimic a double-
K-shell vacancy production. The M-shell shake-off electron
might have been detected in coincidence with a fluorescence
photon from the single K-shell vacancy filling after K-electron
capture. Mukoyama [40] calculated M-subshell shake-off
probabilities per K-electron capture and obtained for the
processes involving different M subshells: PKM1 = 0.254 ×
10−4, PKM2 = 2.64 × 10−4, PKM3 = 4.08 × 10−4, PKM4 =
1.33 × 10−4, PKM5 = 0.481 × 10−4. This resulted in a total
probability for M-shell shake-off after K capture of PKM =
8.722 × 10−4. The energy spectra of M-shell electrons ejected
in K capture presented by Mukoyama [40] are much softer
than the energy spectra of L-shell electrons [36] ejected in K
capture. Although PKM is larger than PKL, the influence of
M-shell electrons on the measurement was much smaller in
our experiment because a significant yield was only present
for energies above 70 keV. To the best of our knowledge,
neither calculations nor measurements of the energy spectra
of M-shell shake-off electrons following K capture in 55Fe
were performed up to now for energies above 30 keV.
Therefore, an upper limit for the detection probability of
an M-shell shake-off following K capture was estimated.
Let us assume that the probability density P̃ (E) that an
electron ejected from an M subshell with energy E does
not decrease further for energies larger than 30 keV. It
shall then equal the smallest value that was predicted for
the probability density per subshell electron and per K

capture (Fig. 1 in [40]) for energies below 30 keV. The
limits of the probability densities extracted from Mukoyama’s
analysis [40] are P̃M1,3,4,5(30 keV) = 6 × 10−8 [1/mec

2] for
M1, M3, M4, M5, and P̃M2(30 keV) = 1 × 10−7 [1/mec

2]
for M2. Taking into account the individual population of
the M subshells, one obtains a maximum probability of
P max

KM = 3.75 × 10−7 per K capture that a M electron is
ejected in K capture with an energy between 30 and 231 keV.
The simulated average detection yield for M-shell shake-off
electrons then amounted to δKM = 0.069. The maximum
number of events with detection of an M-shell shake-off
electron after K capture together with the corresponding
fluorescence photon was Nmax

KM = APK τ T P max
KM δK ωK δKM .

This contribution was only about 0.2% of the number of
detected events with satellite and hypersatellite photons in
coincidence (N1). The M-shell shake-off contribution was
neglected in our analysis because the M-shell electron ejection
probability decreases further with electron energy for energies
larger than 30 keV as it also does for K and L shake-off
electrons.

M-shell electron capture followed by K-shell electron
shake-off is suppressed by a factor PM/PK = 0.017. Thus,
an even smaller influence of M capture followed by K-shell
electron shake-off to the signal was expected compared to
K capture followed by M shake-off. Therefore, this contri-
bution was also neglected. The contribution of ejection of
N -shell electrons was even smaller than the contribution of
ejection from the M shell because of the smaller number
of available electrons, even smaller ejection energies, and
the smaller N -shell electron-capture rate compared to the
M shell. The N -shell contribution could therefore also be
neglected.

An additional source of decay-related background was
the detection of an internal bremsstrahlung photon emitted
by the captured K-shell electron in coincidence with the
detection of the diagram line K-fluorescence photon of
55Mn. Internal bremsstrahlung photons obey a broad energy
spectrum [23] up to a maximum energy of 231.21 keV. The
internal bremsstrahlung photons following K capture mostly
have energies above discriminator thresholds and could trigger
pixels, while the emitted diagram line fluorescence photon
could trigger a second cluster so that the signature was
similar to the detection of satellite and hypersatellite photons
following K capture. For 55Fe the internal bremsstrahlung
emission probability is PIB = 3.24(6) × 10−5 per K-shell
electron capture in the photon energy range between 35 and
231 keV [41]. It has to be pointed out that this value is stated
as total internal bremsstrahlung probability in Ref. [23]. It is
the same value given in the earlier, original work of Isaac
et al. [41], but explained there as measured PIB for photon
energies between 35 and 231 keV. Therefore, one can assume
that the value given in Ref. [23] is not correctly reflecting
the total bremsstrahlung production probability. For a proper
subtraction, the probability density for bremsstrahlung emis-
sion measured by Isaac et al. had to be extrapolated to the
broader energy range of the pixel detectors used in this work.
A numerical integration of the probability density for internal
bremsstrahlung production after captures from the different
subshells given in Fig. 3 of Ref. [41] was carried out. The

014609-8



MEASUREMENT OF THE DOUBLE K-SHELL VACANCY . . . PHYSICAL REVIEW C 89, 014609 (2014)

total probability PIB measured by Isaac et al. [41] was then
decomposed into the contributions for captures from various
shells. The internal bremsstrahlung production probability in
K-shell electron capture in the energy range from 35 to 231
keV was calculated. The result was PIB1S(E > 35 keV) =
2.4233 × 10−5. The internal bremsstrahlung production prob-
ability in K-electron capture for photon energies smaller than
35 keV was calculated by integrating the probability density
as a function of photon energy for 1S capture given in Fig. 1 of
Biavati et al. [42] in the low photon energy range. The calcu-
lation of Biavati et al. [42] is based on the prediction of Martin
and Glauber [43] with screening correction and relativistic
kinematics taken into account. In total, a probability of internal
bremsstrahlung production in the energy range from 3 to
231 keV of PIB1S = 1.065 × PIB1S(E > 35 keV) = 2.5808 ×
10−5 (per K-electron capture) was obtained. A Monte Carlo
simulation using the photon energy spectrum given in Biavati
et al. [42] for 1S-electron capture in the full energy range
revealed a detection yield of internal bremsstrahlung photons
in our experiment of δIB1S = (1.69 ± 0.11)%. The number
of background events caused by internal bremsstrahlung was
taken into account with

NIB = A PK τ T δK ωK PIB1S δIB1S

= NK PIB1S δIB1S. (13)

Internal bremsstrahlung contributes with 3.5% of N1 to
the number of detected signal events if one assumes
PKK = (1.3 ± 0.2) × 10−4 measured by Campbell et al. [2].

For the decay-related background, one obtains

Nbg,Fe55 = NIB + NKL,LK

= NK (PIB1S δIB1S + PKL,LK κS δKL,LK ). (14)

A measurement with a mock of the radioactive source in the
same setup was performed in order to eliminate contributions
to the signal caused by natural radioactivity in the environment,
cosmic rays, and caused by radioactive contaminants in the
detectors, readout electronics, cables, Kapton foils, support
structure, aluminum ring, and dried carrier solvent for 55Fe.
This mock was identical to the used radioactive source
except that it did not contain the 55Fe itself. The number of
expected external background events Nbg,ext = Ṅbg,extτT to
the measurement of PKK was (1.44 ± 0.14)% of the number
of detected signal events. This contribution is subtracted from
the measurement with the radioactive source.

E. Calculation of PK K

Finally, the number of signal events to be determined from
measured data is given by

NSignal = (Nprompt − Nacc) − Nbg,Fe55 − Nbg,ext

= (Nprompt − Nacc − Nbg,ext) − NK

× (PIB1S δIB1S + PKL,LK κS δKL,LK ). (15)

With Eq. (8) one finds that the double-vacancy creation prob-
ability per K-shell electron capture PKK could be determined
via

PKK =
Nprompt−Nacc

1−Ploss
− Nbg,ext − NK × (PIB1S δIB1S γIB1S,K + PKL,LK κS δKL,LK γSe)

NK ωK

[
γSH κH κS δK (1 − δKK ) + γSe δKK κS

(
1

ωK
− κH δK

) + γHe δKK κH

(
1

ωK
− κS δK

)] , (16)

where Ploss corrects for signal event losses during the data

analysis by random vetoes due to diagram line photons. The
reason for this correction was that time slices with more than
two clusters triggered during the subframe were omitted during
data analysis. Therefore, random vetoes could occur if a signal
event is detected in a subframe, but a third cluster of triggered
pixels due to a diagram line photon was present in the same
time slice. This correction is described in detail in Sec. II F.

It has to be pointed out that the denominator in Eq. (16)
in fact did not depend on ωK because δK was determined
with Eq. (9) from the measured number of diagram line
photons as δK = NK/(NecPKωK ), where Nec is the number
of electron-capture decays during the lifetime of the mea-
surement. Therefore, the measured PKK does not depend on
ωK . This was important because x-ray photons with energies
close to the diagram line photon energies are produced in the
radiative Auger effect (RAE) [34]. Their intensity is about
0.5% of Kα and 2.4% of Kβ [2]. The radiative Auger effect
manifests a tail in the energy spectrum on the low energy side
of the diagram lines. In the analysis of Campbell et al. [2],
this led to an additional degree of freedom. The reason is
that their experiment was based on the decomposition of the

measured energy spectrum into the various fluorescence lines
with contributions from the radiative Auger effect. Campbell
et al. modeled the RAE x rays by low intensity lines at 5.8
and 6.4 keV. In our measurement, x rays from the radiative
Auger effect can not influence the result in a significant way
because the major fraction of the RAE photons has energies
very close to the diagram line energies. The detection yield
for these RAE photons is thus almost identical to the detection
efficiency for diagram line photons. The radiative Auger effect
could therefore in principle be taken into account by a slightly
increased ωK , but this would not change PKK determined via
Eq. (16). Thus, the radiative Auger x-ray emission has no
influence on our result.

F. Data analysis

3.723 × 108 frames with ffine and 1.718 × 108 frames with
fcoarse with the source were recorded in time-of-detection
mode. 1.693 × 108 frames were recorded with the mock
of the source. The effective measuring times amounted to
τfineTfine = 76556.81 s, τcoarseTcoarse = 178939.64 s with the
source, and τcoarseTmock = 176383.81 s with the mock. Data
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taking was carried out in approximately 1.7 days long runs,
containing 6.62 × 106 frames each. The activity of the source
was considered to be constant during each run. The data
acquisition stored the coordinates (column number x, row
number y) and the time of detection with respect to the end of
the frame for each event, frame, and each detector in a data
file.

Particles which have triggered a pixel just before shutter
opening might have been recorded with large values for the
time of detection. Their time of detection then corresponds
to the moment of shutter opening and not to the moment
of interaction in the sensor. In order to avoid any influence
of these early events and to avoid eventual variations on the
length of the NIM electronics gate defining the common length
of the frames of the two detectors, a cut on the maximum
time-of-detection time was applied in the data analysis. Events
with a time of detection of more than 11 090 clock cycles (ffine)
and 10 000 clock cycles (fcoarse) were rejected in the analysis.
So, the length of the frame used in the analysis amounted
to 231 μs for ffine and 1.042 ms fcoarse. For each frame,
the complete duration was then divided in 10 (ffine) or 50
(fcoarse) equally long subframes with short duration in order
to facilitate the analysis and to reduce ambiguities that arise
for the assignment of the coincidence partnerships between
clusters of triggered pixels in the original longer frames. For
each frame, the triggered pixels were assigned to one of these
10 (ffine) or 50 (fcoarse) equally long time slices according to
their time-of-detection values.

Each subframe was then analyzed separately for coinci-
dentally triggered pixels. Pixels which were in connection
with masked pixels or with the edges of the pixel matrix
were omitted from data analysis. The analysis program then
identified clusters, i.e., groups of adjacent triggered pixels,
in the subframes. Each cluster was represented by the pixel
with the earliest response (largest time-of-detection value).
This was supposed to be the pixel which collected most of the
deposited energy. Because of time walk, its time-of-detection
value represents the moment of detection more accurately than
the time-of-detection value of a pixel suffering more severely
from charge sharing. Only if exactly two separated clusters
were found in one subframe, the event is considered for further
analysis. Events with two clusters of triggered pixels on one
detector with a distance of less than 10 pixels (0.55 mm)
from each other were rejected in order to reduce the amount
of prompt background events. With this cut, the relative loss
of signal events amounted to only about (3.0 ± 1.4) × 10−3

(determined with Monte Carlo simulation assuming uncor-
related satellite-hypersatellite emission directions) while the
background not stemming from the 55Fe was reduced by
37.3%. Figure 4 shows the measured distribution of distances
between two coincident clusters in one detector (A or B)
collected with the mock of the radioactive source. The most
probable source for these background events, which triggered
pixels which were close to each other, is Compton scattering of
background photons in a first pixel, combined with detection
of the Compton scattered photon in a second pixel. The reason
for an increased number of such events at small distances
is that the solid angle acceptance for detecting the Compton
scattered photon decreases with increasing distance between
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FIG. 4. (Color online) Distribution of distances between two
coincident clusters in subframes in one of the detectors (A or B)
measured with the mock of the radioactive source. Events (red) with
a distance of smaller than 10 pixels were rejected in the analysis. The
background was reduced by 37.3% with this cut.

the first and second triggered pixel because of the thin sensor.
This effect was already investigated in an earlier work [44].

After this cut, the difference in the time of detection of the
two clusters was calculated. Figure 5 shows the spectrum of the
time differences for the measurement with the clock frequency
ffine. The signal events appear as a tiny peak on a mountain of
random coincidences. Figure 6 shows the corresponding time
spectra for the measurement with fcoarse.

There was an artificial loss of signal events (two clusters
of triggered pixels) in the data analysis due to the fact that
signal events might have been vetoed in the analysis by an
additional random coincidence with a diagram line photon in
the subframe. The relative loss of signal events Ploss caused by
this was determined with a numerical simulation of time-of-
detection distributions. For each run, the actual activity was
calculated. The average number of detected particles per frame
was determined. A series of frames with time-of-detection
time stamps was generated by randomizing mainly a uniform
probability between 0 and the frame length, measured in
clock cycles as in the experiment. Signal events (two clusters
triggered in coincidence) were injected into the simulated train
of time stamps. The time-of-detection difference between the
two clusters was randomized with a Gaussian distribution
(centered at 0 ns) with a standard deviation of 42 ns (73 ns) for
ffine (fcoarse) to mimic the influence of time walk. The number
of injected signal events was determined using Eq. (8) with
PKK = (1.3 ± 0.2) × 10−4 taken from the work of Campbell
et al. [2] and randomized with the Poisson distribution.
The average number of generated time stamps per frame
equaled the average measured number of clusters per frame
of the run. The exact value of PKK has only negligible
influence to the average number of clusters per frame. Thus,
a synthetic series of frames was produced. Subframes were
formed and coincidences in the subframes were counted. This
simulation was repeated several times in order to take statistical
fluctuations into account. The number of simulated signal
events (coincidences) was determined. The relative loss of
signal events Ploss due to cuts of the maximum acceptable
time-of-detection value (edges), due to edges of the subframes
and due to random vetoes was calculated. P fine

loss = 0.106 ±
0.003 and P coarse

loss = 0.087 ± 0.002 was obtained. Figures 7
and 8 show the measured and simulated time-of-detection
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FIG. 5. (Color online) Distribution of the measured differences
in the time-of-detection values of two clusters of triggered pixels
for ffine for the full range of accepted counter values in subframes
(a) and in the prompt region (b). The result of the fit to the distribution
of random coincidences is shown as straight, red line.

difference spectra in comparison to underline the accuracy
of the simulated time stamps used for this correction.

To calculate PKK from measured data, the numbers of
events Nfine

prompt and N coarse
prompt were determined by counting pairs

of clusters (1 or 2 pixels triggered in each cluster) with
absolute time differences smaller than 114.6 ns (156.3 ns) for
ffine (fcoarse). The probability that two independent diagram
line photons, which were detected in a subframe of length
tsubframe, were recorded with a time difference of �t is given
by (tsubframe − �t)/tsubframe. This leads to the triangular shape
Nacc(�t) = (a|�t | + b) of the time-difference distribution of
the random coincidences. This distribution can be seen in
Figs. 5 and 6. A linear regression was carried out excluding the
prompt region (time differences between −114.6 and 114.6 ns
for ffine and between −156.3 and 156.3 ns for fcoarse). We
obtained afine = (−0.7298 ± 0.0002) ns−1, bfine = 16831 ± 4
and acoarse = (−7.369 ± 0.002) ns−1, bcoarse = 153544 ± 30.
The number of random coincidences Nacc in the prompt region
was calculated by summation of Nacc(�t) in the prompt peak
region. The signal events were only approximately 3.1% (ffine)
and 2.3% (fcoarse) of the total number of detected events in
the prompt region. This small signal-to-background ratio was
a result of the long peaking time of the preamplifier output
pulse, the time walk effect in combination with charge sharing
in the sensor layer, and the small probability of double-vacancy
production.

III. RESULTS AND DISCUSSION

The results of our measurement are PKK = (1.640 ± 0.131) ×
10−4 for ffine, PKK = (1.469 ± 0.100) × 10−4 for fcoarse,
where the errors are the statistical uncertainties. The sys-
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FIG. 6. (Color online) Distribution of the measured differences
in time-of-detection values of two clusters of triggered pixels for
fcoarse for the full range of accepted counter values in subframes
(a) and in the prompt region (b). The result of the fit to the distribution
of random coincidences is shown as straight, red line.

tematic errors are (�PKK )syst = ±0.024 × 10−4 for ffine and
(�PKK )syst = ±0.022 × 10−4 for fcoarse. The results of the
two measurements with different clock frequencies agree
within their statistical errors. For the whole campaign, we
obtained a double-vacancy production probability and a
statistical error of

PKK = (1.531 ± 0.079) × 10−4.

The systematic error was (�PKK )syst = ±0.023 × 10−4. This
result is in agreement with (1.3 ± 0.2) × 10−4 measured by
Campbell et al. [2] within the stated uncertainties.

Now, the uncertainties in the measurement are discussed.
Nprompt, Nacc, Nbg,ext, NK vary according to Poissonian statis-
tics. The error of NK is negligible due to the large number
of detected fluorescence photons (see Table I). Systematic
inaccuracies arose from uncertainties in the source-detector
distances, Kapton foil thickness, uncertainties in the discrimi-
nator thresholds, and the uncertainty in the source activity.

The discriminator thresholds could have affected the
simulation results of κH , κS , δKK , δKL,LK , δIB. Simulations
of these quantities for discriminator thresholds shifted by the
threshold uncertainties from energy calibration were carried
out. The following bands were obtained for the relative
systematic errors: (�κH )T HL/κH ∈ [−0.0059,0.0046],
(�κS)T HL/κS ∈ [−0.0030,0.0012], (�δKK )T HL/δKK ∈
[−0.004,0.022], (�δKL,LK )T HL/δKL,LK ∈ [−0.0096,0.054],
(�δIB1S)T HL/δIB1S ∈ [−0.0056,0.0039].

Errors in the source-detector distances could have affected
the simulation results of δKK , δKL,LK , δIB. The determination
of δK was not affected by the source-detector distances
because it was calculated via Eq. (9) from measured data. By
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FIG. 7. (Color online) Simulated (red) and measured (blue) time-
of-detection difference histograms for full length of the subframes
(a) and close to the prompt region (b) for ffine.

varying the source-detector distances in the simulation over a
range, that was consistent with the spatial distribution of the
detected diagram line photons (see Figs. 2 and 3), one obtains
(�δKK )dist./δKK ∈ [−0.025,0.038], (�δKL,LK )dist./δKL,LK ∈
[−0.017,0.063], (�δIB1S)dist./δIB ∈ [−0.064,0.060].

Uncertainties in the Kapton foil thickness and
geometry could have affected δIB, δKK , and δKL,LK .
Errors were determined by varying the foil thickness:
(�δKK )thickness/δKK∈[−0.0470,0.0488], (�δKL,LK )thickness/
δKL,LK ∈ [−0.058,0.115], and (�δIB1S)thickness/δIB1S ∈
[−0.0005,0.0046].

The value for the source activity which was known with a
relative uncertainty of �A/A = ±0.015 could have influenced
the calculation of δK . We obtained (�δK )A/δK = �A/A =
0.015 neglecting the statistical fluctuation of the large number
NK . Table I shows the resulting simulated errors obtained for
these variables by variation of the underlying parameters.

A numerical simulation has been used to determine the
overall statistical and systematic errors of PKK separately.
All variables were varied independently and simultaneously
according to their Poissonian error (statistical error) or
homogeneous probability distribution between minimum and
maximum values (systematic errors). All uncertainties given
here reflect a confidence level of 68.2%.

In the analysis presented so far, the two detectors were
regarded as one single, larger pixel detector which was able to
detect coincidences of several particles emitted during double-
vacancy production. Additionally, we could also determine
PKK separately either by identifying coincidences in two clus-
ters in each single detector (single-sided analysis for PKK,A,
PKK,B) or by identifying only coincident clusters between the
two detectors (double-sided analysis for PKK,A∧B). Such a
separation is only possible with pixel detectors.
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FIG. 8. (Color online) Simulated (red) and measured (blue) time-
of-detection difference histograms for full length of the subframes
(a) and close to the prompt region (b) for fcoarse.

For the single-sided analysis, PKK,A and PKK,B could be
determined using Eq. (16) for the two detectors separately. For
each detector, only coincidences of two clusters of triggered
pixels in this detector were taken into account. The following
quantities were determined separately for each detector in the
already described way: the detection yields for satellite pho-
tons (δA,S, δB,S), hypersatellite photons (δA,H, δB,H), diagram
line photons (δA,K, δB,K), K-shell shake-off electrons (δA,KK,
δB,KK), internal bremsstrahlung photons (δA,IB1S, δB,IB1S), L-
shell shake-off electrons after K capture and K-shell shake-off
electrons after L capture δA,KL,LK, δB,KL,LK, and κA,H, κB,H, κA,S,
κB,S, the various correction factors γ for solid angle reduction
due to the cut on the distance between clusters, the number of
coincidences (NA,Signal, NB,Signal), number of detected diagram
line photons (NA,K, NB,K), losses due to accidental vetoes
(PA,loss, PB,loss), random coincidences (NA,acc, NB,acc), number
of background events (NA,bg,ext, NB,bg,ext).

The result of the single-sided analysis was PKK,A =
(1.684 ± 0.150) × 10−4 for detector A and PKK,B = (1.351 ±
0.159) × 10−4 for detector B. The systematic errors
were (�PKK,A)syst = ±0.026 × 10−4 for detector A and
(�PKK,B)syst = ±0.021 × 10−4 for detector B. These two val-
ues could be combined to PKK,A�B = (1.528 ± 0.109) × 10−4

with a systematic uncertainty of (�PKK,A�B)syst = ±0.024 ×
10−4.

In the derivation of Eq. (16), the whole setup with two
pixel detectors was treated like one single pixel detector
with an effective detection yield which was the sum of the
individual detection yields of the two detectors, for example,
δK = δA,K + δB,K. This calculation is no longer applicable if
PKK shall be extracted from the number of events that triggered
both detectors (double-sided analysis) at the same time. The
contributions of the five signatures, as defined in the derivation

014609-12



MEASUREMENT OF THE DOUBLE K-SHELL VACANCY . . . PHYSICAL REVIEW C 89, 014609 (2014)

of Eq. (16), became for the double-sided analysis (A ∧ B)

N1,A∧B = A PK τ T PKK ω2
K (δA,H δB,S + δA,SδB,H ) (1 − δA,KK − δB,KK ), (17)

N2,A∧B = A PK τ T PKK ω2
K (δA,S δB,KK + δB,S δA,KK ) (1 − δA,H − δB,H ), (18)

N3,A∧B = A PK τ T PKK ω2
K (δA,H δB,KK + δB,H δA,KK ) (1 − δA,S − δB,S), (19)

N4,A∧B = A PK τ T PKK ωK (1 − ωK ) (δA,H δB,KK + δB,H δA,KK ), (20)

N5,A∧B = A PK τ T PKK ωK (1 − ωK ) (δA,S δB,KK + δB,S δA,KK ). (21)

NSignal,A∧B then became

NSignal,A∧B = PKK ωK (NA,K βA,K + NB,K βB,K ) (22)

with

βA,K = κA,H δB,S − 2 δB,KK

(
κA,H δB,S + κA,S δB,H + κA,H δA,S − κA,S + κA,H

2ωK

)
(23)

and

βB,K = κB,H δA,S − 2 δA,KK

(
κB,H δA,S + κB,S δA,H + κB,H δB,S − κB,S + κB,H

2ωK

)
, (24)

where

δA,H = κA,H δA,K, δA,S = κA,S δA,K, δB,H = κB,H δB,K, δB,S = κB,S δB,K . (25)

The number of background events due to internal bremsstrahlung was given by

NIB,A∧B = PIB1S (NA,K δB,IB1S + NB,K δA,IB1S). (26)

The number of background events due to L-shell electron shake-off after K capture and K-shell shake-off electron detection
after L capture was given by

NKL,LK,A∧B = PKL,LK (NA,K κA,S δB,KL,LK + NB,K κB,S δA,KL,LK ). (27)

PKK,A∧B could be calculated in the double-sided analysis as

PKK,A∧B =
Nprompt,A∧B − Nacc,A∧B

1 − Ploss,A∧B
− Nbg,ext,A∧B − NIB,A∧B − NKL,LK,A∧B

ωK (NA,K βA,K + NB,K βB,K )
. (28)

The following quantities were determined with the Monte
Carlo simulation: κA,H,κA,S,κB,H,κB,H, δA,KL,LK, δB,KL,LK,
δA,IB1S,δB,IB1S. The result of the double-sided analysis was
PKK,A∧B = (1.538 ± 0.114) × 10−4 with a systematic error
of ±0.023 × 10−4 which agreed with the single-sided analysis
and the analysis treating both detectors as one large detector.
This demonstrated the internal consistency of our analysis.

With the Z−2 dependence of PKK predicted by the
Primakoff and Porter theory [19], one can extrapolate our
result on 55Fe to the electron-capture decay of 54Mn.
Here, Z is the nuclear charge of the mother nucleus. One
obtains PKK (54Mn)= (1.656 ± 0.085) × 10−4. The triple-
coincidence PKK measurement of Hindi, White, and Kozub [1]
on 54Mn resulted in PKK (54Mn)= 2.3+0.8

−0.5 × 10−4. Thus, the
ratio of this measured value on 54Mn to the value expected
from our result amounts to 1.389+0.488

−0.310 which is almost
consistent with 1 on a one-sigma level. The dominant source of
uncertainties in this comparison is now the statistical error in
the measurement on 54Mn. If PKK (55Fe) previously measured
by Campbell et al. [2] was extrapolated and compared to
PKK (54Mn) measured by Hindi, White, and Kozub [1], the
ratio of measured to extrapolated PKK was 1.636+0.622

−0.434 which

could be considered to be inconsistent with 1. Thus, our results
strengthen the theory of Primakoff and Porter [19] by resolving
the discrepancy between measured PKK in the decays of 54Mn
and 55Fe.

Nagy and Schupp [7] measured PKK in the decay of 65Zn
and obtained PKK (65Zn)= (2.2 ± 0.2) × 10−4. Extrapolation
of our result on 55Fe to 65Zn gives PKK (65Zn)= (1.150 ±
0.059) × 10−4. The result of Campbell et al. [2] extrapolated
65Zn gives PKK (65Zn)= (0.98 ± 0.15) × 10−4. The ratio of
the value measured by Nagy and Schupp [7] to the value
extrapolated from our measurement is 1.913 ± 0.2. It is
obvious that here the discrepancy between the expected and the
measured values remains. Due to the improved statistical error
of our experiment, the significance of the discrepancy is even
increased. The most probable reason might be found in the
measurement of Nagy and Schupp [7] which has been carried
out as a two-detector coincidence experiment and therefore
might not be immune to K-shell internal conversion of γ rays
after the electron-capture decay of 65Zn to excited states of
65Cu.

The asymmetry between the results of the PKK determina-
tion with the single-sided analysis where both detectors A and
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B were treated separately and the double-sided analysis of our
experiment with the two detectors in coincidence is consistent
with zero: (PKK,A�B − PKK,A∧B)/(PKK,A�B + PKK,A∧B) =
−0.003 ± 0.051. This strengthens the assumption made in
all measurements of PKK in electron-capture decays that the
momenta directions of satellite and hypersatellite photons are
independent from each other, i.e., that there is no angular
correlation.

IV. CONCLUSION

The double-vacancy creation probability in the electron-
capture decay of 55Fe was measured with high statistical
and systematic precision. The statistical error was improved
significantly with respect to earlier measurements. Our result
PKK = (1.531 ± 0.079) × 10−4 with a systematic error of
(�PKK )syst = ±0.023 × 10−4 is in agreement with the pre-
viously measured values.

The potential of the active-pixel detector Timepix, espe-
cially the fine segmentation and the time-stamping capability
in each pixel, was demonstrated for a use in a long lasting
experiment at the intersection between atomic and nuclear
physics. This kind of detectors can not only produce valuable
results in accelerator based particle physics experiments,
where active-pixel detectors have their roots, but also may
help experimentalists in neighboring fields like in atomic and
nuclear physics.

The way PKK was determined was complementary to
previous measurements because our measurement did not rely

on precise energy measurements but used the segmentation
of the detector for signal event identification and background
rejection. It was the first measurement where a single-sided and
double-sided measurement of PKK in one experimental setup
was performed. No asymmetry between forward-forward and
forward-backward emission of satellite and hypersatellite pho-
ton was found for the decay of 55Fe. This finding supports, at
least for nuclei with a similar nuclear charge, the assumption of
direction-uncorrelated hypersatellite-satellite emission which
was made in all earlier PKK measurements in electron-capture
decays.

The discrepancy between the measured values of the
double-vacancy creation probability in electron-capture de-
cays of 55Fe and 54Mn seems to be resolved with our measure-
ment in combination with the Primakoff-Porter theory [19].
The discrepancy between the measured values of PKK for 55Fe
and 65Zn remains clearly visible. We therefore recommend
triple coincidence measurements of PKK on 65Zn.
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