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Neutron production in neutron-induced reactions at 96 MeV on 56Fe and 208Pb
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Double-differential cross sections for neutron production were measured in 96-MeV neutron-induced reactions
at The Svedberg Laboratory in Uppsala, Sweden. Measurements for Fe and Pb targets were performed using two
independent setups: DECOI-DEMON, time-of-flight telescope dedicated to the detection of emitted neutrons with
energies between a few and 50 MeV and CLODIA-SCANDAL device devoted to measuring emitted neutrons with
energies above 40 MeV. Double-differential cross sections were measured for an angular range between 15 and
98 deg and with low-energy thresholds (≈2 MeV). Angular and energy distributions and total neutron emission
cross sections have been obtained from those measurements. Results have been compared with predictions given
by different models included in several transport codes (MCNPX, GEANT, TALYS, PHITS, and DYWAN) and
with other experimental data (the EXFOR database).
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I. INTRODUCTION

Future accelerator-driven systems (ADS) will couple a
high-energy intense proton beam (1 GeV and a few mil-
liamperes) with a spallation target made of heavy elements and
a subcritical reactor core. The proton beam impinging on the
ADS target will yield a large amount of spallation products,
mainly neutrons, protons, and light charged particles, with
energies from the mega-electron-volt up to the giga-electron-
volt region. Below 30 MeV the nuclear data libraries are nearly
complete [1]. Above 200 MeV the cross-section predictions by
intranuclear cascade models are in good agreement with the
experimental data [2–4]. However, for energies from 30 to
200 MeV there are very few high-quality data, most of them
for (n,xlcp) and (p,xn) obtained in the frame of the high-
and intermediate-energy nuclear data for accelerator-driven
systems (HINDAS) collaboration [1]. Particularly, there is only
one nonelastic measurement for (x, xn) reactions [5]. Within
this context, the aim of this work, included in the European
collaboration EUROTRANS [6] and specifically in the project
nuclear data for transmutation (NUDATRA), was to measure
(n,xn) double-differential cross sections. Experiments using
lead and iron targets were carried out at The Svedberg
Laboratory (TSL), Uppsala, Sweden, where a neutron beam at
96 MeV is available. Measurements were accomplished using
two independent setups: a DEtector of COIncidence/DEtector
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MOdular of Neutrons (DECOI-DEMON), time-of-flight tele-
scope dedicated to the detection of emitted neutrons with
energies between a few and 50 MeV and a Chamber for
LOcalization with DrIft and Amplification/SCAttered Nu-
cleon Detection AssembLy (CLODIA-SCANDAL) device,
devoted to measuring emitted neutrons with energies above
40 MeV. Brief descriptions of TSL neutron beam and experi-
mental devices are given in Sec. II. Double-differential cross
sections were measured for an angular range between 15 and
98 deg with low-energy thresholds (≈2 MeV). Angular and
energy distributions and total neutron emission cross sections
have been obtained from double-differential cross sections
using the usual methods of analysis. Results are presented
in Sec. III. To complete this work several calculations
have been accomplished using the main available transport
codes (MCNPX, GEANT, TALYS, PHITS, and DYWAN).
Comparisons between codes predictions and experimental data
are reported in Sec. IV. Moreover, a comparison between
(n,xn) and (n, xp) cross sections and a qualitative study of the
dependence of (n,xn) cross sections with the incident energy
beam and the target mass have been performed using existing
experimental data. Results are discussed in Sec. V. The main
results and conclusions are summarized in the last section of
this document.

II. EXPERIMENTAL SETUP

Two different experiments were performed using the
neutron beam available at the TSL laboratory in Uppsala,
Sweden. Between the feasibility test realized in 2003 and the
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measurements carried out in 2004, the Uppsala facility was
modified in order to increase the neutron flux from 105 to
106 n/s cm2. Descriptions of both facilities are given in [7]
and [8,9], respectively. Neutrons are produced by 7Li (p,n)7Be

reactions using a 100-MeV proton beam impinging on a
lithium target. Emitted neutrons are separated from the primary
proton beam using magnetic deflection. Finally, the neutron
beam is collimated to reach a diameter of ≈8 cm at the target
location. About 50% of neutrons are in a 96-MeV peak; the
rest are in a low-energy tail. Events associated with low-energy
neutrons were rejected during the data reduction using a
technique based on time of flight as detailed in [10]. The beam
monitoring is provided by a Faraday cup, where the proton
beam is dumped, and a fission detector composed of thin-film
breakdown counters [7,11] located in the experimental hall.
In order to obtain complete distributions, the measurements
were carried out using two independent devices: CLODIA-
SCANDAL and DECOI-DEMON. Both devices as well as
a detailed description of experimental techniques employed
have been presented in [12,13]. In this section only a brief setup
description and main steps of the data reduction are reported.

A. CLODIA-SCANDAL

To measure the high-energy neutrons (Tn > 40 MeV) a
new setup named CLODIA [14] was built at the LPC Caen
Laboratory. CLODIA consists of seven neutron-to-proton
converters (CH2) and eight multidrift chambers. The latter
are used to measure the recoil proton trajectories and to
determine in which converter the interaction occurred. A
plastic scintillator was placed in front of CLODIA in order
to reject the charged particles emitted from the target. Beside,
a SCANDAL arm [15] was used to measure the energy of the
recoil proton. The neutron energy is obtained using the angle of
the backward elastic neutron-proton scattering and the recoil
proton energy. The energy detection threshold (Tn > 40 MeV)
is due to the energy needed by the recoil proton to arrive into
the SCANDAL detector.

B. DECOI-DEMON

To measure the low-energy neutrons (Tn < 50 MeV) a time-
of-flight telescope named DECOI-DEMON was developed.
DECOI is a neutron-to-proton converter made of a plastic
scintillator brick (NE102, 5 × 9 × 15 cm3). DEMON [16,17]
is a neutron detector made of a cylindrical liquid scintillator
(NE213 of 16-cm diameter and 20-cm thickness). In front of
a DEMON cell, a 5-mm-thick plastic scintillator was added
to reject charged particles. An incoming neutron, weakly
deflected in DECOI, is detected and identified using DEMON.
The neutron energy is determined using the well-known time-
of-flight technique. The upper energy detection limit (Tn <

50 MeV) is due to the flight distance (≈1m) and to the low
efficiency of the DECOI-DEMON device for higher energies.

C. Setup efficiency

A major difficulty in experiments involving neutrons is
the weak efficiency of the detectors. There are several

experimental techniques (for instance detectors based on neu-
tron capture or liquid scintillators), but usually an intermediate
reaction is used. The low efficiency is mainly due to the weak
cross section of this reaction. In this work we have used the
np → pn reaction as a detection reaction: the recoil proton and
the scattered neutron are detected in CLODIA-SCANDAL and
DECOI-DEMON devices, respectively. Due to the weak value
of this cross section (σ ≈ 15 mb/sr at 180 deg in the center
of mass), experimental efficiency measurements request too
much beam time. Therefore, efficiencies have been calculated
using simulations. The efficiency of both devices and a detailed
description of methods used to obtain it can be found in [12,13].
In this paper, only main results are presented.

1. CLODIA-SCANDAL

The efficiency of the CLODIA-SCANDAL setup is given
by the convolution of two main effects: the cross section of the
conversion reaction np → pn and the geometric conditions.
GEANT [18] is a well-suited tool to simulate complex
geometries and np → pn cross sections are well known [19].
Hence, CLODIA-SCANDAL efficiency has been calculated
using GEANT simulations. This efficiency depends on the
emitted neutron energy. For instance, for a neutron of 60 MeV
the detection efficiency is about 0.1%.

2. DECOI-DEMON

The efficiency of the DECOI-DEMON setup is given by
the convolution of three main effects: the cross section of the
scattering reaction np → pn′ in DECOI, the intrinsic effi-
ciency of the DEMON detector, and the geometric conditions.
Experimental efficiency of the DECOI-DEMON assembly
is not available, however the DEMON efficiency has been
already measured [20–22]. GEANT simulations are not able
to reproduce the DEMON efficiency since they do not take
into account the luminous response of the liquid scintillator.
Therefore GEANT is not a well-adapted tool to compute the
efficiency of the DECOI-DEMON device. Thus, a specific
simulation tool has been developed to calculate this efficiency.
To consider the multiple scattering and the luminous response
of the DEMON liquid scintillator a recursive algorithm has
been used. This method has been validated since the experi-
mental efficiency of a DEMON detector is well reproduced.
The DECOI-DEMON efficiency is typically one order of
magnitude smaller than that of CLODIA-SCANDAL.

D. Experimental measurements

In order to obtain complete distributions, measurements
should be performed at the same angles with both devices. Due
to beam time limitations, several measurements were carried
out simultaneously. Therefore, the size of different devices and
the characteristic of experimental room made it impossible
to accomplish the measurements exactly at the same angles;
nevertheless, measurements have been performed minimizing
the angular differences. Experimental measurements are listed
in Table I.
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TABLE I. Angles of the emitted neutrons investigated in this work.

Device Target Measured angles

CLODIA-SCANDAL Iron 15, 30, 50, and 70
CLODIA-SCANDAL Lead 15, 30, 50, and 70
DECOI-DEMON Iron 15, 24, 55, and 98
DECOI-DEMON Lead 15, 24, 60, and 98

III. EXPERIMENTAL RESULTS

The analysis techniques described above allow us to
determine the energy spectra of emitted neutrons. At this
stage the number of emitted neutrons for a given energy and
angle, N (θ, Tn), is known. Double-differential cross sections
have been extracted directly from N (θ, Tn). Other important
observables as energy and angular distributions have been
derived from double-differential cross sections using common
techniques. Finally, total neutron emission cross sections have
been calculated from angular and energy distributions.

A. Double-differential cross section

Double-differential cross sections have been obtained from
N (θ, Tn) using the nonrelativistic expression

d2σ (θ, Tn)

d� dTn

= 1

�Tn�� nc

N (θ, Tn)

ε(Tn) �
(×1027 mb/sr), (1)

where �Tn is the energy step in MeV. In this case �Tn =
4 MeV mainly due to the resolution of detection devices. ��

is the solid angle detector in sr . To take into account the target
geometry and the characteristics of two experimental devices
the solid angle has been calculated for each case by simulation
using GEANT [18]. nc is the number of target nuclei per
cm2. This value is easily determined from the dimensions and
the density of the target. N (θ, Tn) is the number of detected
neutrons for a given energy Tn at a given angle θ . ε(Tn) is
the device efficiency. � is the number of neutrons incident on
the target. � has been obtained from the neutron flux given
by the monitors and the beam diameter at the target position
(S = 8 cm).

Figures 1 and 2 show the double-differential distributions
for lead and iron targets for an angular range from 15 to
100 deg and with an energy threshold of ≈2 MeV. Distri-
butions for Tn > 40 MeV have been obtained from CLODIA-
SCANDAL collected data and distributions for Tn < 50 MeV
have been extracted from DECOI-DEMON measurements.
At 15 deg, the two sets of measurements match well, with
differences around 10% in the overlapping region, for both
lead and iron targets. Discrepancies correspond essentially
to experimental systematic uncertainties [12,13]. For distri-
butions measured at 24–30, 50–60, and 50–55 deg the two
measurements agree, since, due to the experimental resolution,
the angular difference is not significant. Distributions at 70
and 98 deg are directly CLODIA-SCANDAL and DECOI-
DEMON measurements, respectively. Measured spectra are
characterized by three different components: a elastic peak at
the beam energy, a pre-equilibrium region, and a low-energy
peak characteristic for the evaporation process. Elastic and
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FIG. 1. (n,xn) measured double-differential cross sections at
96 MeV for lead at different angles: (a) 15◦. (b) 30◦ (squares) and
24◦ (circles). (c) 50◦ (squares) and 60◦ (circles). (d) 70◦. (e) 98◦.

pre-equilibrium contributions exhibit a strong dependence
on angle, whereas the evaporation component presents an
isotropic behavior.

Although this work is focused on nonelastic emissions,
elastic cross sections have been calculated in order to validate
analysis and normalization procedures. Concerning CLODIA-
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FIG. 2. (n,xn) measured double-differential cross sections at
96 MeV for iron at different angles: (a) 15◦. (b) 30◦ (squares) and
24◦ (circles). (c) 50◦ (squares) and 55◦ (circles). (d) 70◦. (e) 98◦.
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TABLE II. Measured elastic cross sections for lead and iron using
CLODIA-SCANDAL and DECOI-DEMON devices.

Angle Lead (mb/sr) Iron (mb/sr)

15◦ 993 ± 20 380 ± 4
24◦ 364 ± 4 38 ± 1
30◦ 212 ± 32 75 ± 11
60◦ 2.8 ± 1 1.9 ± 1

SCANDAL, elastic cross sections have been calculated from
double-differential cross sections integrating over the elastic
peak. Note that this technique is only valid for small angles
(15 and 30 deg). The DECOI-DEMON device allows us to
measure elastic cross sections at any angle. Both neutrons and
protons may interact in a DEMON liquid scintillator; since the
DECOI-DEMON device is devoted to measuring neutrons, a
plastic scintillator is placed in front of the DEMON module to
reject charged particles. Nevertheless, one can use the plastic
scintillator to identify protons. High-energy neutrons coming
from elastic reactions into the target arrive into the DECOI
converter. These neutrons can produce high-energy protons
scattered at a small angle. These protons are detected first in the
plastic scintillator and then in the DEMON detector. Therefore
the high-energy protons counted in the plastic scintillator allow
to measure the elastic cross section. The elastic cross sections
obtained in the present work are summarized in Table II.
They are in good agreement with previous experimental
measurements [15,23–25] for both lead and iron. This fact
points out the reliability of the normalization procedure.

B. Angular distributions

Angular distributions have been obtained from double-
differential distributions. For the sake of clarity, the elastic
peak is not considered. Once the elastic contribution (approx-
imated by a Gaussian) is rejected, the resulting spectrum is
integrated from the energy threshold (Tt = 4 ± 2 MeV) to the
energy beam (Tb = 96 MeV):

dσ

d�
=

∫ Tb

Tt

(
d2σ

dTnd�

)
(θ, Tn) dTn. (2)

The resulting values (Table III and Fig. 3) decrease strongly
with the angle, keeping the same behavior as double-
differential distributions.

TABLE III. (n,xn) experimental angular cross sections obtained
for lead and iron targets at 96 MeV.

Angle Lead (mb/sr) Iron (mb/sr)

15◦ 1982 ± 83 1221 ± 47
30◦ 1317 ± 76 818 ± 34
50◦ 717 ± 66 561 ± 39
70◦ 507 ± 88 363 ± 50
98◦ 259 ± 23 159 ± 11
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FIG. 3. (n,xn) angular distributions for lead (open circles) and
iron (solid circles) at 96 MeV.

C. Energy distributions

Energy distributions can be calculated from double-
differential cross sections using the Kalbach parametrization
[26]. This technique has been successfully used to obtain en-
ergy distributions in (n,xlcp) and (p,xn) reactions [10,27,28].
A double-differential cross section can be expressed as a
function of the energy differential cross section:

d2σ

d�dT
=

(
1

4π

dσ

dT

a

sinh(a)

)

× [cosh(a cos θ ) + fMSD sinh(a cos θ )] , (3)

where a depends on the characteristics of the projectile
and of the emitted particle and fMSD is the fraction of the
nonequilibrium emission (if fMSD = 1 there is no equilibrium
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FIG. 4. (n,xn) energy distributions for lead (open symbols) and
iron (solid symbols). See text for details.
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TABLE IV. (n,xn) total neutron emission cross section at 96 MeV.

Target
∫

dT (mb)
∫

d� (mb)

Lead 8663 6132
Iron 5868 4304

emission). For the sake of clarity we have removed the elastic
contribution to calculate energy distributions. Results are
shown in Fig. 4. Energy distributions have the same behavior
for lead and iron. An important contribution at low energy
due to the evaporation process is observed since neutrons are
not affected by the Coulomb barrier. As expected, energy cross
sections for lead are higher than for iron; the ratio is essentially
constant over the whole energy range.

D. Total neutron emission cross sections

Total neutron emission cross sections have been calculated
from energy and angular distributions (Table IV). Values
extracted from energy distributions could be overestimated
since energy distributions are dominated by the low-energy
points which have been measured at the detection limit.
Moreover, energy distributions have been calculated using the
Kalbach parametrization and it is not easy to evaluate the
uncertainties associated with this technique.
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FIG. 5. Comparison between experimental and calculated energy
differential cross sections for Pb (n, xn) reaction at 96 MeV using
different available codes and models: (a) MCNPX with GNASH
(continuous line) and INCL4-ABLA (dashed line). (b) GEANT3 with
GHEISA (continuous line) and FLUKA (dashed line). (c) DYWAN
with (continuous) and without (dashed line) symmetry energy term.
(d) TALYS. (e) PHITS with QMD and SDM (continuous line) and
with QMD without evaporation model (dashed line).
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FIG. 6. Comparison between experimental and calculated energy
differential cross sections for Fe (n, xn) reactions at 96 MeV using
different available codes and models: (a) MCNPX with GNASH
(continuous line) and INCL4-ABLA (dashed line). (b) GEANT3 with
GHEISA (continuous line) and FLUKA (dashed line). (c) DYWAN
with (continuous) and without (dashed line) symmetry energy term.
(d) TALYS. (e) PHITS with QMD and SDM (continuous line) and
with QMD without evaporation model (dashed line).

IV. THEORETICAL CALCULATIONS

Monte Carlo transport codes are usually employed for
design and decommissioning of nuclear facilities. A good
prediction of neutron emission is particularly important in
reactor and radio-protection studies. Therefore the validation
of codes’ and models’ performances is essential. In this
section, (n,xn) energy distributions for lead and iron have been
calculated with commonly used transport codes: MCNPX [29]
with GNASH [30] and INCL4-ABLA [3,31], GEANT3 with
GHEISA [18] and FLUKA [32], TALYS [33], PHITS [34]
with QMD and SDM [35], and DYWAN [36], an original
microscopic model able to take or not take into account
the symmetry energy term (isospin). Comparisons between
codes predictions and experimental data are reported in
Figs. 5 and 6. Quantitatively, measurements are systematically
underestimated. It is worth noting that the PHITS prediction
computed using QMD and SDM models agrees fairly well
with measurements in the whole energy range. Qualitatively,
only the PHITS simulation is able to reproduce the shape
of measured distributions. The other calculations reproduce
the experimental trend only for energies higher than 50 MeV.
Moreover, around 10 MeV, they present an abrupt transition
between the evaporation peak and a flat pre-equilibrium
contribution which is not observed experimentally. In order
to analyze this point, the comparison between measurements
performed at 98 deg, where evaporation dominates, and data
from the ENDF/B-VII.0 evaluated library is reported in Fig. 7.
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Evaluated and experimental data behave alike and, considering
the experimental uncertainties, a reasonable agreement is
found. This fact points out that calculations are able to
compute each separated contribution, but they have difficulties
reproducing the experimental measurements in the region
where evaporation and pre-equilibrium are not isolated and
both processes contribute to the emission of neutrons.

V. CROSS-SECTION ANALYSIS IN THE
EXPERIMENTAL FRAMEWORK

To complete this work several experimental data available
in the EXFOR database [37] have been used. Comparisons
between (n,xn) and (n,xp) energy distributions at 96 MeV
are reported in Fig. 8. (n,xn) cross sections are higher than
(n,xp) ones in the whole energy range. At low energy, where
the evaporation process dominates, this is due to the fact
that neutrons are not affected by the Coulomb barrier. In the
pre-equilibrium region the difference is caused by the isospin
asymmetry, as has been extensively studied in [38] and [39].
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FIG. 8. (n,xn) and (n,xp) energy distributions at 96 MeV for lead
and iron targets: Pb (n,xn) (solid circles), Pb (n,xp) (solid squares),
Fe (n,xn) (open circles), and Fe (n,xp) (open squares). Data are from
present work and from [10].

Concerning (n,xn) data, the EXFOR database [37] contains
few experimental data, most of them measured with low-
energy beams (Tb < 26 MeV). At intermediate energies (30 <

Tb < 200 MeV) only one measurement exists [5] (Table V).
Available double-differential cross sections measured at θ ∼
20 ◦–30 ◦ for several beam energies on lead (or bismuth) and
iron targets are presented in Fig. 9. In the intermediate-energy
region, associated with the pre-equilibrium emission, double-
differential cross sections are not very sensitive to the beam
energy and the values measured using low-energy beams are
comparable to those obtained in this work. Unfortunately,
there are no data of energy distributions with incident neu-
tron beams between 26 < Tb < 96 MeV. Thus, a quantitative
analysis using low-energy data has been performed. To get a
quantitative estimation of the pre-equilibrium contribution, a
partial pre-equilibrium cross section σ has been derived from
the differential cross section:

σ =
∫

Tn>Tt

dσ

dTn

dTn (Tt = 12 MeV). (4)

The energy threshold Tt is chosen to allow the use of all
available data (up to Tb = 18 MeV). The results obtained are
represented as a function of the target mass in Fig. 10(a).
Values from this work are larger than the others. However,

TABLE V. Available EXFOR data for (n,xn) reactions at intermediate energies 15 < Tb < 200 MeV.

Beam energy (Tb) Targets Quantity Angular range Energy threshold Ref.

65 MeV Fe, Sn, Pb d2σ

dT d�
9.5 ◦−24 ◦ 20 MeV [5]

26 MeV V, Fe, Cu, Nb, W, Bi d2σ

dT d�
, dσ

dT
25 ◦−145 ◦ 12 MeV [40]

20 MeV Nb, Ho, Ta, Bi d2σ

dT d�
, dσ

dT
15 ◦−154 ◦ 2.5 MeV [41]

18 MeV Al, Fe, Ni, Zr, Nb,

Cu, Bi, Th, U d2σ

dT d�
, dσ

dT
30 ◦−150 ◦ 1 MeV [42–44]
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FIG. 9. (n,xn) double-differential cross sections for (a) and (b)
bismuth, (c) and (d) lead, and (e)–(h) iron at θ ∼20◦–30◦ for several
beam energies. Data are from this work and from [5,40–42,44].

it is worth noting that there is a difference of more than
70 MeV in the incident beam energy. To obtain a comparable
quantity the partial pre-equilibrium cross section per incident
mega-electron-volt has been calculated:

σ

Tb − Tt

. (5)

The results are shown in Fig. 10(b). The good agreement
between our data and the others points out the reliability
of data reduction and normalization procedures used in this
work. Moreover, a strong correlation is observed between the
production ratio per mega-electron-volt and the target mass.
The energy beam dependence of the (n,xn) and (n,xp) partial
cross sections for targets around Z = 82 (Pb and Bi) and Z = 26
(Fe, Cu, and Co) are shown in Fig. 11. The data distributions
could be consistent with a linear dependence. Nevertheless,
due to lack of data between 30 and 90 MeV, this point could
not be verified.

VI. SUMMARY

Double-differential cross sections for neutron production
have been measured in 96-MeV neutron-induced reactions on
lead and iron targets. Experimental data have been measured
for an angular range between 15 and 98 deg with energy
thresholds of ≈2 MeV. However, due to the difficulties inherent
to this kind of experiment (background, detection efficiencies,
neutron monitoring, etc.), the results are obtained with sig-
nificant uncertainties. Strong angle dependence is observed
for elastic and pre-equilibrium contributions, whereas the
evaporation component remains isotropic. Angular differential
cross sections have been calculated from measured data. They
decrease strongly with the angle, keeping the same behavior
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FIG. 10. (n,xn) evaluated (a) partial pre-equilibrium cross sec-
tion σ and (b) partial pre-equilibrium cross section per incident MeV
for several targets. Data are from this work and from [40–44].

of double-differential distributions. Energy distributions have
been also obtained from experimental data using the Kalbach
systematics. An important contribution is observed at low
energy since neutrons are not affected by the Coulomb
barrier. Total neutron emission cross sections have been
calculated from angular and energy distributions, however the
data extracted from energy distributions could be overesti-
mated. Energy distributions for measured reactions have been
compared with transport codes predictions. Quantitatively,
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FIG. 11. Energy dependence of the evaluated partial pre-
equilibrium cross section for (a) (n,xn) and (b) (n,xp) reactions for
several targets. Data are from this work and from [10,40,41,44–46].
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experimental data are systematically underestimated, although
we have to keep in mind the important uncertainties associated
with experimental data. Qualitatively, only PHITS predictions
are able to reproduce the experimental shape. The other codes
follow the experimental trend only for energies higher than
50 MeV and predict an abrupt transition between evaporation
and the pre-equilibrium process, which is not observed
experimentally. Comparison between the results obtained in
this work and existing experimental data shows that, due to
the isospin asymmetry, (n,xn) pre-equilibrium emissions are
higher than (n,xp) ones. Moreover, (n,xn) double-differential
cross sections associated with pre-equilibrium emission are
not very sensitive to the neutron beam energy while a strong

correlation between the production ratio per mega-electron-
volt and the target mass is observed. The energy beam
dependence of the (n,xn) and (n,xp) partial cross sections
could be consistent with a linear dependence. Nevertheless,
this point could not be verified due to lack of data.
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