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Cross-section measurements of neutron-induced reactions on GaAs using monoenergetic beams
from 7.5 to 15 MeV

R. Raut,1,2 A. S. Crowell,1,2 B. Fallin,1,2 C. R. Howell,1,2 C. Huibregtse,1,2 J. H. Kelley,3,2 T. Kawano,4 E. Kwan,1,2,*

G. Rusev,1,2 A. P. Tonchev,1,2 W. Tornow,1,2 D. J. Vieira,4 and J. B. Wilhelmy4

1Department of Physics, Duke University, Durham, North Carolina 27708, USA
2Triangle Universities Nuclear Laboratory, Durham, North Carolina 27708, USA

3Department of Physics, North Carolina State University, Raleigh, North Carolina 27695, USA
4Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA

(Received 10 February 2011; published 28 April 2011)

Cross-section measurements for neutron-induced reactions on GaAs have been carried out at twelve different
neutron energies from 7.5 to 15 MeV using the activation technique. The monoenergetic neutron beams were
produced via the 2H(d, n)3He reaction. GaAs samples were activated along with Au and Al monitor foils to
determine the incident neutron flux. The activities induced by the reaction products were measured using high-
resolution γ -ray spectroscopy. Cross sections for five reaction channels, viz., 69Ga(n, 2n)68Ga, 69Ga(n, p)69Znm,
71Ga(n, p)71Znm, 75As(n, 2n)74As, and 75As(n, p)75Ge, are reported. The results are compared with the previous
measurements and available data evaluations. Statistical-model calculations, based on the Hauser-Feshbach
formalism, have been carried out using the TALYS and the COH3 codes and are compared with the experimental
results.
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I. INTRODUCTION

GaAs is an important semiconductor with extensive appli-
cation possibilities in research and industry. It is often preferred
over other semiconductors in the construction of microwave
frequency integrated circuits, infrared light-emitting diodes,
laser diodes, solar cells, and optical windows. It is also of
significance in research related to the electronic transport and
optoelectronic processes in semiconductor microstructures
and nanostructures [1]. Exposure of GaAs to a flux of fast
neutrons is expected to initiate transmutation processes within
the semiconductor, leading to an increase in the impurity
content and a consequent modification of the semiconductor
properties. Cross-section measurements of neutron-induced
reactions on GaAs are thus important for the characterization
of the semiconductor and how it might be affected by high
neutron radiation environments. Such studies are of interest
with regard to applications concerning national security and
the stockpile stewardship program.

In general, such cross-section measurements are equally
important for basic research. The experimental results can
help test different statistical model codes and contribute to
constraining the parameter sets they use. Such studies are
also expected to provide significant insight into the reaction
mechanisms dominant in different energy regimes.

Neutron-induced reactions on individual Ga and As iso-
topes have been studied for many years. Nesaraja et al. [2,3]
studied 71Ga(n, p)71Znm and 69Ga(n, p)69Znm reactions in
the energy range from 6.2 to 12.4 MeV using the activation
technique. They reported cross-section values with uncertain-
ties of 9–20%, with most of the uncertainties coming from
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counting statistics and the radiochemical procedures employed
to isolate the activated products of interest from the matrix
activity.

Birn and Qaim [4] studied 75As(n, p)75Ge, 75As(n,α)72Ga,
and 75As(n, 2n)74As reactions in the energy range from 6.3 to
14.7 MeV and reported cross-section values with uncertainties
of 10–20%. Konno et al. [5,6] studied 75As(n, p)75Ge and
75As(n, 2n)74As reactions at neutron energies from 13.3 to
14.9 MeV and reported cross-section values with uncertainties
of less than 10%. However, the measurement was restricted to
closely spaced energy values around only 14 MeV. Similarly,
Okumura [7] carried out cross-section measurements for the
75As(n, p)75Ge reaction from 13.4 to 15.0 MeV and reported
results with less than 5% uncertainty.

Pu et al. [8] studied the 69Ga(n, 2n) reaction in the energy
range 13.5–14.6 MeV with uncertainties of around 4%;
however, this measurement was limited to only three energies
around the 14-MeV region. Bormann et al. [9] studied the same
reaction over a broader energy range from 12.6 to 19.6 MeV
and determined cross sections with uncertainties of around
10%. Unlike the recent works that use high-resolution γ -ray
spectroscopy to measure the activated samples, Bormann
et al. [9] used a coincidence setup of two NaI(Tl) detectors
to count the annihilation γ rays of the positrons from the
β+ decay of the 68Ga product nucleus. In fact, this was
the first measurement of the excitation function for this
reaction.

Despite continued effort for several decades, there still
lacks a comprehensive measurement of the neutron-induced
reactions on Ga and As over a broad energy range
with small uncertainties plus a detailed comparison of
the measured cross sections with the results of statistical-
model calculations and the latest data evaluations. The
present work reports cross-section measurements for reac-
tions on 69Ga(n, 2n)68Ga, 69Ga(n, p)69Znm, 71Ga(n, p)71Znm,
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75As(n, 2n)74As, and 75As(n, p)75Ge, over an energy range
from 7.5 to 15 MeV. Monoenergetic neutron beams with
high flux, pure activation samples, and high-resolution γ -ray
spectroscopy techniques have helped restrict the uncertainties
of the measurements. The results are compared with those from
statistical-model calculations based on the Hauser-Feshbach
formalism, using two different codes. The cross-section
values are discussed, taking into consideration data from the
literature mentioned above and the latest cross-section data
evaluations.

II. EXPERIMENTAL DETAILS

Neutron activation of GaAs foils was carried out at the
10-MV FN Tandem Accelerator at the Triangle Universities
Nuclear Laboratory (TUNL). The monoenergetic neutron
beam was produced via the 2H(d, n)3He reaction, known for its
high neutron yield in the energy regime of the measurements.
Deuterium gas was contained in a 3-cm-long cylindrical cell,
at a pressure of around 3 atm. The cell was sealed from
the beam line vacuum by a 0.635-mm, thin Havar foil. The
pressure in the gas cell and the energy losses of the deuteron
beam in the Havar foil contributed to the energy spread of
the neutron beam. This energy spread was calculated using
the program MAGNET [10] with the incident deuteron beam
energy, the length of the gas cell, the deuterium gas pressure,
the thickness of the Havar foil, and the ambient temperature as
input.

The GaAs samples were semiconductor grade wafers,
chemically pure to 99.9%. They were cut into 1 cm × 1 cm
targets and mounted normal to the incident beam at a distance
2.6 cm downstream from the deuteron beam stop. Natural Al
and Au foils, also cut into 1 cm × 1 cm dimensions, were
mounted on either face of the GaAs samples and irradiated
with them in order to determine the neutron flux incident on
the samples. The schematic representation of the experimental
arrangements is illustrated in Fig. 1. The large (more than
10-m) open space around the gas cell in the experimental area
helped in minimizing the room-return neutrons. The angular
distribution of the neutron flux across the width of the sample
was used to estimate the energy spread of the beam. The
angular distribution was calculated from the NEUYIE program
of the DROSG-2000 package [11]. The type of reaction used to
produce the neutron beam, the neutron energy at 0◦, and the
required angles for the calculations were provided as input to
the NEUYIE program.

The GaAs samples were irradiated at 12 different neutrons
energies En = 7.5(2), 8.0(1), 8.5(2), 9.5(1), 10.2(1), 11.0(1),
11.5(1), 12.5(1), 13.25(10), 14.0(1), 14.5(1), and 15.0(1) MeV,
where the numbers in parentheses represent the energy spread
of the neutron beam. Three sets of measurements were
carried out to span this energy range. The neutron flux
during each irradiation was monitored using an NE-213 liquid
scintillator detector and was kept constant throughout the
activation run. The neutron flux incident on the samples was
about 107 cm−2 s−1. At each neutron energy two separate
irradiation runs were carried out, one for a shorter (around
3-h) duration and the other for a longer (around 15-h) period.
The short run was primarily aimed at measuring the short-lived
products, with half-lives of around 1 h, without causing any
saturation in their decay. At the highest energies (14, 14.5,
and 15 MeV) only a single run of around 6 h was carried
out.

Following the irradiations, the samples were measured in
the TUNL low-background counting facility using high-purity
germanium (HPGe) detectors. One 60% HPGe detector was
used to count the GaAs samples, while the Au and Al monitor
foils were measured in a 20% extended-range HPGe detector.
The detectors were elaborately shielded against room and
cosmic background radiations. The samples being measured
were placed in alumunium containers and positioned at a
distance of 3 cm from the front face of the respective detectors
throughout the offline measurements.

The efficiency and the energy calibrations of the HPGe
detectors were carried out with the standard radioactive sources
152Eu, 60Co, 133Ba, and 137Cs. The sources were measured in
the same containers and positioned at the same distance from
the detector face as the actual samples.

The data-acquisition system used in the offline measure-
ments was Canberra Multiport II multichannel analyzer,
supported by the GENIE 2000 software. The chosen distance
between the activated samples and the detector face restricted
pileup and coincidence summing effects. Nevertheless, a
pileup rejection (PR) circuit was implemented by connecting
the PR output of the spectroscopic amplifier to the corre-
sponding analog-to-digital converter, thus eliminating pileup
events. However, in the present measurements, the counting
rate in the HPGe detectors was low, typically ∼100–200 cps,
and the fraction of pileup events was insignificant (<1%).
The activated GaAs samples were counted in discrete cycles
of 0.5- or 1.0-h periods to enable tracking of the decay
curve measurements of the products of interest and thus

FIG. 1. Schematic representation of the experimental setup at the Neutron Time-of-Flight Area of the 10-MV FN Tandem in Triangle
Universities Nuclear Laboratory.
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FIG. 2. Typical γ -ray spectrum from measuring the activated
GaAs sample using a HPGe detector. The reaction channels and the
respective γ transition peaks are labeled.

confirming their identity, as discussed in the following
section.

III. DATA ANALYSIS

The acquired γ -ray spectra, from the offline measurements
of the activated samples, were analyzed to identify the reaction
products and to determine the respective peak areas using the
software TV [12]. A typical γ -ray spectrum from measuring
an activated GaAs sample using a HPGe detector is shown in
Fig. 2. In the present work, only the products with half-lives of
about 1 h or more have been studied. Table I lists the different
reaction channels studied in the present measurements along
with the half-lives of the products and the γ -ray transition
energies used to identify them as well as the corresponding
branching ratios used to calculate the respective cross sections.
In addition, Table I lists the reactions associated with the Au
and the Al monitor foils used for flux normalization. The
half-lives of the products of interest were also estimated from
the cycle measurements of the activated samples and compared
with the adopted values. The calculations for some of the nuclei
of interest are illustrated in Fig. 3 and are in good agreement

with the established values from the National Nuclear Data
Center database NUDAT 2.5 [13] recorded in Table I. The
branching ratios for the γ -ray transitions and the Q values
for the reaction channels of interest are quoted from the same
source [13].

The cross sections for the reaction channels of interest
were calculated from the well-known activation formula [14],
according to which the induced activity is given by,

A = σφn(1 − e−λti )e−λtd (1 − e−λtm ), (1)

where σ is the cross section, φ is the incident flux, n is the
number of target nuclei, ti is the irradiation time, td is the decay
time before the commencement of the offline counting, and tm
is the measurement time. The induced activity is represented
by the peak area of the respective γ -ray transition normalized
by the corresponding branching ratio, the disintegration rate
of the radioactive product, and the absolute efficiency of the
detector.

One of the key ingredients in the cross-section measure-
ments is the determination of the incident flux. The incident
flux in the present measurements was obtained from the
monitor reactions on the Au and Al foils irradiated with
the GaAs samples. The required cross-section values for the
197Au(n, 2n) reaction were taken from the work of Martı́nez-
Rico [15] while those for the 27Al(n,α) reaction were reported
by Condé [16]. Since the threshold for the Au monitor reaction
is higher than the incident neutron energy at En = 7.5 and
8.0 MeV, the flux at these energies was determined only from
the Al monitor foil. Even at En = 8.5 and 9.5 MeV, though the
incident neutron energy is higher than the threshold for the Au
monitor reaction, the corresponding cross sections are reported
with large uncertainty and thus the flux at these energies was
also obtained only from the Al monitor foil. In general, it is
noted that the cross sections for the Al monitor reaction are
reported with less uncertainty than those for Au, especially
below 12 MeV. Thus, in calculating the flux at each energy
from the average of the Au and Al monitor foils each was
weighted according to its respective uncertainty in order to
properly determine the uncertainty of the final results.

Another concern in the cross-section measurements of the
neutron-induced reactions is the uncertainty associated with
the presence of low-energy neutrons. At neutron energies
higherhan 10 MeV, the 2H(d, n)3He reaction is known to

TABLE I. Neutron-induced reactions on GaAs and monitor foils measured in the present work.

Reaction Product Q value Eγ Iγ

channel half-life (keV) (keV) (%)

GaAs reactions
69Ga(n, 2n)68Ga 67.71(9)min −10312.95 1077.34 3.22
69Ga(n, p)69Znm 13.76(2)h −127.44 438.634 94.77(20)
71Ga(n, p)71Znm 3.96(5)h −2031.0 386.28 93
75As(n, 2n)74As 17.77(2)d −10243.76 634.78 15.4(10)
75As(n, p)75Ge 82.78(4)min −393.63 264.6 11.4

Monitor reactions
197Au(n, 2n)196Au 6.1669(6)d −8072.39 355.73 0.87
27Al(n,α)24Na 14.997(12)h −3132.14 1368.626 99.9936(15)
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FIG. 3. (Color online) Determination of half-lives for the activation products of interest. N1 is the peak area for the first cycle of measurement
while N2 is that in each subsequent cycle. Each cycle consisted of a 0.5- or a 1.0-h period. The γ -ray transitions used for different nuclei are
listed in Table I.

produce low-energy neutrons by the breakup of the incident
or target deuteron, 2H(d,np)2H, in the gas cell. We have used
time-of-flight measurements [17] at different neutron energies
from 8 to 14 MeV to estimate the relative yields of the breakup
and the monoenergetic neutrons. The present measurements
were carried out in the same experimental setup and under
the same conditions of gas cell pressure, geometry, and other
important factors as in Ref. [17]. The yield distribution for the
14-MeV neutrons from the said measurements is illustrated
in Fig. 4. The correction factor for the breakup neutrons was
calculated from [14]

cb = 1 −
∫ Eb

max
0 σ (E)Y (E)dE∫ Emax

0 σ (E)Y (E)dE
, (2)

where Y (E) is the relative yield of the neutrons with energy
E and σ (E) is the cross section at this energy for the reaction
under consideration. The quantity Eb

max is the maximum energy
of the breakup neutrons and Emax is the maximum energy
of the neutron beam of interest, including its energy spread.
The Eb

max and Emax for 14-MeV neutrons are illustrated in
Fig. 4. The integrals were solved numerically by interpolating
the neutron spectrum and the excitation function to the same
energy grid. The cross sections for the reactions of interest
were taken from the statistical-model calculations using the
TALYS code [18]. This was in consideration of the satisfactory
agreement of the calculations with the experimental data,
as discussed in Sec. IV. Furthermore, the large number of
energy values used in the calculations ensures a reliable
interpolation. The correction required due to interference from

the low-energy neutrons depends on the specific reaction, its
respective threshold, and the shape of the excitation function.

FIG. 4. (Color online) The Gas-in plot in the time-of-flight
(TOF) spectra (time increases from right to left) illustrates the yield
distribution for the 14-MeV neutrons from the 2H(d, n)3He reaction,
acquired in a setup that is identical to that used in the present
measurements. The Gas-out plot represents the yield distribution of
the neutrons in a gas-out run with the same deuteron beam energy.
The γ rays originate from reactions in the Havar foil and the beam
stop and have the shortest time of flight. The plots are not normalized
to the detector efficiency.
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TABLE II. Sources and approximate magnitudes (in %) of the
uncertainties in the present cross-section measurements.

Uncertainty Magnitude
(%)

Statistics 1–2a

Sample mass <1
Detector efficiency 2–3
Branching ratio �1
Product half-life �1
Monitor cross section 1–4 (Al)

1–4 (Au)b

Low-energy neutrons <1

Totalc 3–5

aFor reactions at or near threshold energies, the statistical uncertainty
can be as high as 7%.
bBelow 12 MeV, the uncertainty on the Au monitor reaction is 8–12%.
cFor specific reactions, especially near threshold, the total uncertainty
is 10–11%, as detailed in Sec. III.

For the 197Au(n, 2n)196Au monitor reaction, the correction
required was insignificant (�1%) while for the 27Al(n,α)24Na
monitor reaction, which has a low threshold, the correction
was up to 7% at 15 MeV. As far as the reactions of interest
are concerned, for the 69Ga(n, 2n)68Ga and 75As(n, 2n)74As
reactions, with thresholds above 10 MeV, the breakup con-
tribution was insignificant. For the 69Ga(n, p)69Znm reaction,
with a very low threshold, the correction required was 9–14%
at the highest energies. Similarly, for the 71Ga(n, p)71Znm and
75As(n, p)75Ge reactions, the breakup contribution calculated
was 5–7% at energies 14–15 MeV. It is difficult to assign
the uncertainty in calculating the contribution from the low-
energy neutrons. The assigned uncertainty of �1% is from
the interpolation method used to calculate the cross section.
However, our determination of the breakup contribution is
based on the actual measurements of the neutron spectra
and agrees with the observations of Birn and Qaim [4]
for the 75As(n, p)75Ge and 75As(n, 2n)74As reactions. In
the results for the 69Ga(n, p)69Znm and 71Ga(n, p)71Znm

reactions, Nesaraja et al. [2,3] quoted only the wide range of
1–10% for the size of the correction due to breakup neutrons.
This is consistent with our observations.

In addition to the breakup reaction, low-energy neutrons
can also originate from the breakup of the deuteron beam in
the entrance window of the gas cell or the tantalum beam stop
and in other parts of the experimental structure. Measurements
were carried out in Ref. [17] with an empty gas cell to estimate
the yield distribution of these neutrons. The results of these
gas-out measurements are plotted in Fig. 4 for the deuteron
beam energy equal to that required to produce the 14-MeV
neutrons. It is observed that the yield contribution of these
neutrons, resulting from the deuteron breakup in the structural
materials, is insignificant even at the highest deuteron beam
energies used in the present work.

The absolute efficiency of the γ -ray detector was calculated
from the source measurements mentioned in Sec. II. The
sources and the magnitudes of the uncertainties in the present
measurements are summarized in Table II.

IV. RESULTS AND DISCUSSION

The cross-section values for the five reactions on Ga and As
at twelve different neutron energies as measured in the present
work are given in the Table III. Figure 5 shows the measured
cross sections as a function of the incident neutron energy
from 7.5 to 15 MeV along with the results from statistical-
model calculations, the latest evaluations, and the data from
the literature. In this section we first discuss the experimental
results of the present work in the context of the data from the
literature and available evaluations. Thereafter we describe the
statistical-model calculations, first with a global parameter set
and then with possible parameter adjustments.

A. Comparison with data and evaluations from the literature

The cross-section results for the 69Ga(n, 2n)68Ga reaction
from the present work are consistently lower than the previ-
ously reported values by Rayburn [19], Bormann et al. [9],
and Pu et al. [8]. However, it is worth mentioning the different

TABLE III. Cross-section values for different reaction channels measured in the present work, at neutron energies from En = 7.5 to 15 MeV.

Neutron Cross section (mb)
energy 69Ga(n, 2n)68Ga 69Ga(n, p)69Znm 71Ga(n, p)71Znm 75As(n, 2n)74As 75As(n, p)75Ge
(MeV)

7.5 ± 0.2 9.3 ± 0.3 1.3 ± 0.1 5.6 ± 0.2
8.0 ± 0.1 10.5 ± 0.3 1.9 ± 0.1 8.3 ± 0.3
8.5 ± 0.2 12.8 ± 0.5 2.3 ± 0.2 9.8 ± 0.5
9.5 ± 0.1 16.1 ± 0.5 3.8 ± 0.2 11.8 ± 0.5

10.2 ± 0.1 18.7 ± 0.9 5.8 ± 0.6 14.7 ± 0.7
11.0 ± 0.1 6.9 ± 0.8 21.5 ± 1.2 7.4 ± 0.4 18.2 ± 1.0
11.5 ± 0.1 71.6 ± 3.5 23.3 ± 0.8 8.0 ± 0.5 209.3 ± 21.9 18.7 ± 0.8
12.5 ± 0.1 309.7 ± 10.5 26.9 ± 1.0 10.5 ± 0.4 534.6 ± 37.6 22.9 ± 0.9

13.25 ± 0.10 609.9 ± 19.1 28.8 ± 1.3 12.2 ± 0.7 845.0 ± 60.7 26.9 ± 0.9
14.0 ± 0.1 694.9 ± 22.3 29.0 ± 0.8 11.8 ± 0.4 896.5 ± 64.4 25.5 ± 1.3
14.5 ± 0.1 688.1 ± 21.6 29.1 ± 0.8 11.8 ± 0.4 969.7 ± 68.9 27.2 ± 1.5
15.0 ± 0.1 713.5 ± 22.4 30.0 ± 0.9 11.8 ± 0.4 918.6 ± 65.5 28.0 ± 1.3
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FIG. 5. (Color online) Reaction cross section as a function of incident neutron energy for the reactions studied in the present work. Each
plot also includes theoretical calculations using statistical model codes as well as the latest evaluations and the data from the literature.

experimental techniques adopted in prior measurements of
the 69Ga(n, 2n) cross sections and comparing them to the
present work. The measurements of Rayburn and Bormann
et al., both carried out in the 1960s before the advent of Ge
detectors, used the coincidence between annihilation 511-keV
γ rays in NaI(Tl) detectors to determine the cross sections.
In contrast, Pu et al. used an activation technique similar
to the one used in the present work and measured the
activated samples with high-resolution Ge detectors; however,
the monitor reaction used for flux estimation was 93Nb(n, 2n),
which is different from the Au and Al reactions used in
the present measurements, and there is no mention of any
breakup correction considered in determining the reaction
cross sections. The difference in the cross-section values might
stem from any of these factors. For the 69Ga(n, p)69Znm

reaction, the measured cross sections in the present work
are in good agreement with the results of Nesaraja et al. [2],
within the uncertainties quoted by the latter. The results from
Pu et al. [8] at a single energy are discrepant with respect
to the shape of the excitation function set by the present
measurements as well as those by Nesaraja et al.

As far as the 71Ga(n, p)71Znm reaction is concerned, the
cross-section values from the present measurements agree
with those of Nesaraja et al. [2], only with substantially lower
uncertainties than the latter. The present measurements also
agree well with the measurements of Pu et al. [8] and Molla
and Qaim [20] around 14 MeV while that of Vinitskaya et al.

[21] is somewhat low, though overlapping with the present
measurements within the quoted uncertainty.

The measured cross section of the 75As(n, 2n)74As reaction
from the present work is lower than the available data from
the literature at lower energies. At energies above 13 MeV the
present measurements agree well with those of Konno et al.
[5,6], but those by Prestwood and Bayhurst [22], Grochulski
et al. [23], and Birn and Qaim [4] are consistently higher
than the present measurements over the entire energy range.
The ENDF/B-VII.0 evaluations are in reasonable agreement
with the present measurements apart from the 15-MeV data
point. Interesting observations are made for the 75As(n, p)75Ge
reaction with respect to the data from the literature. The
present measurements show a continuously increasing cross
section for this reaction in the chosen energy range from 7.5 to
15 MeV, as illustrated in Fig. 5. The measured cross section
agrees well with the data from Birn and Qaim [4] below 13
MeV. However, above 13 MeV, the data from Birn and Qaim
[4], Konno et al. [5,6], and Bayhurst and Prestwood [24] show
a decrease in the cross section while the present measurement
and the results of Okumura [7] show a continuous increase.
The JENDL-3.3 evaluation has excellent overlap with the present
measurements below 13 MeV, but follows the decreasing trend
reported in most of the previous measurements at higher
energies. The latest JENDL-4.0 measurement [25], however,
has poor agreement with the present data and with the results
of Birn and Qaim [4] at lower energies and it approximately
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agrees with the previous measurements in the region from 13 to
15 MeV. In the present work, the reaction channels 75As(n, α)
and 71Ga(n, γ ) lead to the production of the same residual
nucleus 72Ga so that the measured cross section could not be
unambiguously ascribed to a particular channel.

B. Statistical-model calculations with default parameters

The statistical-model calculations, based on the Hauser-
Feshbach formalism, were carried out using two different
codes, TALYS-1.2 [18] and COH3 [26]. The results of these
calculations are plotted along with the experimental data in
Fig. 5. Before we discuss the results for the specific reactions,
we mention the salient features of the said calculations.

Initially, the calculations using TALYS-1.2 (hereinafter re-
ferred to as TALYS) and COH3 were carried out using the default
parameters of the codes and the results are plotted in Fig. 5.
The optical model potential (OMP) parameters in the TALYS

calculations are from the local and global parametrization of
Koning and Delaroche [18]. It is noted that TALYS resorts
to the global OMP parameter set in the absence of a local
one and this was the case for the proton OMP used in the
present calculations. However, for the neutron OMP, specific
(local) parameter sets exist in the TALYS database for the Ga
and As isotopes. The present measurements extend up to
a 15-MeV incident neutron energy and the preequilibrium
processes are expected to assume significance at energies
above 10 MeV. TALYS uses the exciton model based on
numerical transition rates with an energy-dependent matrix
element as the default choice for the preequilibrium reactions.
As far as the level-density input is concerned, the model
introduced by Gilbert and Cameron [27] is adopted as the
default option in TALYS. This model is a combination of the
constant-temperature model (CTM) at lower energies and the
Fermi-gas model (FGM) at the higher energies. A matching
temperature is computed within the program, below which
the CTM is applied and beyond which the FGM becomes
operational. For the γ -ray strength function, the Kopecky-Uhl
generalized Lorentzian is used for the E1 transitions and the
Brink-Axel Lorentzian is invoked [18] for all other transition
types. A similar set of nuclear models is also used in COH3 [26]
as the default choice. However, there are certain differences
in the parametrizations used by the two codes, for instance, in
the case of the preequilibrium models.

A common input file with all the aforementioned de-
fault options was used to calculate the 69Ga(n, 2n)68Ga and
69Ga(n, p)69Znm reaction cross sections. The results plotted
in Fig. 5 indicate reasonable agreement with the experimental
data for the 69Ga(n, 2n)68Ga reaction. It is noteworthy that
the calculated excitation function for the 69Ga(n, 2n) reaction
is closer to the present data compared to the values found in
the literature. However, for the much weaker 69Ga(n, p)69Znm

reaction channel, the calculated cross sections from TALYS

and COH3 codes, with their default parameters, substantially
underpredict the present measurements as well as the data
from the literature by as much as a factor of 2 at the highest
energies. At the lowest incident energies around 8 MeV, the
calculated excitation function overlaps well with the data, but
then assumes an unrealistically flat shape at higher energies.

Similarly, for the 71Ga(n, p)71Znm reaction, there is a large
discrepancy between the TALYS calculated excitation function
with both the present data and the data from the literature,
especially for energies above 8 MeV. The COH3 calculated
cross sections for this reaction roughly agree with the measured
values in the energy range 9–14 MeV. However, at lower
energies around 8 MeV and above 14 MeV, COH3 overpredicts
the 71Ga(n, p)71Znm cross sections with respect to the present
measurements.

The aforementioned discrepancies between the calculated
and the measured cross sections of the (n, p) channels can be
addressed as follows. The (n, p) channel is a weak channel
with only about 1% of the total reaction cross section.
Thus the cross-section predictions for this channel are very
sensitive to the small variations in the many parameters of
the statistical-model calculations. For instance, the proton
OMP parameters are not well determined around the Coulomb
barrier energies covered in the present measurements. The
uncertainties in the OMP parameters would thus affect the
cross-section predictions. Furthermore, the (n, p) channel is
known to have a significant preequilibrium contribution and
the uncertainties in the parametrization of the preequilibrium
models would significantly impact the results.

Similar features have been observed for the calculated cross
sections of the (n, 2n) and (n, p) reactions on 75As. The
calculated cross sections for the 75As(n, 2n) reaction comply
satisfactorily with the current data for all energies, except
at 15 MeV, where the present data point is lower (within
uncertainties) compared to the previous measurements. For
the (n, p) reaction channel, the TALYS results are in better
agreement with the present measurements and the previous
data, except for the near proton separation energies in the
75As(n, p) reaction. In contrast, the COH3 results for the same
reaction substantially overpredict the cross-section values for
all energies. As in the case of 69,71Ga(n, p) reactions, the
discrepancy for the 75As(n, p) channel also can be ascribed to
the uncertainties pertaining to the statistical-model parameters.
This is corroborated by the observations of Shibata et al. [25]
in JENDL-4.0 evaluations. It appears that the experimental
excitation function for the 75As(n, p) reaction near the thresh-
old cannot be reproduced by the standard parametrization in
the Hauser-Feshbach model codes. A possible solution is to
replace the proton global optical model potential with a locally
valid one for this mass region. However, such an exercise
needs to be justified by experimental endeavors aimed at
obtaining better optical model potentials near the Coulomb
barrier, although it would be experimentally challenging to
distinguish the nuclear interactions from Coulomb scattering.

C. Statistical-model calculations with adjusted parameters

In view of the large discrepancies between the measured
excitation function and that calculated from the statistical-
model codes TALYS and COH3, using default parameters
for the 69Ga(n, p)69Znm, 71Ga(n, p)71Znm, and 75As(n, p)
reactions, the corresponding calculations were revisited with
the objective of fitting the experimental data with an adjusted
but physically relevant parameter set. The motivation for such
adjustments is to identify the parameters that have a bigger
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TABLE IV. Default values and adjustments for the level-density parameters in the statistical-model calculations using TALYS and COH3.

Reaction Nucleus Default value Adjustments Adjustments

gν gπ a in COH3 in TALYS

gν gπ a gν gπ a

69Ga(n, 2n),(n, p) 69Zn 2.60 2.00 11.51 +30% +10%
69Ga 2.53 2.07 10.96 −30%
70Ga 2.60 2.07 10.11 −20% −10%

71Ga(n, p) 71Zn 2.73 2.00 12.40 −10% +30% +20%
75As(n, 2n),(n, p) 75As 2.80 2.20 12.82 +3% −15% +20% −15% +30%

75Ge 2.87 2.13 12.55 +10%
72Ga 2.73 2.07 11.48 +20%

impact on the calculations and to understand the physical
justification for the adjustments. At the same time, it was
also necessary to check on the impact of such adjustments
on the calculated excitation function of the dominating (n, 2n)
channel. There are many parameters involved in the statistical-
model calculations and it is an elaborate exercise to address
each of them within the scope of the present work. The OMP
and the level-density parameters, however, are of primary
significance and were individually adjusted to fit the data
acquired from the current measurements.

We first discuss the adjustments in the level-density param-
eters and the results obtained therefrom. Phenomenological
level densities are often expressed by the Gilbert-Cameron–
type level-density formula [27] or the back-shifted Fermi-gas
formula [28]. As already discussed in Sec. IV B, here we
apply the Gilbert-Cameron–type formula, which includes the
Fermi-gas model

ρG(Ex, J ) = 1

12σ
√

2

exp(2
√

aU )

a1/4U 5/4

2J + 1

2σ 2

× exp

(
− (J + 1/2)2

2σ 2

)
, (3)

with

U = Ex − 
 (4)

at higher excitation energies and the constant-temperature
model

ρT (Ex, J ) = 1

T
exp

(
Ex − E0

T

)
2J + 1

2σ 2

× exp

(
− (J + 1/2)2

2σ 2

)
(5)

at lower excitation energies, where a is the level-density
parameter, T is the nuclear temperature, E0 is the energy
shift, and σ 2 is the spin-cutoff factor. Equations (3) and (5)
are connected smoothly at a certain matching energy Em, with
the matching conditions ρG = ρT and dρG/dE = dρT /dE at
E = Em, so that T and E0 are determined automatically when
a and discrete level information are provided [29].

In addition, the single-particle state density parameters gπ

and gν , which represent, respectively, the spacing of the proton
and the neutron single-particle states near the Fermi energy,
can also be adjusted to fit the experimental data. By default,
gπ = Z/15, with Z the proton number, and gν = N/15, with N

the neutron number. In the model calculations using TALYS and
COH3, a, gπ , and gν were independently adjusted with respect
to the default values to fit the present data. However, because
of the difference in level-density parametrizations used in the
two codes, the magnitude of adjustments and the particular
nuclei (compound or residual) adjusted were different in
each.

The default values of the level-density parameters and the
adjustments adopted to fit the data, with TALYS as well as
COH3, are recorded in Table IV. The adjustments are, for some
cases, as high as 30%, probably reflecting the less-sensitive
nature of the level-density parameters to make an impact on the
results of the statistical-model calculations. The level-density
adjustments had to be applied to the residual nuclei of interest
as well as, in specific cases, to the target and the first compound
nucleus. The results of these calculations with adjusted-level-
density parameters are illustrated in Fig. 6.

For the 69Ga(n, p)69Znm reaction, the calculated excita-
tion functions with adjusted level densities are in excellent
agreement with the data from the present measurements
and the values found in the literature. This is significantly
improved from the poor overlap of the calculated exci-
tation function with default parameters and the measured
cross sections, illustrated in Fig. 5. These calculations, with
adjusted-level-density parameters in TALYS, affect the fitting
of the dominant 69Ga(n, 2n) channel as well, observed by
comparing Fig. 6 with Fig. 5. TALYS calculations with default
parameters agree well with the 69Ga(n, 2n) cross sections in the
(13–14)-MeV region, but overpredict the measured cross sec-
tion around 15 MeV by about 20%. The same calculations with
adjusted-level-density parameters show excellent agreement
with the present measurements around 15 MeV, but underes-
timate the cross section by about 20% in the (13–14)-MeV
region.

For the 71Ga(n, p)71Znm reaction, the calculated excitation
functions with adjusted level densities have different agree-
ment with the data in the cases of the TALYS and the COH3

calculations, as seen in Fig. 6. The adjusted-level-density
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FIG. 6. (Color online) Plot similar to Fig. 5 except that the TALYS and COH3 plots here were calculated by adjusting the level-density
parameters. Please refer to the text for individual parameter adjustments.

calculations in TALYS, for this reaction, yield excellent agree-
ment with the current measurements and the data from the
literature at all energies in the (7–15)-MeV range. This is
a distinct improvement over the TALYS calculated excitation
function of Fig. 5 (carried out with default parameters),
which largely underpredicts the measurements at all energies
above 9 MeV. However, COH3 calculations with level-density
adjustments for this reaction remain similar to the default
calculations, with an excitation function that agrees with the
data in the energy range from 10 to 13 MeV, but overpredicts
the measured cross sections from 7 to 10 MeV and above the
14-MeV region, as illustrated in Fig. 6.

For the reactions on 75As, the parameter adjustments were
more complicated in order to obtain a reasonable fit for all
the reaction channels. The resulting fit for the 75As(n, p) and
75As(n, 2n) reaction cross sections is illustrated in Fig. 6. As
far as the TALYS code is concerned, the difference from the
default calculations is marginal for the 75As reactions. The
overlap of the calculated excitation function with the measured
cross sections remains satisfactory for the 75As(n, 2n) reaction,
while the level-density adjustments could not compensate for
the overprediction of the code for the 75As(n, p) cross section
in the energy range from 7 to 10 MeV. The COH3 calculated
excitation function for the 75As(n, 2n) reaction, with adjusted
level densities, also remains largely similar to the default
calculations. However, the calculated excitation function of

the 75As(n, p) channel, using level-density adjustments, is in
substantially better agreement with the present data compared
to the calculations with default parameters. It is important
to stress that no adjustment in the realistic limits of the
statistical-model parameters could reproduce the decreasing
trend of the 75As(n, p) cross section beyond 13 MeV while
still fitting the increasing values in the (7–13)-MeV range.
Such an exercise can be cited to indicate the validity of the
present measurements, partly supported by the results from
Okumura [7], which show the same increasing trend above
13 MeV, but differ in the cross-section values with respect to
the current work.

The many adjustments in the level-density parameters
required to fit the data most likely indicate the less-sensitive
nature of these parameters in the statistical-model calculations.
An alternate procedure was adopted to fit the data from the
present work by tuning the OMP parameters only in the TALYS

code, which allows for such adjustments (see Fig. 7). It is
understood that OMP parameters are more fundamental in
the statistical calculations and might not be tuned for fitting
any specific reaction channel from a particular measurement.
Nevertheless, as already mentioned at the onset of this section,
the exercise was motivated by an impetus to investigate
the sensitivity of different parameters to the results of the
statistical calculations. Further justification to address the
OMP parameters in particular will not be discussed herein.
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FIG. 7. (Color online) Plot similar to Fig. 6 except that the TALYS plots here were calculated by adjusting the OMP parameters. Please refer
to the text for individual parameter adjustments. The COH3 plots are identical to those in Fig. 6. No significant improvement was found in the
TALYS calculated cross sections of 75As reactions by OMP adjustments and thus these reactions have not been included in the figure.

To fit the 69Ga(n, p)69Znm and 69Ga(n, 2n)68Ga data in
the TALYS code, the diffuseness parameter of the volume-
central potential for the proton OMP was reduced by 10%.
As mentioned before, in the absence of a local parameter
set for the OMP, TALYS uses the global parametrization of
Koning and Delaroche [18] by default, as is the case in
the present calculations for 69,71Ga and 75As, which do not
have a nucleus-specific local parameter set for the proton
OMP. According to the global parametrization, the diffuseness
parameter of the volume-central part in the proton OMP is
given by

aV = 0.6778 − 1.487 × 10−4A, (6)

where A is the mass number for the nucleus. Furthermore, for
the 69Ga reactions only, the preequilibrium model was changed
from the default exciton to the multistep direct, or compound,
model. Such adjustments in the preequilibrium model and the
diffuseness parameter lead to excellent agreement with the
experimental data, especially for the weaker (n, p) channel that
was significantly underpredicted in the default calculations.
The adjustments also lead to a reasonably satisfactory fitting
of the 69Ga(n, 2n)68Ga data from the present measurements.

Next, in the TALYS parameter set for fitting the
71Ga(n, p)71Znm reaction, the radius and the diffuseness
parameters of the volume-central part of the proton OMP were
each incremented by 10% with respect to the default value.
The global diffuseness parameter is described in Eq. (6) while
the global radius parameter for the volume-central part of the
proton OMP is given by

rV = 1.3039 − 0.4054A−1/3. (7)

The resulting excitation function for the 71Ga(n, p)71Znm reac-
tion is in satisfactory agreement with the present measurements
compared to the underrepresented cross sections in the default
calculations.

For the 75As reaction cross sections, no significant im-
provement was observed by OMP adjustments compared to
the previous fitting with default parameters or by tuning the

level-density parameters. Thus, no plot for the 75As reactions
has been explicitly included in Fig. 7.

It is difficult to justify the aforementioned adjustments
within the purview of the current work. As already noted, one
possible explanation could be based on the fact that the (n, p)
reaction channels are much weaker than the (n, 2n) channels.
Furthermore, at energies around the Coulomb barrier, the
global OMP parameters, at least for the protons, are not
well established and consequently a 10% adjustment can
be accepted as legitimate. The requirement for a different
preequilibrium model to fit the 69Ga(n, p) data is even more
obscure. It requires further investigation to see if this indicates
a dependence of the preequilibrium phenomena, and thus
the corresponding modeling, on the structural aspects of the
nucleus or if it is simply a consequence of the preequilibrium
parametrization in the TALYS code.

It is thus observed that while the calculated excitation
functions for the dominant (n, 2n) reaction channel are not
significantly affected by moderate parameter adjustments, the
impact on the weaker (n, p) channel is large. Furthermore, the
calculations appear to be more sensitive to the changes in OMP
parameters than the level-density adjustments carried out in
the present work. Experiments and phenomenological pursuits
are still needed for credible parametrizations, especially in the
charged-particle OMP, which would accurately describe the
weaker channels in conjunction with the dominant ones.

V. SUMMARY AND CONCLUSIONS

Cross-section measurements were carried out for neutron-
induced reactions on Ga and As isotopes in the energy range
from 7.5 to 15 MeV. Monoenergetic neutron beam, pure
samples, and high-resolution HPGe detectors were used to
restrict the uncertainties in the measurements. The cross-
section results were compared with the data from the literature
and were largely found to be in satisfactory compliance.
Statistical-model calculations were carried out based on the
Hauser-Feshbach formalism using different codes with default
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and adjusted parameter sets. The agreement of the calculated
excitation functions with the experimental data varies with
different reactions and parameter adjustments.

This work has contributed to the understanding of the
neutron-induced reactions on the individual Ga and As iso-
topes, which can be extrapolated to interpret the characteristics
of the GaAs semiconductor in high radiation environments.
This understanding can be applied to the issues pertaining
to national security, viz., nuclear forensics and the stockpile
stewardship program.
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