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We introduce a new framework of highly anisotropic hydrodynamics that includes dissipation effects.
Dissipation is defined by the form of the entropy source that depends on the pressure anisotropy and vanishes for
the isotropic fluid. With a simple ansatz for the entropy source obeying general physical requirements, we are
led to a nonlinear equation describing the time evolution of the anisotropy in purely longitudinal boost-invariant
systems. Matter that is initially highly anisotropic approaches naturally the regime of the perfect fluid. Thus,
the resulting evolution agrees with the expectations about the behavior of matter produced at the early stages of
relativistic heavy-ion collisions. The equilibration is identified with the processes of entropy production.
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I. INTRODUCTION

The experimental results obtained in the heavy-ion ex-
periments at the Relativistic Heavy-Ion Collider (RHIC), in
particular the large values of the elliptic flow, are most often
interpreted as evidence for a very fast equilibration of the
produced matter (presumably within a fraction of 1 fm/c) and
for its almost-perfect-fluid behavior [1–7].

The very fast equilibration is naturally explained within
a concept that the produced matter is a strongly coupled
quark-gluon plasma (sQGP) [8]. However, there exist other ex-
planations that assume that the plasma is weakly interacting. In
this case the plasma instabilities lead to the fast isotropization
of matter, which in turn helps to achieve the full equilibration
in a short time [9].

Recently, several explicit calculations have shown that
the large values of the elliptic flow and other soft-hadronic
observables may be successfully reproduced in the models
that do not assume very fast equilibration. For example, in
Ref. [10] the stage described by the perfect-fluid hydrody-
namics was preceded by the free streaming of partons (see
also Refs. [11,12]), while in Refs. [13,14] the authors assumed
that only transverse degrees of freedom are thermalized.
(Schematic scenarios describing the approach toward the
full equilibration were discussed in this context in Refs.
[15,16].) Such results indicate that the assumption of the fast
equilibration or isotropization might be relaxed.

It should also be emphasized that the concept of practically
instantaneous equilibration seems to contradict the results of
the microscopic models of heavy-ion collisions. Such models
typically use the concepts of color strings or color flux tubes.
The system produced by strings is highly anisotropic; the
pressure in the direction transverse to the collision axis is
usually much larger than the longitudinal pressure.1
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1As usual, the longitudinal direction is defined by the direction of

the beam.

A similar situation takes place in the color glass condensate
(CGC) approach, where the distribution functions are far
away from the equilibrium ones. In this case the longitudinal
momentum distribution is much narrower than the transverse
one and is described by the Dirac delta function δ(p‖) at
z = 0 [17,18]. This approximation is often used in descriptions
of the initial stage in nucleus-nucleus collisions (for example,
see Ref. [19]).

In view of the problems connected to the equilibration
and isotropization of the plasma, it is useful to develop
and analyze the models that can be used to describe locally
anisotropic systems. In this paper we introduce the framework
of highly anisotropic hydrodynamics that takes into account
dissipation effects. The dissipation is defined by the form
of the entropy source. The latter depends on the pressure
anisotropy and vanishes for the isotropic fluid. The proposed
model has a structure that is very much similar to the
perfect-fluid hydrodynamics. The main two differences are
related to (i) the possibility that the longitudinal and transverse
pressures are different and (ii) the possibility of entropy
production. By relaxing the assumption about the isentropic
flow, we generalize our previous formulations of anisotropic
(magneto)hydrodynamics presented in Refs. [20,21].

It is important to note that the deviations from equilib-
rium are naturally described in the framework of viscous
(Israel-Stewart) hydrodynamics. However, the region of the
applicability of viscous hydrodynamics extends to the systems
that are close to equilibrium. This is reflected in the dependence
of the transport coefficients on the equilibrium variables
such as temperature or chemical potentials. Thus, the viscous
corrections are applicable for the intermediate, locally almost-
equilibrated stage (for a recent review, see Ref. [22]).

In our opinion, the use of viscous hydrodynamics in
the description of the very early stages of collisions (as in
Ref. [23]) may be inadequate: the strong reduction of the
initial longitudinal pressure leads to significant deviations from
equilibrium. On the other hand, the kinetic models that are the
most suitable for describing the systems out of equilibrium
are very complicated and difficult to deal with. Therefore,
there is a place for effective models that can describe the
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early nonequilibrium dynamics together with the transition to
the perfect-fluid regime. Our formulation of the anisotropic
hydrodynamics follows this direction.

Within our approach, a simple ansatz for the entropy source
leads to a nonlinear equation describing the time evolution
of the anisotropy in the purely longitudinal boost-invariant
systems. The nonlinearity implies that a possible strong initial
anisotropy is eliminated. The resulting evolution of the system
agrees with the expectations about the behavior of matter
produced at the early stages of relativistic heavy-ion collisions.
In particular, the equilibration of the system is connected to
the processes of entropy production.

Although our numerical results are presented for the
simple one-dimensional system, the proposed formalism is
general and may be applied to more complicated 2 + 1 and
3 + 1 situations (in a similar way as for the perfect-fluid
hydrodynamics). In addition, different forms of the entropy
source inspired by different microscopic mechanisms may be
analyzed. In our further studies we want to explore such rich
possibilities.

Below we assume that particles (partons) are massless, and
we use the following definitions for rapidity and space-time
rapidity:

y = 1

2
ln

Ep + p‖
Ep − p‖

, η = 1

2
ln

t + z

t − z
, (1)

which come from the standard parametrization of the four-
momentum and space-time coordinate of a particle,

pµ = (Ep, p⊥, p‖) = (p⊥ cosh y, p⊥, p⊥ sinh y),
(2)

xµ = (t, x⊥, z) = (τ cosh η, x⊥, τ sinh η).

Here the quantity p⊥ is the transverse momentum,

p⊥ =
√

p2
x + p2

y, (3)

and τ is the (longitudinal) proper time,

τ =
√

t2 − z2. (4)

Throughout this paper we use the natural units where c = 1
and h̄ = 1.

II. ANISOTROPIC HYDRODYNAMICS
WITH DISSIPATION

A. Energy-momentum tensor and entropy flux

Our approach is based on the following form of the energy-
momentum tensor:

T µν = (ε + P⊥) UµUν − P⊥ gµν − (P⊥ − P‖)V µV ν,

(5)

where ε, P⊥, and P‖ are the energy density, transverse pressure,
and longitudinal pressure, respectively. In the special case of
the isotropic fluid, where P⊥ = P‖ = P , we recover the form
of the energy-momentum tensor of the perfect-fluid hydrody-
namics. The four-vector Uµ describes the hydrodynamic flow,

Uµ = γ (1, v), γ = (1 − v2)−1/2, (6)

while V µ defines the direction of the longitudinal axis that
plays a special role due to the initial geometry of the
collision. The four-vectors Uµ and V µ satisfy the following
normalization conditions:

U 2 = 1, V 2 = −1, U · V = 0. (7)

In the local rest frame (LRF) of the fluid element we have
Uµ = (1, 0, 0, 0). In the same reference frame the four-vector
V µ that satisfies Eqs. (7) and defines the longitudinal direction
has the form V µ = (0, 0, 0, 1). The forms of Uµ and V µ in
other reference systems are obtained with the Lorentz boosts.

In LRF the energy-momentum tensor has the diagonal
structure

T µν =

⎛
⎜⎜⎜⎝

ε 0 0 0

0 P⊥ 0 0

0 0 P⊥ 0

0 0 0 P‖

⎞
⎟⎟⎟⎠ . (8)

Hence, as expected, the formula (5) allows for different
pressures in the longitudinal and transverse directions.

In addition to the energy-momentum tensor (5), we intro-
duce the entropy flux

σµ = σUµ, (9)

where σ is the entropy density. We assume that ε and σ

are functions of P⊥ and P‖. In particular, since we consider
massless partons here, the condition T µ

µ = 0 gives

ε = 2P⊥ + P‖. (10)

We note that the form of the energy-momentum tensor (5)
resembles the form used in relativistic magnetohydrodynamics
[24,25]. In that case the anisotropy is induced by the presence
of the magnetic field. At the early stages of heavy-ion collisions
we have a similar situation: there exist strong color magnetic
and electric longitudinal fields (glasma following CGC [26])
which polarize the medium. The explicit inclusion of the fields
should be one of the first tasks of generalizing the presented
framework. The first steps in this direction were made in
Ref. [21].

B. Evolution equations

The dynamics of the system is governed by the equations
expressing the energy-momentum conservation and the en-
tropy growth (the second law of thermodynamics),

∂µT µν = 0, (11)

∂µσµ = 	. (12)

Here the function 	 describes the entropy source. The form
of 	 must be treated as the assumption defining the dynamics
of the anisotropic fluid. In addition to the condition 	 � 0,
it is natural to assume that 	 = 0 for P⊥ = P‖. In this way,
in the case where the two pressures are equal, we recover the
structure of the perfect-fluid hydrodynamics. We note that 	 is
the internal source of the entropy, i.e., 	 describes the entropy
growth due to the equilibration of pressures in the system.

In the following we shall treat 	 as a function of P⊥ and
P‖. In this way, Eqs. (11) and (12) form a closed system of
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five equations for five unknown functions: three components
of the fluid velocity, P⊥, and P‖. The projections of Eq. (11)
on Uν and Vν gives

Uµ∂µε = −(ε + P⊥)∂µUµ + (P⊥ − P‖)UνV
µ∂µV ν, (13)

V µ∂µP‖ = −(P‖ − P⊥)∂µV µ + (ε + P⊥)VνU
µ∂µUν. (14)

C. Anisotropic momentum distribution

In our previous paper [21] we showed that the structure
(5)–(9) follows from the following form of the distribution
function:

f = f

(
p⊥
λ⊥

,
|p‖|
λ‖

)
. (15)

Here the two parameters λ⊥ and λ‖ may be interpreted as
the transverse and longitudinal temperatures. The form (15) is
valid in the local rest frame of the fluid where Uµ = (1, 0, 0, 0)
and V µ = (0, 0, 0, 1). The explicitly covariant form of the
distribution function (15) has the form

f = f

(√
(p · U )2 − (p · V )2

λ⊥
,
|p · V |

λ‖

)
. (16)

In this paper we consider the exponential distribution
function, which, in the local rest frame, has the form

f = g0 exp

⎛
⎝−

√√√√p2
⊥

λ2
⊥

+ p2
‖

λ2
‖

⎞
⎠ . (17)

Equation (17) may be regarded as the generalization of the
Boltzmann equilibrium distribution, where λ⊥ = λ‖ = T . The
parameter g0 is the degeneracy factor connected to internal
quantum numbers. Keeping in mind the fact that the initially
produced matter consists mainly of gluons, we obtain

g0 = 16. (18)

Using the covariant form of Eq. (17) in the definition of the
energy-momentum tensor,

T µν =
∫

d3p

(2π )3 Ep

pµpνf, (19)

and in the definition of the entropy flux,2

σµ =
∫

d3p

(2π )3

pµ

Ep

f

[
1 − ln

(
f

g0

)]
, (20)

we obtain Eqs. (5) and (9).
The energy density, transverse pressure, longitudinal pres-

sure, and entropy density are obtained from the following
integrals:

ε =
∫

d3p

(2π )3
Ep f

(
p⊥
λ⊥

,
|p‖|
λ‖

)
, (21)

P⊥ =
∫

d3p

(2π )3

p2
⊥

2Ep

f

(
p⊥
λ⊥

,
|p‖|
λ‖

)
, (22)

2Formula (20) assumes the classical Boltzmann statistics. It may be
generalized to the case of bosons or fermions in the standard way.

P‖ =
∫

d3p

(2π )3

p2
‖

Ep

f

(
p⊥
λ⊥

,
|p‖|
λ‖

)
, (23)

σ =
∫

d3p

(2π )3
f

[
1 − ln

(
f

g0

)]
. (24)

D. Pressure anisotropy

Equations (21)–(24) allow us to express all thermodynamic
quantities3 in terms of λ⊥ and λ‖. Thus, instead of P⊥ and
P‖, we may switch to λ⊥ and λ‖. It turns out, however, that
the most useful two independent parameters are the entropy
density σ and the variable x, defined by the expression

x =
(

λ⊥
λ‖

)2

. (25)

Treating σ and x as the two independent thermodynamic
variables (instead of P⊥ and P‖ or instead of λ⊥ and λ‖),
we obtain the following compact expressions:

ε =
(

π2σ

4g0

)4/3

R(x), (26)

P⊥ =
(

π2σ

4g0

)4/3 [
R(x)

3
+ xR′(x)

]
, (27)

P‖ =
(

π2σ

4g0

)4/3 [
R(x)

3
− 2xR′(x)

]
, (28)

where the function R(x) is defined by the formula (Ref. [21])4

R(x) = 3 g0 x− 1
3

2π2

[
1 + x arctan

√
x − 1√

x − 1

]
. (29)

The symbol R′(x) denotes the derivative of R(x) with respect
to x. For x = 1 we find R′(x) = 0 and, as expected, P⊥ = P‖.
The x dependence of the function R(x) and its derivative R′(x)
is shown in Fig. 1.

In Fig. 2 we show the ratio of the longitudinal and transverse
pressure plotted as a function of x (solid line). The P‖/P⊥ ratio
is determined by the x dependence of the function R(x) and
its derivative. To a good approximation, one finds

P‖
P⊥

≈ x−3/4. (30)

Thus, x may be treated as the direct measure of the pressure
anisotropy. We note that realistic initial conditions in heavy-ion
collisions give P‖/P⊥ � 1, which corresponds to x � 1.

3We continue to call ε, P⊥, P‖, and σ the thermodynamic quantities,
although, strictly speaking, these quantities do not refer to the
equilibrium state. Similarly, we call λ⊥ and λ‖ the transverse and
longitudinal temperatures. The reason for this terminology is the
close similarity to the equilibrium variables.

4Note that for x � 1 the function (arctan
√

x − 1)/
√

x − 1 should
be replaced by (arctanh

√
1 − x)/

√
1 − x.
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FIG. 1. (Color online) The x dependence of the function R(x)
and its derivative R′(x).

III. PURELY LONGITUDINAL
BOOST-INVARIANT MOTION

A. Implementation of boost invariance

For purely longitudinal and boost-invariant motion we may
write

Uµ = (cosh η, 0, 0, sinh η), (31)

and

V µ = (sinh η, 0, 0, cosh η). (32)

The boost-invariant character of Eq. (16) is immediately seen
if we write the explicit expression for p · U and p · V ,

p · U = p⊥ cosh(y − η), p · V = p⊥ sinh(y − η). (33)

We also obtain

Uµ∂µ = ∂

∂τ
, V µ∂µ = ∂

τ∂η
, (34)

P

P

R x 3 2 x R’ x

R x 3 x R’ x
x 3 4

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0

2

4

6

8

10

x

FIG. 2. (Color online) The x dependence of the ratio of the lon-
gitudinal and transverse pressures (solid line) and its approximation
with the function x−3/4 (thick dashed line).

which leads to

Uµ∂µUν = 0, τV µ∂µV ν = Uν, ∂µV µ = 0. (35)

We note that the boost invariance requires that all scalar
quantities such as ε, PT , or PL do not depend on space-time
rapidity η.

B. Boost-invariant equations of motion

In the considered case, the energy-momentum conservation
law (13) is reduced to

dε

dτ
= −ε + P‖

τ
, (36)

while the entropy conservation yields

dσ

σdτ
+ 1

τ
= 	

σ
. (37)

Equation (14) is automatically fulfilled if the thermodynamic
variables do not depend on η.

By changing to the x variable we may rewrite Eq. (36) in
the form

R′(x)

(
dx

dτ
− 2x

τ

)
= −4

3
R(x)

(
dσ

σdτ
+ 1

τ

)
. (38)

Before we proceed further with the analysis of the dissipative
flow where 	 > 0, it is useful to consider the nondissipative
flow where 	 = 0. In this case, from Eq. (37) we recover
the Bjorken solution σ = σ0τ0/τ , and the right-hand side of
Eq. (38) vanishes. This implies that either x = 1 [in which
case, R′(1) = 0] or x = x0τ

2/τ 2
0 (in which case, dx/dτ =

2x/τ ). The parameters σ0, τ0, and x0 are arbitrary constants
here. The case x = 1 corresponds to the standard, perfect-fluid
hydrodynamics. The case where x = x0τ

2/τ 2
0 was examined

in Refs. [20,21].

C. Ansatz for �

Equations (37) and (38) may be solved only if the
dependence of the function 	 on the variables σ and x is
given. The functional form 	(σ, x) must be delivered as the
external input for our calculations.

One possible simple ansatz for 	 that has correct
dimensions and satisfies the conditions that 	 � 0 and
	(σ, x = 1) = 0 has the form5

	 = (λ⊥ − λ‖)2

λ⊥ λ‖

σ

τeq
= (1 − √

x)2

√
x

σ

τeq
. (39)

Here τeq is a time-scale parameter. The natural feature of
(39) is the fact that 	 is proportional to σ ; hence, Eq. (39)
does not destroy the scale invariance of the perfect-fluid
hydrodynamics, which allows for multiplication of σ in the
evolution equations by an arbitrary constant. Moreover, 	

defined by (39) stays constant if λ⊥ and λ‖ are interchanged.

5In Secs. III C and III D we show that near equilibrium, i.e., for |x −
1| � 1, our ansatz is consistent with the recent Martinez-Strickland
model [27] and Israel-Stewart theory.
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Substituting Eq. (39) in Eq. (38) leads to the ordinary
differential equation for x only,

dx

dτ
= 2x

τ
− 4H (x)

3τeq
, (40)

where we have defined

H (x) = R(x)

R′(x)

(1 − √
x)2

√
x

. (41)

D. Results

We solve Eq. (40) numerically with the initial condition
x = x0 set at τ = τ0 = 0.2 fm. The results of the microscopic
models suggest that P‖ � P⊥ at the early stages of the
collisions; thus, we first consider the case x0 = 100. For
completeness, at the end of this section we also show the
results obtained with x0 = 0.01. The time evolution is studied
in the time interval 0.2 fm � τ � 10 fm.

In Fig. 3 we show the time dependence of various physical
quantities obtained with x0 = 100 for three different choices
of the relaxation time: τeq = 0.25 fm (solid line), τeq = 0.5 fm
(dashed line), and τeq = 1.0 fm (dotted line).

Figure 3(a) shows the time dependence of the asymmetry
parameter x. We observe a fast change of x in the initial stages
of the evolution. Such changes, depending on τeq, are caused
mainly by the fact that H (x) behaves like 6x3/2 for large values
of x. Hence, large initial values of x also imply large (but
negative) values of the derivative dx/dτ at τ = τ0. We discuss
this behavior in greater detail in Appendix A.

The behavior shown in Fig. 3(a) also indicates that x ≈ 1
for τ � 2τeq. This is a desired effect, showing that the system
approaches the local equilibrium state. The way x approaches
unity is described in more detail in Appendix B, where the
approximate analytic solution is presented.

In Fig. 3(b) we compare the time evolution of the entropy
density obtained from Eq. (38) with the Bjorken solution

σBj = σ0τ0

τ
. (42)

Here σ0 is the initial value of the entropy density. We note that
the specific value of σ0 is irrelevant for our analysis since the
entropy equation is invariant with respect to the multiplication
of σ by an arbitrary constant.

The amount of the entropy produced in the regime described
by the anisotropic hydrodynamics depends, in our case, on the
relaxation time. For τeq = 0.25, 0.5, and 1.0 fm the entropy
increases by about 70%, 85%, and 105%, respectively. For
τ � τeq the ratio (στ )/(σ0τ0) saturates, indicating that the
flow attains the form of the Bjorken flow. This behavior shows
again that our framework may be used to model the transition
between the highly anisotropic initial behavior and the perfect-
fluid stage.

In Fig. 3(c) we show the time dependence of the ratio
of the longitudinal and transverse pressure. Again, we show
three different time evolutions corresponding to three different
relaxation times. For τ � τeq the ratio approaches unity, and
the two pressures become equal.

0.2 0.5 1.0 2.0 5.0 10.0
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(a)

(b)

(c)
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τ
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0 2 4 6 8 10
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1.2

1.4
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σ
0

τ 0
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0.0

0.2

0.4

0.6

0.8

1.0

τ fm

P
P

FIG. 3. (Color online) (a) The time dependence of the asymmetry
parameter x for three different choices of the relaxation time: τeq =
0.25 fm (solid line), τeq = 0.5 fm (dashed line), and τeq = 1.0 fm
(dotted line). (b) Entropy density divided by the corresponding values
obtained in the Bjorken model. (c) Ratio of the longitudinal and
transverse pressures shown as a function of the proper time. All
results are obtained with the initial asymmetry x0 = 100.

Figure 4 shows the same time evolutions as Fig. 3 but with
the initial condition x0 = 0.01. Our main remark here is that
the dynamics of the system governed by Eqs. (38) and (37)
again leads to the equilibration of the system. The entropy
production in the anisotropic phase is similar to the previous
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FIG. 4. (Color online) The same as in Fig. 3 except for the initial
condition x(τ0) = x0 = 0.01.

case. Interestingly, the time dependence of x and P‖/P⊥ is not
monotonic in this case, but still P⊥ ≈ P‖ for sufficiently large
evolution times.

IV. CONCLUSIONS

In this paper we have introduced the framework of highly
anisotropic hydrodynamics with strong dissipation. The effects
of the dissipation are introduced by the special form of the
internal entropy source. The source depends on the pressure

anisotropy and vanishes for the isotropic systems to guarantee
that the perfect-fluid behavior is reproduced for the locally
equilibrated system.

With a simple ansatz for the entropy source satisfying
general physical requirements, we have obtained a nonlinear
equation describing the time evolution of the anisotropy
parameter x. The nonlinearity causes the initial large (or
small) anisotropy parameter to approach asymptotically unity.
The rate at which the equilibrium is reached depends on
the relaxation-time parameter τeq. We think that with a
suitable chosen value for τeq, our approach may be useful
for modeling the fast equilibration of matter expected in
heavy-ion collisions. In particular, it offers an attractive option
for modeling the continuous equilibration of pressures.

The dynamics of anisotropic fluid determines the changes
of the microscopic distribution function f (x, p). Thus, various
calculations done so far for the systems in equilibrium may be
repeated for the nonequilibrium case. In this way, the effects
of the nonisotropic dynamics may be analyzed and, more
importantly, verified in a very straightforward way.

Our numerical results have been presented for a simple one-
dimensional system. Nevertheless, the proposed formalism is
general and may be applied to more complicated 2 + 1 and
3 + 1 situations. In addition, different forms of the entropy
source inspired by different microscopic mechanisms may be
analyzed. In this context, it is interesting to search for the
hints coming from the AdS/CFT (Anti-de Sitter/Conformal
Field Theory) correspondence. In our future studies we want
to explore such rich possibilities.

ACKNOWLEDGMENT

This work was supported in part by the Polish Ministry
of Science and Higher Education under Grants No. N N202
263438 and No. N N202 288638.

APPENDIX A: ANALYTIC SOLUTIONS FOR x � 1

For vary large arguments, H (x) may be approximated by

H (x) ≈ 6x3/2; (A1)

see Fig. 5(a). This leads to

dx

dτ
= 2x

τ
− 8x3/2

τeq
, (A2)

which has the following analytic solution:

x = τ 2
eqτ

2[
2
(
τ 2 − τ 2

0

) + τeqτx
−1/2
0

]2 . (A3)

We note that large initial values of x imply very large negative
values of the derivative dx/dτ since directly from Eq. (A2)
one finds

dx

dτ

∣∣∣∣
τ=τ0

= 2x0

τ0
− 8x

3/2
0

τeq
. (A4)
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FIG. 5. (Color online) Function H (x) and its approximations in
the regions (a) x � 1 and (b) |x − 1| � 1.

APPENDIX B: ANALYTIC SOLUTIONS FOR |x − 1| � 1

In the region |x − 1| � 1 we may use the following
approximation [see Fig. 5(b)]:

H (x) ≈ 45

16
(x − 1) + 195

112
(x − 1)2 + · · · . (B1)

If x is close to 1, we take the first term in the series and obtain

dx

dτ
= 2x

τ
− 15

4τeq
(x − 1). (B2)

The solution of this equation has the form

x = τ 2

τ 2
eq

exp

(
− 15τ

4τeq

)[
Aτ 2

eq + 225

16
Ei

(
15τ

4τeq

)]
− 15τ

4τeq
,

(B3)

where Ei(x) is the exponential integral function and A is an
arbitrary integration constant. Using the asymptotic expansion
of Ei(x) for x � 1,

Ei

(
15τ

4τeq

)
≈ exp

(
15τ

4τeq

) (
4τeq

15τ
+ 16τ 2

eq

225τ 2
+ · · ·

)
, (B4)

one obtains

lim
t�τeq

x(t) = 1. (B5)

Similar, but much more involved, calculations may be done
for the case where the second term in series (B1) is included.

APPENDIX C: COMPARISON TO THE
MARTINEZ-STRICKLAND MODEL

The original formulation of our model was followed by
the work of Martinez and Strickland [27], where similar ideas
were studied in the context of the Boltzmann equation with the
collision term treated in the relaxation-time approximation. It
is interesting to show that the two approaches agree for small
deviations from equilibrium (for boost-invariant systems). In
the following, it is useful to introduce the variable

ξ = x − 1. (C1)

Equation (19) from Ref. [27] connects ξ and phard:

1

1 + ξ

dξ

dτ
− 2

τ
− 6

phard

dphard

dτ
= 2[1 − R3/4(ξ )

√
1 + ξ ].

(C2)

Here phard defines the average momentum in the parton
distribution function, and

R(ξ ) = 1

2

[
1

1 + ξ
+ arctan

√
ξ√

ξ

]
. (C3)

For |ξ | � 1 we expand R(ξ ) around zero. Keeping the leading
terms in ξ , one obtains from (C2)

1

1 + ξ

dξ

dτ
− 2

τ
− 6

phard

dphard

dτ
= −ξ 2

15
. (C4)

In order to match this result with our approach, we relate
the nonequilibrium entropy density σ to phard [27],

σ = Ap3
hardx

−1/2. (C5)

Here A is an irrelevant constant. Inserting Eq. (C5) into
Eq. (C4), we find

dσ

σdτ
+ 1

τ
= 

ξ 2

30
. (C6)

In our approach, Eq. (37) with the ansatz (39) gives

dσ

σdτ
+ 1

τ
= ξ 2

4τeq
; (C7)

thus, the two approaches are consistent if we set

 = 15

2τeq
. (C8)

One may also check that condition (C8) guarantees that the
equations for the time evolution of the anisotropy parameter
x = 1 + ξ are the same in the two approaches. For more
details, see Ref. [28].
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APPENDIX D: COMPARISON TO THE
ISRAEL-STEWART THEORY

Martinez and Strickland have shown that their approach
is equivalent to the Israel-Stewart theory if deviations from
the equilibrium are small [27]. Since we have shown that our
approach is equivalent to the Martinez-Strickland model for
|ξ | � 1, we may immediately conclude that our approach
is consistent with the Israel-Stewart theory in this limit.
The explicit arguments are the following: If the longitudinal
motion dominates, the longitudinal and transverse pressures
may be expressed by the formulas P⊥ = Peq + �/2, P‖ =
Peq − �, where Peq = εeq/3 = ε/3. The expansion for small ξ
gives

�

εeq
= 2x

R′(x)

R(x)
≈ 8

45
ξ. (D1)

If we differentiate Eq. (D1) with respect to the proper time,
we obtain

45

8

(
d�

εdτ
− �

ε2

dε

dτ

)
= dξ

dτ
. (D2)

Combining Eqs. (D2) and (B2), one finds, in the leading order
in ξ ,

d�

dτ
= − �

τπ

+ 4η

3τπτ
, (D3)

where


2
= 1

τπ

, τπ = 5η

T σeq
. (D4)

Here η is the shear viscosity, T is the temperature, and σeq

is the equilibrium entropy density. Equation (D3) is the (1 +
1)-dimensional second-order viscous hydrodynamic equation
for �. The entropy growth in the Israel-Stewart theory is given
by the expression (Ref. [29])

∂µσµ = 3�2

4ηT
. (D5)

Substituting Eqs. (D1) and (D4) into Eq. (D5), we obtain

∂µσµ = σeq
ξ 2

30
, (D6)

which is consistent with our main ansatz for the en-
tropy production if deviations from equilibrium are small,
|ξ | � 1.
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