PHYSICAL REVIEW C 80, 055804 (2009)

High-precision (p,?) reaction measurement to determine *Ne(«, p)*'Na reaction rates
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x-ray bursts are identified as thermonuclear explosions in the outer atmosphere of accreting neutron stars. The
thermonuclear runaway is fueled by the ap process that describes a sequence of («, p) reactions triggered by
the '*Ne(a, p)*!' Na breakout reaction from the hot CNO cycles. We studied the level structure of the compound
nucleus Mg by measuring the 2*Mg(p,t)**Mg reaction at the Grand Raiden spectrometer at Research Center
for Nuclear Physics, Osaka. A large number of «-unbound states was identified and precise excitation energies
were determined. Based on shell model and «-cluster model calculations we predict the level parameters for
determining the stellar reaction rate of '®Ne(a, p)*'Na for a wide temperature range. x-ray burst simulations have
been performed to study the impact of the reaction on the x-ray burst luminosity.
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I. INTRODUCTION

x-ray bursts belong to the most fascinating of astrophysical
phenomena. The x-ray burst is characterized by a repeated
sudden increase of x-ray emission within only a few seconds
to a total energy output of about 10*" ergs. The recurrence
time for single bursts can range from hours to days. These
bursts are explained in the framework of the thermonuclear
flash model as thermonuclear explosions in the atmosphere of
an accreting neutron star in a close binary system [1,2]. When
critical values for density and temperature are reached in the
neutron star atmosphere, the freshly accreted hydrogen and
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helium ignites the hot, 8-limited CNO cycles (HCNO) [3,4].
With the ignition of the triple-« process, fresh CNO catalyzing
material is produced causing an increase in temperature
[3]. When a critical temperature is reached, breakout from
the hot CNO cycles occurs via o-capture processes on the
HCNO waiting point nuclei 'O and '®Ne feeding the rp
process [5-7]. The '*O(a, p)'"F reaction is often erroneously
labeled as a CNO breakout reaction but it only transfers
material from the first hot CNO cycle to the second one,
to be subsequently redistributed toward '>O by the reaction
sequence '"F(p, )8 Ne(Bv)'®F(p, a)'3O. The reaction rates
of both breakout reactions are critical for the ignition and the
fueling of the rp process. In both cases, the reaction rates
have not been experimentally determined and carry significant
uncertainties. This translates directly into uncertainties for the
model predictions of x-ray bursts [7-11].

The reaction rates for 150(05,)/)19Ne and 18Ne(oz,p)lea
are dominated by resonance contributions. Direct capture
contributions are negligible [12,13]. The uncertainties are
mainly caused by the errors in the excitation energies and
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the strengths wy of the resonance contributions. Recent
indirect measurements of the level parameters of '°Ne strongly
reduced the uncertainties in the critical resonance parameters
and therefore of the reaction rate of 150(05,)/)19Ne [14-16].
A direct measurement to verify this reaction rate remains
important but requires higher '>O beam currents than presently
available [17].

The uncertainty in the '®Ne(a,p)?'Na reaction rate is
considerable. The first estimate of the rate was made a
decade ago [13] and was based on rather limited experimental
data of the level structure of the compound nucleus Mg
above the o threshold at 8.14 MeV. Comparison with the
mirror nucleus ?>Ne indicates a rather high level density. This
suggests that a statistical approach might be justified for a first
estimate. However, a capture on '8Ne selectively populates
natural-parity states and the resonance density will be smaller
than the level density in a statistical-model approach. A wide
range of experiments were performed to selectively populate
a-unbound natural-parity states in ?Mg. The preferred method
was using transfer reactions such as 12C(16O,6He)22Mg [18],
ZMg(*He,’He)*>Mg [19], and **Mg(*He,’He)**Mg [20] to
determine the excitation energies of possible resonance states
with an experimental uncertainty of 20 keV. This uncertainty
can introduce significant errors in the calculated stellar rates.
Complementary to these indirect studies of resonance states,
radioactive beam experiments were performed at the Louvain
la Neuve radioactive beam facility to probe directly the
resonance strengths [21,22]. In these two experiments seven
[21] and eight [22] resonance states at excitation energies
above 10 MeV were identified with accuracies of 50 and
140 keV, respectively. However, the low '®Ne beam intensities
limited the direct measurements to these few high-energy
resonances.

Based on all these experimental data, first estimates have
been made for the reaction rate by using Eq. (1),

Na(00) s o (KT 2 Y (wy); x exp (—,f—T> M

where E; is the resonance energy in the center-of-mass
system and (wy); is the resonance strength of the contributing
compound nucleus state 7,

Ji + 1) r,xT
(wy)i = L, (2
2 ([Te+T,+Ty)
where J; is the resonance spin and Iy, I',, and I'), the «,

proton, and y partial widths, respectively. These estimates,
however, still carry large uncertainties.

We have performed an independent measurement of the
24Mg( p,t)**Mg reaction at the RCNP facility in Osaka, Japan,
to investigate the level structure in *?Mg with improved
accuracy. In this work we have used the high-resolution Grand
Raiden spectrometer at RCNP [23] to measure energy levels
up to 13 MeV with a resolution of 13 keV. Several levels
were seen for the first time with errors significantly better
than 10 keV (except for states with low statistics). Above
10 MeV excitation energy the uncertainties are of the order
of 10 keV. The improved accuracies of the excitation energies
for levels above the o threshold were used to calculate rates
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of the '8Ne(a, p)?!'Na reaction with smaller uncertainties than
previously possible. The partial widths for the resonance states
were estimated based on shell-model calculations for single-
particle and «-cluster structures in the A = 22 system. The
shell-model calculations were complemented with «-cluster
model calculations in the framework of the semimicroscopic
algebraic cluster model (SACM) [24,25] to determine the
overall a-cluster strength distribution above the « threshold.
The astrophysical implications of these stellar rates are
discussed and compared to previous calculations.

II. EXPERIMENTAL SETUP

To identify resonance levels in 22Mg, the **Mg(p,t)**Mg
reaction was measured using the high-resolution spectrometer
Grand Raiden (GR) at the Research Center for Nuclear Physics
(RCNP) of Osaka University. A 98.7-MeV proton beam from
the ring cyclotron was transported via the “fully dispersion-
matched” WS beam line [26] to the target chamber in front
of the spectrometer. The new WS beam line is designed [27]
to fulfill all required matching conditions: focus condition,
lateral-dispersion matching, and angular-dispersion matching.
By using this unique method, the spectral resolution is not
limited by the energy spread of the beam but can be as good as
the resolving power of the spectrometer. In our experiment,
the resolution was mainly limited by the target thickness,
i.e., the energy-loss difference between protons and tritons
in the target. The thickness of 0.82 mg/cm? of the >*Mg target
was a compromise between the best possible resolution and a
sufficient count rate. We achieved an unprecedented resolution
of 13 keV (FWHM) for a (p,t) experiment with a proton beam
of about 100 MeV incident energy.

The 2*Mg target with an isotopic enrichment of 99.6%
was self-supporting but contained '>’C and '°O impurities.
For the identification and subtraction of events from these
contaminants, a 1-mg/cm? thick '>C target and a 1-mg/cm?
thick Mylar target were used. Due to the strongly negative Q
value for the 2*Mg(p,t)*’Mg reaction and the high enrichment
of the >*Mg target other impurities are strongly suppressed.
No such peaks were observed in the low-energy region of the
spectrum and, therefore, we assume that all peaks at higher
excitation energies correspond to levels in 2*Mg.

The outgoing tritons were momentum analyzed by the GR
spectrometer with a very high momentum resolving power
p/Ap = 37000 [23]. The detector system consisted of two
multi-wire drift chambers (MWDC) that are sensitive in the
horizontal and vertical directions, followed by three plastic
scintillators for timing and particle-identification purposes. To
accurately reconstruct the scattering angles at and near 0°, the
overfocus mode [28] was employed. The angle calibration
measurements were performed with a multihole aperture
(sieve-slit) at the entrance of the spectrometer.

III. EXPERIMENTAL RESULTS

Energy levels in Mg were measured up to an excitation
energy of about 13 MeV. Grand Raiden has a momentum
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FIG. 1. The measured >*Mg(p,t)**Mg spectra at 8° and 98.7 MeV
incident proton energy are shown at three magnetic-field settings, B1,
B2, and B3.

acceptance of 5% [23]. This is too small to cover the excitation
energy range of interest with one magnetic-field setting.
Therefore, experiments were performed at three different
magnetic-field settings, B1, B2, and B3, chosen so that
there were overlapping portions of the spectra, as can be
seen in Fig. 1. This allows for accurate calibration at high
excitation energies. Well-known states of natural parity at
lower excitation energies were used to calibrate the focal
plane.

Measurements were performed at three different spectrom-
eter angles, —0.3°, 8°, and 17° to help with the identification
of impurity lines by their kinematic shift. We subtracted the
10C and 'O impurity lines that were measured using carbon
and Mylar targets. The intensity of these impurity lines were
normalized to the separated '°C and '*O ground-state lines
that can be seen in the >>Mg spectrum in Fig. 2.

A more detailed description of experimental conditions and
procedures can be found in the Ph.D. thesis of A. Matic [29].

A. Reference data

Before presenting our results, we need to discuss a discrep-
ancy between the data published by Seweryniak et al. [30] and
Bateman et al. [31] and summarized in an earlier compilation
of Endt [32] (see Table I). The levels indicated with the
superscript “a” are from Endt and were used by Bateman
et al. for their calibration. Differences exist between the
following values of Refs. [30] and [31] [4.4020(3)—4.3998(42),
5.7110(10)-5.7139(12)], although the first two values agree
within the error bars. It is important to mention that Bateman
et al. used only two previously known 2’2Mg levels, at 5.0370
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FIG. 2. The spectrum of the *Mg(p,t)*?Mg reaction measured at
98.7 MeV incident energy and the magnetic-field setting B1 is shown.
Excited states used in the calibration are marked by their excitation
energies in MeV.

TABLE 1. Energy levels of Mg from the literature
used in the present analysis (ground state = g.s.). Data
from Seweryniak et al. [30] are compared with those from
Bateman et al. [31] and Caggiano et al. [19]. All energies
are given in MeV.

Ref. [30] Ref. [31] Ref. [31]° Ref. [19]
g.8.* - - g.s.?
1.24718(3)* - - 1.2463%
3.30821(6)* - - 3.3082¢
4.4020(3)* 4.3998(42) 4.4013(42) 4.4009*
5.0354(5)* 5.0370(14)* 5.0362(14) 5.033(7)
5.0893(8) 5.0897(17) 5.0887(17) 5.094(6)
5.2931(14) 5.2957(16) 5.2939(16) 5.301(4)
5.2960(4) - - -
5.4524(4) 5.4543(16) 5.4519(16) 5451(5)
5.7110(10)* 5.7139(12)* 5.7106(12) 5.7139*
- 5.9619(25) 5.9577(25) -
- 6.0458(30) 6.041(3) 6.051(4)
- 6.2464(51) 6.241(5) 6.246(4)
6.2542(3) 6.2464(51) 6.241(5) 6.246(4)
- 6.3226(60) 6.3170(60) 6.329(6)
- 6.613(7) 6.606(7) 6.616(4)
- 6.787(14) 6.780(14) 6.771(5)

*Levels with an asterisk were used in the present calibration.
*Level energies indicated with superscript a were used by
Bateman et al. and Caggiano et al. in their calibration.
®The superscript b indicates corrected values as explained
in Sec. IIT A.
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and 5.7139 MeV, for the calibration of their (p,t) spectra. But
the 5.7139-MeV level is in discrepancy with the corresponding
level listed in Ref. [30] and the 5.037-MeV level has an
error three times larger than the corresponding level listed
in Ref. [30]. We corrected the excitation-energy calibration of
Bateman et al. by using a simple linear function. The corrected
excitation energies are shown in the third column of Table I.
The new calibration gives a better agreement between the
excitation energies of Bateman et al. and Seweryniak et al.
These excitation energies will be compared with our results
rather than those from Ref. [31].

B. Fits of the spectra

The peak positions were determined by using two different
methods. The natural level widths of states below the proton-
emission threshold of 5.5042 MeV are much smaller than the
instrumental width. Therefore, we used the measured peak
shape of the first 27" state to fit the low-lying levels with the
peak positions and the heights as free parameters. The levels
above the proton-emission threshold were fitted including the
widths of the peaks to accommodate the natural width that
increases above the proton threshold. No background was
assumed for low excitation energies. For excitation energies
higher than 7 MeV we adopted a constant background.

When using detectors where the particle energies are
measured by statistical processes the peak shapes can usually
be fitted well by symmetrical Gaussian functions. Because the
transmission through a spectrometer can include higher-order
aberrations of the ion optics, the peak shapes are typically
asymmetric. This can be seen most clearly in the large peaks of
the spectra above the proton threshold shown below where the
peaks are asymmetric with noticeable tails. Therefore, our fit
functions consist of a combination of a Gaussian function with
high and low energy exponential tails. The fitting parameters
were obtained empirically by fitting the well separated peaks at
1.247MeV, 5.711 MeV, and 7.2183 MeV for the corresponding
excitation energy regions. All peak fits are dominated by the
Gaussian component of the peak and, therefore, we have taken
the center of the Gaussian component as the peak position.
To test the error this introduces in the calibration of the
excitation energies, we have compared these positions with
positions obtained from fits using a pure Gaussian function.
The differences were at most 0.6 keV. Because this is smaller
than other errors in the energy calibration this error was
neglected. For details of the fitting procedure including the
exact functions and examples of fitted peaks, see Ref. [29].

C. Calibration

The best possible energy calibration is important for the
accuracy of the stellar rate calculations. For this reason it is
described here in some detail. The focal-plane position of
magnetic spectrometers like GR has in first order a linear
relation to the momentum p of the analyzed ion with a
small quadratic term that was included in the calibration
function. This calibration function is determined using the
well-known ground-state masses of the target nuclei and the
excitation energies of the lowest-lying states. The stability
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of the spectrometer dipole field B was monitored over the
duration of a measurement of a spectrum with a NMR probe
and was always constant within a precision of better than
AB/B = 1073, This does not contribute to the error of the
calibration. However, if the spectrometer magnetic field is
changed, e.g., to measure the higher-excitation-energy region,
the precision of the calibration is lost due to “differential
hysteresis” of the magnetic field, despite the fact that the
NMR probe allows us to measure the field in one location to
a precision of AB/B = 107>, “Differential hysteresis” means
that the magnetic field of a large dipole magnet does not scale
in all locations linearly as measured by the NMR probe to
this precision when the magnetic field is changed. Therefore,
when changing the magnetic field to measure higher excitation
energies, we have measured spectra with an overlap of several
peaks to be able to determine the scaling factor more precisely.
The precision of the calibration also depends on the stability of
the cyclotron beam. The momentum distribution of the beam
was measured and minimized using a faint achromatic beam
line tune and the spectrometer [33]. The flat top RF cavity
was used to minimize the momentum width of the beam.
Short-term stability of the beam over several hours is well
maintained, but gradual beam-energy shifts of the order of a
few tens of keV are observed in direct correlation with the
cooling water temperature that was, for this reason, constantly
monitored. The shift in beam energy can readily be seen in
the spectrum as shift of the peaks with time. The data were
analyzed in time segments of the order of 1 h and then shifted
to line up the larger peaks to compensate for this effect. The
resulting corrected spectra were then calibrated. The absolute
beam energy was determined to be 98.7 MeV £0.1 MeV
by eliminating differences due to kinematic effects for the
calibrations of the target and the carbon and oxygen impurities.
This energy uncertainty of the incident beam energy causes an
error of less than 0.1 keV in the calibration of the excitation
energies. To achieve the best possible resolution for the (p,?)
spectra, software corrections were performed as outlined by
Yosoi [34] to compensate for kinematic effects and optical
aberrations. The experiment was performed in overfocus mode
to achieve good angular resolution for GR at 0° and sieve-slit
measurements [28] were made to calibrate target coordinates
as a function of focal-plane coordinates. To eliminate residual
effects of kinematics and optical aberrations we made cuts on
the horizontal angle —0.6° < 6, < 0.4° and the vertical angle
—1.5° < ¢y < 1.5°.

For the momentum calibration of the outgoing tritons, we
used the new high-precision y-spectrometry data of Ref. [30]
studied via '>C('2C,2ny)**Mg. In the calibration, we used the
ground state and five strongly populated natural-parity states
indicated by an asterisk in the second column of Table I and
by their excitation energies in Fig. 2. The ground states of '°C
and '*O from target impurities are also labeled in the figure.

IV. ADOPTED ENERGY LEVELS

In the following we will discuss the measured level energies
and compare them with previous results. The levels below
the proton threshold are well known and are used for the
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TABLE II. Excitation energies and adopted spin parities of the states below 5.711 MeV in 22Mg including the
states used in our energy calibration (ground state = g.s.).

J™*  Present work Ref. [30] Ref. [31] Ref. [19] Ref. [38] Ref. [18] Adopted
(p,b) 2C(2C,2n)**Mg(y) (p,1) (PHe,He)  (PHe,n) (1°0,°He) present
(0 g.s.* g.s. - g.s.b g.s. g.sb g.s.
2+ 1.24718* 1.24718(3) - 1.2463° 1.244(32) 1.2463° 1.24718(3)
4+ 3.30821* 3.30821(6) - 3.3082° 3.269(50) 3.3082° 3.30821(6)
2+ 4.4020* 4.4020(3) 4.4013(42) 4.4009° 4.378(35) 4.408(12)°  4.4020(29)
2+ 5.0354* 5.0354(5) 5.0362(14)  5.033(7) 5.032(30) 5.029(12)°>  5.0346(5)
1te (5.092(5)) 5.0893(8) 5.0887(17)  5.094(6) 5.130(35) - 5.0893(8)
4t 5.2947(23) 5.2931(14) 5.2939(16)  5.301(4) 5.286(30) 5.272(9) 5.2938(10)
2-¢ - 5.2960(4) - - - - 5.2960(4)
3tc 5.454(4) 5.4524(4) 5.4519(16)  5.451(5) 5.433(25) - 5.4524(4)
2+ 5.7110* 5.7110(10) 5.7106(12) 5.7139° 5.699(20) 5.711(13)>  5.7101(5)

*An asterisk indicates levels from Ref. [30] used in our calibration.
*Spin-partity values J” in the first column are from compilation Ref. [35] except where labeled superscript c.
"Level energies used for calibration in previous articles. Data in the fourth column are the corrected data of Bateman

et al. [31] as explained in the text. All energies are in MeV.

“More recently determined by Seweryniak et al. Ref. [30].

momentum calibration of the spectrometer. Subsequently, we
will discuss the levels between the proton and « thresholds
where our high resolution allowed to clarify several uncer-
tainties and to identify new levels. The focus of this study
is on levels above the o threshold that will be discussed
in the context of possible resonances in Mg that play a
role in the '®Ne(a, p)?!'Na reaction. The level parameters will
be presented in measured spectra (Figs. 3—6), level schemes
(Figs. 7-10), and Tables (Tables II-V). To avoid repetition,
we summarize here notations and procedures that are used in
these figures and tables. Energy levels marked by an asterisk
are used in our calibration. Level parameters in parentheses
are tentative assignments. ‘“Present energies” are the results of
our measurements. “Adopted level” parameters are used in our
rate calculations and are derived using our excitation energies
and parameters from the literature. Where measurements
were performed at several angles (—0.3°, 8°, and 17°) we
identified levels only when they were observed at least at
two different angles. The excitation energy of a level was
determined at the angle where this level was strongly excited
and clearly separated. For each peak, the excitation energy
in MeV is shown in the spectrum at the specific angle where
it was determined. Dashed levels in level schemes are not
seen or resolved in our measurements but were identified
in previous experiments. The ?>Mg spin-parity assignments
without parentheses are taken from previous experiments [35].
For highly excited states spin parities are mostly unknown.
In these cases we have made assignments on the basis of
comparisons with the mirror nucleus ?>Ne. For the ?’Ne levels
where spin-parity values are not known experimentally we
used predictions of shell-model calculations given in Ref. [36].
This was done by associating low-lying theoretical levels with
experimentally measured positive-parity levels and continuing
this procedure for levels with excitation energies up to 13 MeV.
To emphasize that these mirror assignments of spin parities
in 2>Mg are assumptions for the purpose of rate calculations
they are shown within brackets. The shell-model excitation

energies and spin parities for the A = 22 mirror system are
presented at the right-hand sides in Figs. 8-10 and are marked
by the label T. Solid arrows in the level schemes indicate the
mirror assignments between 2>Mg and 2’Ne levels for which
spin-parity values are already known. Dashed arrows mean
that the spin parities in 2?Mg are not known but were assigned
the values of the corresponding levels in >’Ne for the purpose
of this study.

A. Levels below the proton-emission threshold

In Fig. 3, spectra measured at —0.3°, 8°, and 17° are shown
with the six calibration levels indicated by an asterisk. In
addition to the calibration levels whose excitation energies
are taken from Ref. [30], we observed two weakly excited
levels at 5.2947(23) MeV and 5.454(4) MeV. We also observed
at —0.3° a weakly excited state at 5.092(5) MeV that was
previously observed [19,30,31,38]. The possible 2?Mg mirror
assignments for states below the proton-emission threshold are
given in Fig. 7. Table II shows an excellent agreement between
our measured excitation energies and all previous results. The
total errors of the excitation energies of the present 2?Mg level
are the sums of the statistical errors due to the peak positions
and a systematic error that consists of the quadratic sum due
to the reaction angle errors and the systematic mass errors.

B. Levels between the proton-emission and
a-emission thresholds

The high resolution of about 13 keV in the present
experiment allowed us to resolve previously unresolved levels
and to clarify existing ambiguities. In Fig. 4 we show three
triton spectra taken at spectrometer angles of —0.3°, 8°,
and 17° covering the excitation range between the proton-
emission threshold at 5.5 MeV and the «-emission threshold
at 8.14 MeV in 2?Mg. In Fig. 11, the multiplet of four states
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TABLE IV. Excitation energies, spins, and parities of levels in the region (8.14—10.5 MeV) above the a-emission threshold in *Mg.
Superscript T refers to theoretical values from shell-model calculations, Ref. [36].

Jr Present Ref. [19] Ref. [18] Ref. [20] Ref. [41] Adopted
mirror (p,t) a (1°0,°He) (*He,°He) (*'Na,p) present®
2] 8.1803(17) 8.229(20) 8.203(23) 8.197(10) 8.17(19) 8.1812(16)
2] 8.383(13) 8.394(21) 8.396(15) 8.380(10) 8.31(20) 8.385(7)
[37] 8.5193(21) 8.487(36) 8.547(18)¢ 8.512(10) 8.51(20) 8.5193(20)
[4+1" 8.572(6) 8.598(20) - - - 8.574(6)
[0+]7 8.6575(17) - 8.613(20) (8.644(18))! 8.61(21) 8.6572(17)
[47] 8.743(14) - - - - 8.743(14)
[17] 8.7845(23) 8.789(20) 8.754(15) 8.771(9) — 8.7832(22)
[2%] 8.9331(29) - 8.925(19) 8.921(9) - 8.9318(27)
[17]¢ 9.082(7) - 9.066(18) (9.029(20))¢ - 9.080(7)
[4+1" 9.157(4) — (9.172(23)) 9.154(10) — 9.157(4)
[6+1" - - (9.248(20)) - - 9.248(20)
2T 9.315(14) - 9.329(26) (9.378(22))¢ - 9.318(12)
[37] 9.492(13) — (9.452(21)) — 9.482(11)
[27] 9.546(15) - 9.533(24) 9.542(12) - 9.542(9)
[6+1” - - 9.638(21) 9.640(10) - 9.640(9)
(0] (9.70(5)) - 9.712(21) - - 9.709(19)
[2+] 9.7516(27) - - 9.746(10) - 9.7516(27)
[07] 9.861(6) - 9.827(44) 9.853(11) - 9.860(5)
[17] - — 9.924(28) 9.953(13) — 9.948(12)
[2+] 10.087(15) - 10.078(24) (10.128(20))? - 10.085(13)
[37] (10.168(9)) - 10.190(29) - - 10.170(8)
2] 10.2717(17) — 10.297(25) 10.260(10) — 10.2715(17)
[4+1" 10.430(19) - 10.429(26) (10.389(20))¢ - 10.429(13)

425Mg(*He,’He)**Mg reaction.
®Weighted average.

“Possible unresolved doublet of the levels at 8.5193(21) MeV and 8.572(6) MeV; not included in the averaging of values.
dThe energies of these levels differ significantly from those measured in the present experiment and Ref. [18], except for the level at
8.644 MeV that has a tentative assignment in Ref. [20]; these levels are not included in the weighted average.

“Negative parity, in this case we assume 1.

between 7.027 and 7.079 MeV is shown in an expanded view
of the spectrum at 8°. Possible >’Ne mirror assignments for
these states are shown in Fig. 8.

The 2*Mg excitation energies deduced from the present
measurement between the proton-emission and «-emission
thresholds are listed in column 3 of Table III and compared to
previous experimental results.

A level measured in the energy region of 5.8-6.1 MeV
was identified as 0% state in earlier studies on the basis
of measured L = 0 angular distributions [38,42,43]. Chen
et al. [18] pointed out that the large uncertainty of the deduced
excitation energies suggests that there may be two unresolved
levels. With a resolution of 13 keV we clearly separate two
strongly excited states at 5.9538(8) and 6.0362(8) MeV that
were not resolved in these earlier studies where resolutions
were at best 100 keV. The strongly forward-peaked angular
distributions of the earlier studies suggest that one of these two
states has a spin parity of 0T, but it is uncertain which one.
The 0" assignment of the compilations [32,35] is, therefore,
in question. We measured spectra at only three angles, but this
is sufficient to determine that the angular momentum L of the
state at 5.9538 MeV is L = 0. This can be seen from Fig. 12
and a comparison with the measured angular distribution of

the ground state (g.s.) with known spin parity of 0. We
also show the results of distorted-wave Born approximation
(DWBA) calculations as dotted curves in the figure. The
calculations are normalized to the measured cross sections
at 0° to account for the spectroscopic factor. Details of the
DWBA calculation can be found in Ref. [29]. The data as well
as the DWBA calculations show that the L = 0 transitions
have the typical strong maximum at 0° with a deep minimum
around the center-of-mass scattering angle of 20° in our case.
The L =2 transition also has a maximum at 0°, but the
minimum is less pronounced. The L = 3 transitions are rather
flat in the measured angle range while the L = 4 transition
has a maximum around 20°. These diffractional patterns
are less pronounced in the DWBA calculations compared
to the data. While the general features of the diffractional
patterns of the measured and calculated angular distributions
are similar, the quantitative agreement seems insufficient to
allow unambiguous spin assignments. This is the reason why
our 0T spin assignment of the 5.954-MeV state is based on the
comparison with the ground state with known 0 spin parity.
This and also the fact that there is no known low-lying 3~
state for comparison are the reasons why we cannot make a
clear determination of the spin parities of the states at 6.036
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TABLE V. Excitation energies, spins, and parities of levels in the region above 10.5 MeV. Superscript 7' indicates theoretical values
from shell-model calculations, Ref. [36]. Excitation energies within parentheses indicate tentatively identified levels.

J7 Present Ref. [18] Ref. [21] Ref. [22] Ref. [20] Adopted
mirror (p.t) (1°0,°He) ('8Ne,p) ('8Ne,p) (“*He,°He) present?
[3+1" - 10.570(25) (10.580(50)) 10.55(14) - 10.572(23)
[37] 10.667(19) 10.660(28) - 10.66(14) 10.627(20) 10.651(13)
2] 10.768(21) 10.750(31) - - 10.776(20) 10.768(13)
[4+1" 10.881(15) 10.844(38) (10.820(60)) 10.86(14) - 10.873(14)
8] - - 10.910(50) 10.92(14) (10.915(20)) 10.914(19)°
[01] 10.999(15) 10.980(31) 10.990(50) 11.01(14) (11.015(20)) 11.001(11)°
[6,7] - - (11.050(50)) - - 11.050(50)
[77] - 11.135(40) 11.130(50) - (11.118(20)) 11.122(17)°
(641" - - - - (11.231(20)) 11.231(20)°
[4+1" 11.317(27) - - - 11.313(20) 11.315(16)
[27] 11.499(17) - - - - 11.499(17)
[17] 11.603(16) - - - 11.581(20) 11.595(12)
[07] 11.76(3) - - - (11.742(20)) 11.747(17)°
[01] 11.937(17) - - - 11.881(20) 11.914(13)
[17] - - - - (12.003(20)) 12.003(20)°
[37] 12.220(30) - - - (12.169(20)) 12.185(17)°
[27] 12.474(26) - - - - 12.474(26)
[37] 12.665(17) - - - - 12.665(17)
[07] (13.01(5)) - - - - (13.01(5))
*Weighted average.

"Here we included the tentatively determined levels from Ref. [20].

and 6.226 MeV as can be seen from the figure where both
states are shown together with DWBA calculations for L = 3
and L = 4. Also a comparison with the angular distribution

24 22
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FIG. 3. These >*Mg(p,t)*?Mg spectra show the low-lying states.
They were taken at 98.7 MeV incident energy and at spectrometer
angles —0.3°, 8°, and 17°. The calibration lines are marked by an
asterisk.

of the known 4 state at 3.308 MeV is inconclusive. It should
also be noted that a 61 state was reported at 6.254 MeV just
28 keV above the one at 6.226 MeV. Despite our 13-keV
resolution this state is not observed in our spectra although we
cannot exclude a small contribution to the peak at 6.226 MeV.
During the editing process of this article a study was published
by Chae et al. [44] claiming that they observe a 0% level at
6.045 MeV. This clearly contradicts our data shown in Figs. 4
and 12. Possible reasons for this discrepancy may be the fact
that in the study of Chae et al. the resolution is not sufficient
to resolve the levels at 5.954 and 6.036 MeV. They also
use a single state at 6.045 MeV in their energy calibration
that is in fact a doublet. Moreover, the measurement was
done at center-of-mass scattering angles larger than about 20°
where the differences of the L = 0 and L = 3 are less distinct
compared to the forward angles. Their x? is smaller for the
L = 0 than the L = 3 or L = 4 assignment; however, it is not
demonstrated that this difference is sufficient to determine the
spin, e.g., by applying this method to states of well-known
spins.

The assignments of earlier studies of 0T for the level at
5.9538 MeV may have been uncertain because this level
was not resolved from the state at 6.036 MeV. However,
we clearly resolve these states and can determine that the
state at 5.9538 MeV has a spin parity of O as we show
in Table III. For the 6.0362-MeV state as well as for those
states where no previous spin-parity values are known we show
spin-parity assumptions [in brackets] on the basis of the mirror
assignments in Fig. 8. In Table VI where we summarize the
spin parities that enter our rate calculations, we show the spin
parities of both states at 5.9538 and 6.0362 MeV in brackets to
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FIG. 4. The 2*Mg spectra measured above the proton-emission
threshold. All '2C(p,t)!°C and '®O(p,t)'*O contaminant peaks have
been subtracted. The determined excitation energies for >>Mg are
listed in the third column of Table III. For an expanded view of the
multipet of the four states between 7.027 and 7.079 MeV, see Fig. 11.
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FIG. 5. The *Mg spectra above the a-emission threshold. The
energy for each peak is marked in the specific spectrum, where it was
determined at —0.3°, 8°, or 17°. All >C(p,)'°C and '°O(p,n)'*O
contaminant peaks were subtracted. The excitation energies deter-
mined for 2Mg are listed in the second column of Table IV.
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FIG. 6. The >*Mg(p,t)*?Mg spectrum above 10.5 MeV, measured
at the scattering angle of 17°. The excitation energies determined for
22Mg are listed in the second column of Table V.

indicate that these are assumptions, namely [0"] for the former
and [37] for the latter state.

Bateman e al. [31] measured a peak at 6.241 MeV (see
Table I) with a relatively large width of 26 + 6 keV. They
suggested that it consisted of a doublet. This conjecture was
confirmed by Seweryniak er al. [30] when they resolved
the doublet by measuring a 67 state at 6.254 MeV. In the
present (p,t) experiment we observed only one level at the
lower excitation energy of 6.2261(10) MeV with a width of
13 keV corresponding to the energy resolution of the present
experiment. This level probably corresponds to the >*Ne 4+
state at 6.346 MeV.

We confirmed the existence of a doublet at 6.587(10) MeV
and 6.611(11) MeV resolved by Ref. [40] by measuring levels
at6.578(7) MeV and 6.602(9) MeV. Due to our high resolution,
we resolved four closely spaced levels at 7.027(9) MeV,
7.045(7) MeV, 7.060(7) MeV, and 7.079(8) MeV for the first
time. These four levels are probably the analog states to the
closely spaced levels above 7.343 MeV in ?’Ne. In addition, we
observed new states at 7.338(13) MeV and 7.9206(15) MeV.

A recent proton scattering experiment by He et al. [41]
used inverse kinematics 'H(*'Na,p)*'Na with a radioactive
2INa beam to provide additional information in this excitation
range in >*Mg. Their R-matrix analysis identified a number
of levels at the same excitation energies were we also see
levels within the experimental uncertainties. However, the
spin and parity assignments of He er al. [41] are not unique
as can be seen from Table III. Our spin-parity assumptions,
shown in Table VI, based on mirror assignments are con-
sistent with their values except for the states at 6.876 and
7.389 MeV.
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TABLE VI. Summary of levels included in the calculations of the reactions rates with theoretically and experimentally obtained S, values
of 22Ne for states with spins smaller than 5 (ground state = g.s.). Superscript 7' indicates theoretical value from shell-model calculations,
Ref. [36].

E. (®Mg) J* E. (**Ne) E, (**Ne) S So? S.P Sy° S Average S,
adopted adopted  Ref. [35] Ref. [45] Ref. [46] Ref. [47] - -
- - - SACM model SACM model '"#O(°Li,d) '"O('Lit) '"O(°Li,d) B0(a,y) -
g.s. 0" g.s. g.s. 0.067 0.067 0.079 - - 0.071
1.24718(3) 2+ 1.275 1.275 0.051 0.021 0.018 - - 0.030
3.30821(6) 4+ 3.358 4.250 0.024 0.007 - - - 0.016
4.4020(29) 2+ 4.456 4.455 0.000 0.006 - - - 0.003
5.0346(5) 2+ 5.363 5.622 0.026 0.002 - - - 0.014
5.2938(10) 4+ 5.524 7.430 0.004 0.002 - - - 0.003
5.7101(5) 2+ 6.120 - - - - - - -
5.9542(6) [01] 6.234 6.216 0.124 0.058 0.354 - - 0.179
6.0371(8) [37] 5.910 6.897 0.024 0.002 0.043 - - 0.023
6.2261(10) [47] 6.347 - - 0.004 - - - 0.004
6.580(6) [17] 6.691 4.772 0.067 - 0.213 - - 0.140
6.605(7) 2+ 6.819 6.810 0.011 - 0.085 - - 0.048
6.7690(12) [17] 6.900 - - - - - - -
6.8762(12) [17] 7.051 5.960 0.011 - 0.170 - - 0.091
7.045(7) [47] 7.343 - - - - - - -
7.060(7) [37] 7.406 - - - 0.028 - - 0.028
7.079(8) [17] 7.491 - - - 0.213 - - 0.213
7.2176(9) 0" 7.341 7.408 0.510 0.050 0.510 - - 0.357
7.338(13) [27] 7.643 7.491 0.108 0.020 - - - 0.064
7.384(7) [37] 7.722 - - - - - - -
7.6012(27) [27] 7.923 - - - 0.028 - - 0.028
7.7420(19) [47] 8.076 8.597 0.065 - - - - 0.065
7.9206(14) [27] 8.134 8.683 0.476 - 0.368 - - 0.422
8.0051(13) [37] 8.376 8.085 0.060 - 0.028 - - 0.044
8.1812(16) [27] 8.489 - - - 0.567 0.001 - 0.284
8.385(7) [27] 8.596 - - - 0.567 0.082 - 0.325
8.5193(20) [37] 8.740 - - - - 0.004 - 0.004
8.574(6) [4+17 8.855 9.785 0.060 - - - - 0.060
8.6572(17) [0+17 8.899 - - - - - - -
8.743(14) [47] 8.976 - - - - 0.022 - 0.022
8.7832(22) [17] 9.097 - - - - - - -
8.9318(27) [2%] 9.229 - - - - - - -
9.080(7) [n-1r 9.324 - - - - - - -
9.157(4) (4417 9.508 10.466 0.078 - - - - 0.078
9.318(12) 2+ 9.625 - - - - - - -
9.482(11) [37] 9.725 - - - - 0.018 0.011¢ 0.015
9.542(9) [27] 9.842 - - - - 0.029 0.027¢ 0.028
9.709(19) [07] 10.066 - - - - 0.145 0.150¢ 0.148
9.7516(27) [27] 10.137 - - - - - 0.019¢ 0.019
9.860(5) [07] 10.283 - - - - - 0.019¢ 0.019
10.085(13) [27] 10.297 - - - - - 0.050° 0.050
10.2715(17) 2+ 10.551 - - - - - -
10.429(13) (4417 10.749 - - - - - -
10.651(13) [37] 10.857 - - - - - 3.0x 107°F  3.0x 107
10.768(13) [27] 11.064 - - - - - -
10.873(14) [0+1” 11.194 - - - - - 1.0x 107°f 1.0 x107°°
11.001(11) [4+17 11.271 - - - - - 2.0x107°F  2.0x 107
11.315(16) 4417 11.577 - - - - - -
11.499(17) [27] 11.708 - - - - - - -
11.595(12) [17] 11.896 14.844 0.054 - - - - 0.054
11.747(17) [07] 12.071 - - - - - - -
11.914(13) [07] 12.218 - - - - - - -
12.003(20) [17] 12.280 - - - - - 0.2078 0.207
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TABLE VI. (Continued.)

E. (*Mg) J E, (¥*Ne) E, (¥*Ne) S Se? Sa? A S Average S,
adopted adopted  Ref. [35] Ref. [45] Ref. [46] Ref. [47] - -

- - - SACM model SACM model '"O(°Li,d) O(Lit) 'BO(C°Lid) '80O(x,y) -
12.185(17) [37] 12.390 12.969 0.150 - - - 0.210¢ 0.180
12.474(26) [2%] 12.643 - - - - - - -
12.665(17) [37] 12.862 - - - - - 0.120¢ 0.120
(13.010(50)) [o+1” 13.274 - - - - - - -

*Normalized to g.s. 0" calculated in the SACM model.
"Normalized to 7.341 MeV 0% calculated in the SACM model.
°Normalized on 10.066 MeV 0* from Ref. [48].

g, factors taken from Ref. [48].

¢S, factors taken from Ref. [49].

fS, factors taken from Ref. [50].

S, factors taken from Ref. [37].

present j adopted
(p,H) energy
(MeV) (MeV) 5.641 3+
5.523 (4+)
5.454(4) 5.452 3+ 5.363 2+
5.296 2— 5.331 1+
5.294723) |~ T5.29384+ 5.146 2—
_(5.09265) | | _ _5.08931+ _
50354 —}—— 5.0354 2+
4.4020* qq0202+ | - 4.456 2+
3.358 4+
3.3082* 330824+ | —
1.2472% L4722+ | o 1.2752+
g.8.* gs. 0 gs. 0t
22 22
Mg Ne

FIG. 7. The Mg mirror assignments for states below the proton-
emission threshold are shown. The Mg spin-parity assignments
are taken from previous experiments [30,35] as shown in detail in
Table II. The spin-parity values of the mirror nucleus ?’Ne are taken
from Ref. [35].

C. Levels above the a-emission threshold

We will first discuss levels between the «-emission thresh-
old and 10.5 MeV and then levels above 10.5 MeV.

1. Levels between the o-emission threshold and 10.5 MeV

The Mg levels above the a-emission threshold are
important for the '8Ne(a, p)*'Na reaction above 0.8 GK. The
triton spectra measured at spectrometer angles —0.3°, 8°, and
17° in the excitation-energy range between 8.14 and 10.5 MeV
are shown Fig. 5. The mirror spin-parity assignments that we
used for the Mg levels in this excitation-energy range are
shown in Fig. 9. Because of the lack of positive-parity levels
in Ref. [36] the 9.324-MeV level in 2’Ne is assigned to have
17~ spin parity. The excitation energies given in parentheses
are tentative. These spin-parity assignments shown for the
adopted levels were used in reaction-rate calculations. Table IV
shows the present results together with the results from
previous experiments [18-20,41]. The last column lists the
level energies that were used in the reaction-rate calculations.

The level at 8.1803(17) MeV is the first level above the
a-emission threshold. The excitation energy is in agreement
with the energy in Ref. [18] but in disagreement with Refs.
[19,20]. Due to our high-resolution spectra we were able
to identify five levels at 8.5193(21) MeV, 8.572(6) MeV,
8.6575(17) MeV, 8.743(14) MeV, and 8.7845(23) MeV, where
the level at 8.743(14) MeV was resolved for the first time. The
excitation energies for these five levels were deduced from
the measurement at —0.3° (see Fig. 13). All observed levels are
shown in Fig. 9. In this excitation-energy region of 2>Mg, the
present uncertainties in the excitation energies are improved
by up to a factor of 5 as compared to previous results. Because
the excitation energies of resonance levels enter exponentially
in the rate calculations, the uncertainties originating from these
errors are greatly reduced.

2. Levels above 10.5 MeV

The 2*Mg levels in the region above 10.5 MeV are important
for x-ray bursts and supernovae at peak temperatures around
2.5 GK. Previous studies [18,20-22] succeeded in identifying
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present | adopted
(p,t) energy
(MeV) | (MeV)
__8.062 34T |
8.0070(14) 8.005 [3-]
7.9206(15) 7.921 [2+]
7.7411(20) 7.742 [44]
__ 767412 _ |
7.5995(29) 7.601 [2+]
7.389(12) 7.384 [3-]
7.338(13) —— 7.338 [2+] —]
7.2183(10) 7.218 0+
7.079(8) 7.079 [1-]
7.060(7) —p— 7.060 [3—] —]
7.045(7) —f— 7.045 [4+] —]
7.027(9) — 7.027 [3+]T |
6.8760(12) 6.876 [1-]
6.7688(12) 6.769 [0+]
6.602(9) 6.605 [2+]
6.578(7) —— 6.580 [1-] —]
6.306(9) 6.326 [3+]
6.254 [6+]
6.2261(10) | %> 4]
6.0362(8) 6.037 [3-]
5.9538(8) 5.954 0+
5.711°* 5.710 2+
5.454(4) 5.452 3+
__52962- _ _ |
5.2947(23) 5.293 4+
509259 | 50891+ _ _
5.0354 * 5.035 2+
2Mg

FIG. 8. The Mg mirror assignments for states between 5 MeV
and the o-emission threshold at 8.140 MeV. For details, see text.

several levels in this region. The resolution achieved in
previous experiments was, however, insufficient to resolve
most states. We have measured spectra at scattering angles
of 8° and 17° for this excitation-energy region. Due to the
lower statistics and larger uncertainties in the scattering angles
errors of 5 and 10 keV were added to the errors of the excitation
energies for the 8° and 17° results, respectively. Because of
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FIG. 9. Mirror spin-parity assignments for the 2>Mg levels above
the o-emission threshold. The excitation-energy and spin-parity
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values marked by the superscript T are from shell-model calculations,
Ref. [36]. Level energies for 2>Ne were taken from Ref. [35]. The

the larger number of counts collected at the spectrometer angle
of 17°, we adopted the ?Mg excitation energies determined
from this spectrum. Figure 6 presents the spectrum taken at 17°

where all impurity lines were subtracted. A level was adopted
if identified at both angles. The spin-parity assignments that
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V. STELLAR REACTION RATES

spin-parity value labeled a is from Ref. [13]. The excitation energies
labeled b are from Ref. [32].

we used for the ??Mg levels are shown in Fig. 10. Our
results, together with the data from previous experiments,
are summarized in Table V. In the last column of Table V,
we list the averaged excitation energies from all experiments,
including the tentatively identified peaks from Ref. [20]. We
confirmed the existence of the level at 11.742(20) MeV that
was tentatively identified in Ref. [20].

Because of the high level density in 2?Mg above the «
threshold, many resonances contribute to the reaction rate.
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FIG. 10. Spin-parity assignments for the ?Mg levels above
10.5 MeV. Assignments marked by a # were taken from Ref. [37].
For further details, see text.

Tail contributions can therefore be neglected and we adopted
the narrow resonance formalism [51] to calculate the reaction
rate. Within the framework of this formalism, the total reaction
rate, N4(ov), can be expressed as the sum over individual
resonances i:

Na(ov) = 1.54 x 10" (uTo) ™Y “(wy);

1

x exp(—11.605E; / To)[em® s~ mol™'] (3)

with p the reduced mass of the target and projectile in units
of amu, Ty the temperature in units of GK, and (wy); and E;
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FIG. 11. (Color online) Expanded view of the multiplet of four
states between 7.027 and 7.079 MeV in the 2Mg spectra shown in
Fig. 4. The fitted curve (solid line) consists of the the sum of four
Gaussian peaks and a constant background (dashed lines).

the strength and energy of the ith resonance in units of MeV,
respectively.

It can be seen from Eq. (3) that because of the exponential
dependence, the largest uncertainties in the reaction-rate
calculations are introduced by errors in the resonance energy.
In previous calculations, the uncertainty in the resonance
energies represents the dominant uncertainty in the reaction
rates. However, the high accuracy of the present measurement
reduces this error significantly so that the remaining errors
in the 2'Na(a, p)*'Ne rate calculations are mainly due to the
uncertainties in the resonance strengths wy .

Measured resonance strengths [21,22] were previously
reported for seven and eight levels, respectively. They differ by

24Mg(p,H)*Mg, E = 98.7 MeV

do/dQ (mb/sr)

10°
20° 0°

Oc.m. (deg)

FIG. 12. Shown are cross-section angular distributions of six
states in 22Mg labeled by their excitation energies in units of MeV.
The measured data points at three angles are connected by solid lines
to guide the eye. Statistical errors are smaller than the data points.
The dotted curves represent DWBA calculations. The spin parities of
the three states in the upper panels are well known. For a discussion
of the spin parities of the group of three states around 6 MeV; see
text.
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FIG. 13. (Color online) Spectrum of the 2*Mg(p,)**Mg reaction
taken at an angle of —0.3° with fits to the five resolved levels between
8.5 and 8.8 MeV. The dashed line is the sum of the individual peaks
shown as solid lines and a constant background of two counts. The
excitation energies determined for Mg are listed in the second
column of Table IV.

up to an order of magnitude. Groombridge et al. [22] resolved
eight 2>Mg levels with energies in good agreement with our
adopted values. The only exception is the first level that
may be an unresolved doublet that we observe at 10.087 and
10.168 MeV. We used the resonance strengths of Groombridge
except for the unresolved doublet.

In the case of narrow resonances, the strengths for a reaction
a + B —> ¢ + D can be calculated by:

Mle _ 27 +1 (gDl
I QL+DQRJIs+1) “B)p

(see Ref. [51]). The particle partial widths can be calculated
as:

G

Wy =w

3n?
1-‘part = M_Plczsparl» (5)

R:

where w is the reduced mass of the interacting particles, Spar is
the spectroscopic factor (in our case of protons or « particles),
C is the Clebsch-Gordan coefficient, and P, is the penetrability
through the Coulomb barrier and centrifugal barrier for the
orbital momentum / evaluated at an interaction radius R,,.

Our rate calculation depends critically on the spectroscopic
factors S, of the observed states. These parameters are not
known experimentally. Therefore, we assign levels in Mg
to their mirror levels in *’Ne to adopt the corresponding
a-spectroscopic factors that were obtained through '*O(°Li,d)
a-transfer measurements [48], '8O(a,y) a-capture studies
[49,50], and "0(«, «)-scattering measurements [37]. Where
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no data is available, we adopted theoretical estimates based on
a-cluster calculations for A = 22 nuclei.

The calculation of the spectroscopic factor is based on the
SACM. Within this model the Hilbert space is microscopic,
i.e., the Pauli exclusion principle is satisfied. The Hamiltonian,
however, is phenomenological and for the case when one
cluster is spherical it is of the form as given in Ref. [25]
Eq. (5.4)]. The SACM has been applied with great success
to many light nuclear systems [52-58], which raises the
confidence that this model can describe approximately light
nuclear systems.

For the system discussed in this article, the parameters
were adjusted such that the spectrum at low excitation energy
is reproduced. With these adjusted parameters, the density
of states at high excitation energies should be described
well. The expression for the algebraic parametrizations of
the spectroscopic factor is given in Ref. [59]. There, the
operator of the spectroscopic factor is divided into two factors.
One is proportional to the square of SU(3) isoscalar factors
[60], representing the dependence on the SU(3) coupling.
The second factor is an exponential term with a linear
combination of operators in its argument like the number of
relative oscillations, the second order SU(3) Casimir operator
of the clusters, the coupling of them, and the total second
order SU(3) Casimir operator. Applied to the SU(3) basis,
assumed to be approximately realized, these operators give
simple numbers [59]. Because the construction of the model
space is easy to perform, the expression of the spectroscopic
factor is analytic. There are in total eight parameters, which
were fitted to five different cluster systems, corresponding
to nuclei in the sd shell. In total 17 states have been
adjusted and the spectroscopic factors of 89 systems were
calculated, most of them with one « cluster. The agreement
with microscopic SU(3) calculations [61,62] is excellent
(consult the Tables in Ref. [59]). In the present study, we
did not change these parameters at all, i.e., the calculation
can be considered as parameter free, although an additional
fitting would surely improve the agreement to experimental
data.

The S, values adopted for each state are summarized in
Table VI. For the levels where no S, values are known, neither
theoretically nor experimentally, we adopted an average
Sy -spectroscopic factor that was calculated as the average of
the known S, values with the same J”. The adopted “con-
stant values” are S,(07) =0.11, S,(17) =0.11, S,(2") =
0.11, S, (37) = 0.05, and S, (4™) = 0.03. Thus, all levels with
a J™ of 0" and an unknown S, value were assigned an
Sy value of 0.11 and so on for the levels with other spin
assignments. Using averaged spectroscopic factors for the
unknown S, values in our calculations will allow an easier
comparison and improvement once more accurate data become
available.

Parameters used in the present 18Ne(c, p)ZINa reaction-
rate calculations are listed in Table VII. The mirror spin
assignments given in Tables IV and V and in Figs. 9 and 10
are used in our calculations of the reaction rates because
these spin assignments allow us to use the known S, values
of 2Ne.
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TABLE VII. The spin values and resonance strengths of the levels at center-of-mass energies E,. (c.m.) used in the

calculations of the rates for the '®*Ne(«, p)>' Na reaction.

E. (MeV) Ers (c.m.) (MeV) JTa S, T, (eV) wy V)
8.1812(16) 0.039 [2+] 2.8 x 107! 1.7 x 10765 8.53 x 1076
8.385(7) 0.243 [2+] 3.2 x 107! 2.7 x 10718 133 x 10717
8.5193(20) 0.377 [37] 4.0 x 1072 7.0 x 10715 4.87 x 10714
8.574(6) 0.432 [4+] 6.0 x 1072 3.6 x 10713 3.26 x 10712
8.6572(17) 0.515 [0+] 1.1 x 107 50 x 1078 497 x 1078
8.743(14) 0.601 [4+] 22 x 1072 5.7 x 10710 5.15 x 107°
8.7832(22) 0.642 [1-] 1.1 x 10~'® 4.0 x 10°° 121 x 1075
8.9318(27) 0.790 [2+] 1.1 x 107 8.3 x 1073 4.13 x 10~
9.080(7) 0.938 [1-] 1.1 x 107® 7.7 x 1073 2.31 x 1072
9.157(4) 1.015 [4+] 7.8 x 1072 9.7 x 107 8.70 x 107*
9.318(12) 1.176 [2+] 1.1 x 107 9.9 x 102 4.97 x 107!
9.482(11) 1.342 [37] 1.5 x 1072 1.8 x 1072 1.25 x 107!
9.542(9) 1.401 [2+] 2.8 x 1072 3.6 x 10! 1.78
9.709(19) 1.565 [0+] 1.5 x 107! 52 x 10 5.18 x 10!
9.7516(27) 1.610 [2+] 1.9 x 1072 1.6 8.22
9.860(5) 1.718 [0*] 1.9 x 1072 2.1 x 10! 2.07 x 10!
10.085(13) 1.944 [2+] 5.0 x 102 4.5 x 10! 225 x 10?
10.2715(17) 2.130 2+ e e 1.03 x 10%
10.429(13) 2.287 [4+] e — 7.30 x 103
10.651(13) 2.513 [37] —c e 1.82 x 10%
10.768(13) 2.626 [2+] 1.1 x 107® 2.3 x 10° 1.16 x 10*
10.873(14) 2.734 [0*] e - 452 x 10%
11.001(11) 2.859 [4+] —c e 8.10 x 10%
11.315(16) 3.173 [4+] 3.0 x 10720 2.0 x 10? 1.83 x 10
11.499(17) 3.357 [2+] 1.1 x 107!° 1.7 x 10* 8.64 x 10*
11.595(12) 3.455 [1-] 54 x 102 2.0 x 10* 6.11 x 10*
11.747(17) 3.607 [0+] 1.1 x 1071 7.1 x 10* 7.13 x 10*
11.914(13) 3.780 [0+] 1.1 x 107'° 8.8 x 10* 3.82 x 10*
12.003(20) 3.861 [1-] 2.1 x 107! 1.4 x 10° 431 x 10°
12.185(17) 4.050 371 1.8 x 107! 3.7 x 10* 2.60 x 10°
12.474(26) 4332 [2+] 1.1 x 107'° 7.8 x 10* 3.89 x 10°
12.665(17) 4.523 [37] 1.2 x 107! 4.9 x 10* 3.45 x 10°
(13.010(50)) 4.865 [0+] 1.1 x 1071 22 x 10° 2.16 x 10°

#Spin for the mirror assignments given in Figs. 9 and 10.
"Constant S, values as explained in the text.
“Resonance strengths are measured in Ref. [22].

Calculated reaction rates for the astrophysically interesting
range of temperatures are summarized in Table VIII. These
rates are also shown in Fig. 14 and compared with previous
calculations [13,18,21,22]. The curve labeled HF is a Hauser
Feshbach calculation taken from Ref. [13]. In the temperature
range from 0.3 GK to about 1 GK the HF calculation of
the '8Ne(a,p)*'Na reaction rate is larger than any other
previous prediction but is still about a factor of 5 smaller
than our calculation. At 0.3 GK this enhancement is the result
of mainly two levels at center-of-mass resonance energies
of Ers =0.515 and 0.642 MeV with spin-parities of [07]
and [17], respectively. At a higher temperature of 0.4 GK
mainly three levels contribute to the reaction rates. These
are the levels at E.; = 0.642,0.790, and 0.934 MeV with
assumed spin-parities of [17], [27], and [17], respectively. In
Fig. 14, note that the reaction-rate calculation of Groombridge
et al. [22] has a similar shape as the present calculation for
temperatures above 1 GK. The reason for the shape similarity

between our calculations and those of Refs. [13,18,21,22] are
that we adopted the S, values taken from those references
[13,37]. The first-excited level above the a-emission threshold
does not contribute significantly to the reaction rates because
it is below the Gamow window for the '®Ne(c, p)21 Na reaction
at the predicted x-ray burst temperatures.

Because the spin assignments in the present calculations
are to some extent arbitrary, we checked the influence of
the spin assignments by comparing our mirror assignments
with a randomly generated spin distribution. The upper limit
for a randomly generated spin was 6. This number was
chosen because the ratio of the penetrabilities for states having
spin 0 and 6 can be as large as 10,000. Furthermore, equal
probability for all possible spins is assumed. The second
restriction was to preserve the S, values that we adopted from
Refs. [13,37]. Thus, we assumed that the corresponding levels
have a properly determined spin and S, values. The difference
between the various predictions for the total '8Ne(a, p)*'Na
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TABLE VIII. Calculated rates of
the "®Ne(p, ®)*Na reaction as a
function of temperature.

Temperature Ny (ov)
(10° K) (cm® mole™! s71)
0.10 5.98 x 107
0.15 1.60 x 1071°
0.20 1.78 x 1071
0.25 7.40 x 10~13
0.30 5.42 x 107!
0.40 2.05 x 1078
0.50 1.32 x 107
0.60 2.97 x 107
0.80 2.37 x 1073
1.00 593 x 1072
1.5 2.15 x 10*!
2.0 8.01 x 1072
2.5 7.87 x 10+3
3.0 3.78 x 107
4.0 2.96 x 1073
5.0 1.11 x 10%°
6.0 2.82 x 10%¢
8.0 9.26 x 1076
10.0 1.86 x 10*7
sE
10°E " Ne(oup
10+
g 107°F
§101E
§ 10‘15_:: —— present
R = —e= Chen et al.
Y S N Bradfield et al.
20 Y A A Groombridge et al.
10"+ £ i |- Gorreset al.
=/ — — HF
= 7 :
1Ozsill’ 1 ;:Illllll 1 1 | T |
107! 1 10

Temperature (GK)

FIG. 14. (Color online) The '®Ne(a, p)*'Na reaction rates cal-
culated as a function of temperature. The different curves indicate
reaction rates calculated by Chen et al. [18], Bradfield et al. [21],
Groombridge et al. [22], Gorres et al. [13], as well as the one
calculated in the present work with S, values from those references.
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reaction rates, based on randomly produced spin values and
on assigned mirror spin values, was found to be within an order
of magnitude.

VI. ASTROPHYSICAL IMPLICATIONS

As outlined in the Introduction, the hot CNO cycle,
C(p,y) PN(p,y) *O(BTv)*N(p,y)*O(B*v)*N(p,@)'*C,
converts hydrogen into helium. This eventually becomes
unstable and sets up the conditions for the thermonuclear
runaway and the resulting x-ray burst during the
accretion phase. Another important cycle during the
accretion phase that also converts hydrogen into helium is
B0(a,y) ¥Ne(Btv) “F(p,a)'°O(p.y) "F(p.y) ®Ne(Bv)
BE(p,a)’0, where 'Ne(p,y)?*°Na provides a breakout
into the rp process [11]. Once the atmosphere in the
ignition region heats sufficiently, a second cycle starts,
14O(oz,p) TE(p,y) 18Ne(Bv) 18F(p,ot)lSO [11]. The break-
out from this cycle, '®Ne(a,p)*'Na, starts the ap
process, which, unlike the rp process, is not subject to
temperature-independent 87 decays.

After the runaway starts, the '*O(a, p)!’F reaction flow rises
from 1/3 of the O(«, y)'*Ne reaction flow to over 5 times that
within 1.5-2 s. Because both “O(«, p)!"F and "F(p,y)'®Ne
are several orders of magnitude faster than '®Ne(a, p)>'Na,
the '"®Ne(a, p) >'Na reaction rate determines the feed to the
ap process during the 1.5-2 s window mentioned above.
Because we showed that the rate is stronger than the previously
published rate in the temperature range of 0.4-0.8 GK, we
conclude that the ap process burns faster than previously
thought resulting in a faster rise in temperature and burning
rapidly helium.

38
1.2x10

— GW95

I

38
1.0x10

o
(o]
X
[N
(=]
w
3
I

Luminosity (erg s ")
(=)
[®)}
X
SL'J
I

38
0.4x10

I

38
0.2x10

I

0 s s s
31525 31535 31545 31555 31565
Time (s)

FIG. 15. (Color online) The two luminosity curves have been
calculated on the basis of the previously published reaction rate
(GW95) [13] and the present rate (GUO7). The difference between the
two curves demonstrates the impact of the modified '*Ne(a, p)*'Na
reaction rate on the light curve of a type I x-ray burst calculated in
the framework of a spherically symmetric model [9,11].
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We have performed x-ray burst simulations using a multi-
mass zone spherically symmetric model [9,11] to investigate
the impact of this change in reaction rate. We performed this
analysis by comparing the present rate with the substantially
lower rate predicted by Gorres et al. [13]. Figure 15 shows
the light curve corresponding to the use for the previous rates
(GW95) [13] and the present rate (GUO7). The use of the
new rate translates into an initially slightly sharper rise in
the luminosity until the first waiting point of the ap process
is reached. The reaction flow is delayed at the sequence of
waiting points, 2?Mg, 20Si, 3S, and 3*Ar, causing lower peak
luminosities as the reaction flow subsequently decays from the
waiting point with less fuel available for continued » p-process
burning [63]. A sharper initial rise up to the waiting point
would make the waiting point more prominent even at higher
accretion rates. Conversely, a slower reaction means that the
reaction flow does not stop at any of the ap-process waiting
points and hence no dip in the luminosity curve is observed.

PHYSICAL REVIEW C 80, 055804 (2009)

However, while this occurs in some of the computed bursts,
it does not occur in all the bursts due to compositional
inertia. Therefore, while '®Ne(«, p) ' Na has an effect on the
predicted x-ray burst light curves from spherically symmetric
simulations, one-to-one comparisons with observations would
be overly optimistic. More realistic 2D or even 3D model
studies are clearly necessary to make more reliable predictions.
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