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Cross-section measurement of the ®F(a, p)?!Ne reaction and possible implication for
neutron production in explosive helium burning
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At the high temperature and density conditions of hot or explosive helium burning, the '®F(a, p)?! Ne reaction
may compete successfully with the '8F(8+v) decay. This suggests 2! Ne(e,7) as an alternative neutron source in the
r-process. We have determined the total cross section of the '*F(e, p)*'Ne reaction by studying the time-reverse
reaction 2 Ne(p,a)'®F. Using the activation technique, the total reaction yield was measured in the proton beam
energy range of 2.3—4.0 MeV, which corresponds to energies of 0.5-2.1 MeV in the '®F 4 « system. The resulting
yield curve was analyzed in terms of the thick target formalism and the R-matrix theory. The reaction rate was
deduced experimentally for the first time for the temperature of 0.1 < 7y < 1. The experimental reaction rate
was compared with Hauser-Feshbach predictions. The astrophysical implications of the new rate are discussed.
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I. INTRODUCTION

The astrophysical site of the r-process has been a long-
standing question in nuclear astrophysics. One of the ini-
tial suggestions was the explosive helium burning in the
shock-front of a type II supernova with high neutron flux
being produced by the 2! Ne(a,n)**Mg reaction [1,2]. Isotopic
anomalies in meteoritic materials [3], the results of detailed
simulations for low mass elements (12 = A =22) with
different temperature-density profiles [4], and the propagation
of the explosion shock wave of a supernova [5] suggested
the possibility of such an r-process site [6]. It was shown [7]
that an r-process can work at low densities (p < 10° g/cm®)
and temperatures (7y &~ 1-2), provided that some heavy seed
nuclei are present in «-rich regions and that the nuclear time
scales are shorter than the hydrodynamical time scale. This
scenario could not be verified, however, because the neutron
flux from ' Ne(a,n) was not sufficient to replicate the observed
r-process abundance distribution [8].

Recent observations of ultra-metal-poor stars [9—11], how-
ever, have revived this scenario as a possible site for the
weak r-process (Z < 65) [12]. Alternative nucleosynthesis
paths have been considered for the shock-front-induced rapid
increase of temperature and density in the helium-rich shell.
The “N(a, y)'8F-induced '8F(«a, p) reaction branch is strongly
temperature dependent; the increase in temperature enhances
the reaction rate, making it substantially faster than the 18
Bt decay (T; s2 = 109.77 min). Hauser-Feshbach estimates of
the '8F(a, p) reaction rate suggest that this branch opens at
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temperatures Ty > 0.4, feeding the 2INe(a,n) neutron source.
Figure 1 illustrates the possible nuclear reaction paths around
I8F at different stellar temperature conditions.

While this scenario depends strongly on the available N
abundance from preceding CNO burning, it also is critical
to determine an accurate reaction rate of '3F(x, p)>'Ne. The
currently used reaction rate for nucleosynthesis simulations
is based on theoretical predictions using the Hauser-Feshbach
formula. The Hauser-Feshbach predictions for sd-shell nuclei
are not necessarily reliable because of the limited level
densities in the compound nuclear system and therefore need
to be tested experimentally.

A direct measurement of the '8F(x,p)*>'Ne reaction is
difficult because it requires the development of intense '8F
radioactive beams. The first test measurement at the radioactive
beam facility, the Cyclotron Research Center of the Université
Catholique de Louvain in Belgium, gave promising results
but demonstrated the need for an improved target-detector
array with better Q-value resolution [13]. An alternative
approach is to study the time-reversed reaction 2'Ne(p,a)'8F
(Q = —1.741 MeV). Such a measurement was attempted by
Giesen [14] at the Dynamitron Tandem Laboratory (DTL)
of Ruhr Universitit Bochum in Germany. Giesen employed
two different methods to determine the reaction cross section
at energies between 2.5 and 4.6 MeV using the Bochum gas
target [15]. Above 3 MeV proton energy the ¢ and «; reaction
products were measured directly by using a silicon surface
barrier detector. For lower energies, the activation method
was employed. The reaction product '8F was collected in an
extended gas cell and the 511 keV annihilation activity was
detected using a pair of Nal detectors in an off-line counting
station. The activation data could cover the energy range
of 2.3 MeV < E., < 3.6 MeV, overlapping the range of
the a-spectroscopy measurement. At energies below 3 MeV,
the activation data deviated by up to 3 orders of magnitude
from the Hauser-Feshbach prediction. This observed '3F
activity might have been caused by gas contamination of
180, which produces the same radioactive '*F via a (p,n)
reaction.

©2009 The American Physical Society
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FIG. 1. (Color online) Nuclear reaction network of |F in a
He-rich environment. The upper band shows a favored 'SF(e,p)
reaction when Ty > 0.4 and the lower band indicates the dominant
8R(B8*) decay when Ty < 0.4.

In the present article we describe the remeasurement of the
time-reversed reaction 21Ne(p,oz)lgF at low energies, using
a 2'Ne implanted target to avoid '®0 contamination in the
gas target. The experimental setup is discussed in Sec. II and
the results of the cross-section measurement are compared
with the Hauser-Feshbach calculation in Sec. III. The reaction
rate is derived and its impact on extra neutron production
and r-process nucleosynthesis is discussed in the framework
of nuclear reaction network simulations in Sec. IV. The
conclusion and outlook are summarized in Sec. V.

II. EXPERIMENTAL SETUP

The experiments were made at the Nuclear Science Labora-
tory (NSL) of the University of Notre Dame. The measurement
of the time-reversed reaction of 2'Ne(p,a)'®F was performed
at proton energies of 2.3-3.3 and 3.0-4.0 MeV using the KN
Van de Graaff accelerator and the FN tandem accelerator,
respectively. Implanted >'Ne targets were irradiated with
protons of different energies for two half-lives of '8F, and
then the 511 keV annihilation activity was counted off-line
using the array of two clover HPGe-detectors in coincidence
mode.

A major improvement from previous measurements was
the reduction in the beam-induced background by the use of
implanted >'Ne targets instead of a 2'Ne gas target. Details
of the target production and tests can be found in a separate
article (Ref. [16], and references therein) and only the relevant
parts are summarized here. Each implantation was performed
at the 500 keV Cockcroft-Walton accelerator at the DTL of the
Ruhr-Universitdt Bochum. The implantation was performed at
two energies, 150 and 400 keV, to maximize the number of
implanted ions and to achieve a uniform depth profile with
a flat plateau at saturation. It was important to minimize
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oxygen contamination of the backing material because this
would generate beam-induced background from the reactions
80(p,n)'8F [17] and "O(p,y)'8F [18,19]. These oxygen
reactions produce '8F, which is the desired reaction signature.
There is no way to differentiate between 'SF produced
from oxygen and that from Ne in the activation. This was
achieved by using gold-plated copper (Cu/Au) backings that
were cleaned and baked prior to activation. All the steps
were tested to assure that no oxygen was added, that Ne
migration was minimized, and that no etching of the target
during chemical cleaning and baking procedures had occurred.
Despite these preparations small trace amounts of oxygen
remained in the Cu/Au backing. To correct for the amount
of '8F background activity, each measurement was performed
with a 2!Ne-implanted target and a blank Cu/Au target that
had been prepared in the same manner, except implantation.

The 2'Ne-implanted targets were water cooled during
activation; a liquid nitrogen cold trap was mounted in front of
the target to avoid carbon buildup. Narrow Resonance Analysis
(NRA) and Deuteron-Induced y-ray Emission (DIGE) meth-
ods were used to measure the target profile and to determine
the absolute number of implanted ' Ne ions and the amount of
oxygen left on each target. This information was used to derive
the background activity resulting from the remaining '7-'80
impurities. Because of the high beam intensity of 2—40 uA
during activation, the target profiles were rescanned after
accumulating different amounts of charge and a deterioration
rate of ~2% per 1 C of protons was observed. The variation
of beam current on a target was monitored and recorded to
correct for the realistic irradiation rate as a function of time.

The off-line counting system has been optimized for
measuring the two 511 keV y-annihilation radiation events
in coincidence. Two clover detectors [20], consisting of four
individual HPGe crystals, were aligned face-to-face providing
a nearly 4 detection arrangement. The activated target was
inserted between the clover detectors. The thickness of the
target holder, PVC, was specifically chosen to stop 87 particles
so that they annihilate within the 5-mm gap in between the
detectors. The detector counting arrangement was surrounded
by one layer of lead bricks mounted at a distance of 4 cm from
the Ge crystals. A 1.25-cm-thick brass plate was attached on
the inner wall of the top shield and 0.6-cm-thick copper plates
were used to cover the remaining inner surfaces of the lead
shield. The details of the setup can be found in Ref. [21].
With this passive shielding, the random coincidence rate for
511 keV y rays from room background was measured to be
about 0.6 counts/h.

Because the count rates during the measurement of a decay
curve can vary between 5 and 1000 Hz per crystal, it was
necessary to measure the system dead time as a function of
time. For this purpose, a fixed frequency (100 Hz) from an
oscillator was used to provide a time stamp and an external
trigger to a pulse generator, feeding a 1 MeV equivalent pulse
into the test input of one crystal of the clover detector. The ratio
of detected pulses to the initially generated pulses was used to
monitor the dead time of the detection system. A “good event”
was recorded when both detectors triggered in coincidence. In
addition to the hardware coincidence, a software coincidence
with a narrow energy gate around 511 keV was also applied
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to avoid the random coincidence with room background or the
Compton scattered continuum.

III. DATA REDUCTION AND RESULTS

To determine the 2'Ne(p,«)'®F cross section (¢') from the
number of '8F nuclei (N(¢)) in the irradiated target, it is
necessary to account for the number of '®F nuclei decaying
during irradiation. The change of the number of radioactive
nuclei d N within a certain time window dt is expressed as

dN = Pdt — AN(t)dt
(1
— - E A
N(t) = Noe T (I—e™),

with P =Y x N,/t being the production rate for a beam
current / = N, /t, where Y is the reaction yield corresponding
to the number of (p,«) reactions per proton.

Because of fluctuations in the beam current on the target
over time, Eq. (1) is solved numerically to sum the change of
I8F nuclei over each duration i, here used with 30 s to correct
for the variation in charge collection. The change of '8F nuclei
at the ith duration, d Nisg|;, is the reaction yield produced with
the average current I; over 30 s (d¢) and then subtracted for the
decaying '®F nuclei, which are accumulated up to the (n-1)-th
activation.

Nisg|, = ZlesF

i=1

dNusgl; =Y x (Ijdt — Ag+ Nsp|u—1dt).

’
i

(@)

Corrections were also required to account for 'F decays
occurring during the transport of the activated target from
the activation chamber to the counting station as well as for
residual activity from preceding activations to derive the total
18F production.

A. Counting efficiency and decay curve fit

The counting efficiency of the two HPGe-clover detectors
was determined using a *’Na radioactive source. We derived
the efficiency from the ratio between the detection of the two
511 keV annihilation radiation in coincidence with a 1274 keV
y ray and the single 1274 keV emission [22]. This method is
independent of the absolute source strength and no summing
corrections are necessary. The 2?Na calibration source had an
extended area that approximately corresponded to the size of
the beam spot on the target. The detection efficiency (ng+) for
two coincident 511 keV y-rays was determined to be 2.63 +
0.04%.

Other B*-decay components from background reactions
were identified by analyzing the noncoincidence y -ray spectra.
As a result, the decay curve is fitted with fixed parameters for
the known half-lives of a number of different components:
(i) 1®N with a short half-life, caused by 1>C(p,y) and 3C(p,n)
from the carbon deposited on the surface of the target;
(ii) '8F, the decay of interest; and (iii) 22Naas an approximately
constant background. The activity of ?*Na is produced by
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FIG. 2. (Color online) Fit of 8*-decay curve with multi half-life
components at £, = 2951 keV. The dashed-dot line is the decay curve
of ®N (Ty/, ~ 10 min), the dashed line is that of '*F (7}, ~ 110 min),
and the dotted line is that of 22Na (T}, ~ 2.6 yr).

the 2'Ne(p,y) background reaction. Because of this long
lifetime of the last reaction, the overall constant background in-
creased with multiple activations. As mentioned above there is
(iv) the beam-induced '8F background component originating
mainly from the '80(p,n)'3F reaction on %0 impurities in the
Cu/Au target backing. For each energy step the measurements
were performed with a 2!Ne-implanted target and a blank
Cu/Au target. The '8F background activity detected in a blank
target was subtracted from the '8F activity measured from
the implanted target. The '8F background activity observed
below the '8 O(p,n) reaction threshold (E, = 2.574 MeV) was
attributed to the reaction 'O(p,y) [18,19].

The initial abundance of the various radioactive compo-
nents after the activation was obtained by fitting the decay
curve to multiple exponentials using the nonlinear error-
weighted least-squares technique [23]. The fits were performed
using the Gaussian approximation ( Xé) [24] and the Poisson
approximation (x7) [25], which is more appropriate in cases
of low statistics with the maximum likelihood method [26]. In
our case both approaches gave similar results. Therefore, the
Gaussian distribution was finally used as a consistent fit in the
multicomponent decay curve analysis, as shown in Fig. 2.

B. Excitation curve of ?'Ne(p,a)®F

The excitation curve of the reaction yield as a function
of beam energy is shown in Fig. 3. The data points were
measured in 30 keV energy steps. Because the 2!Ne targets
are rather thick (§ ~ 25 keV at E, ~ 3 MeV), the measured
yield from the present activation is derived as a “thick target
yield” [27], possibly integrating the reaction cross section over
several resonances. To compare this thick target yield with
the previous results, we normalize it to the number of 2INe
target nuclei per cm?, N, using Eq. (1): Yyorm = Y/N,. This
normalized yield would correspond to the cross section if the
latter would be constant over the target thickness (thin target
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FIG. 3. (Color online) The normalized reaction yield for
2'Ne(p,a)'®F as a function of energy in comparison with previous
results. The vertical error bars in the present data represent the
statistical uncertainties in the '®F activity. Arrows indicate upper
limits.

yield). The overall error budget for the normalized yield is
shown in Table I.

Figure 3 shows good agreement between the previous
spectroscopy data [14] and the present activation data in the
region of overlap between 3.0 and 3.4 MeV. The previously
obtained activation data at £, < 3 MeV suggest higher yields
compared to the present activation results. This is due to
insufficient corrections for the '®0 contamination in the 2! Ne
gas cell in the setup used in the Bochum experiment. The
present data below 2.43 MeV provide only upper limits
because of the decreasing reaction yield and the increase in
accumulated ?’Na activity in the targets with repeated use.
This upper limit is two orders of magnitude smaller than the
value reported from the previous experiment [14]. In all, over
six orders of magnitude in normalized yield were covered in
this work.

We have calculated the Hauser-Feshbach cross section for
2INe(p,a)'8F using the code SMOKER [29]. The yield was
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TABLE I. Relative errors in the yield determination.

Initial np+ Aisg N; N,
abundance
Relative error (%) 0.1 ~40 1.4 0.05([28] ~9 ~3

derived directly from the calculated cross section (o,,) using
the approximation

1 E
Ycal.(E) S(E) P

As shown in the left panel in Fig. 4, overall the experimental
data compare well with the Hauser-Feshbach prediction
(dashed line). However, the prediction at lower energies is
considerably lower than the experimental yield data, which
are characterized by pronounced resonance structures.

Complementary to the Hauser-Feshbach statistical model
approach, we therefore performed a more detailed resonance
analysis using the single-channel Breit-Wigner formalism
[30] as well as the multichannel R-matrix formalism [31]
to extract information about the observed single-resonance
structures. The Breit-Wigner formalism was used to determine
directly the resonance strength wy from the thick target yield
on resonance.

ocal(E)E . 3)

m, 2¢e
= —_YRa
(mp +my) A2

wy “)
with m, (m,;) being the mass of the projectile (target), &
the stopping power, and A the center-of-mass De Broglie
wavelength at resonance energy. Deduced resonance strengths
are used for determining the reaction rates in Sec. IV.

This approach neglects possible resonance interference
effects in the cross section description. For a more extensive
analysis of all reaction components we used the R-matrix
code AZURE [32] to model the cross-section excitation curve.
Unfortunately, there is very limited information available
about the level structure of the compound nucleus >’Na in
the excitation range we measured, above the « threshold.
For this reason the R-matrix fit of the total reaction yield
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FIG. 4. (Color online) Panel (a) shows comparison between the present experimental yields and the yield prediction from Hauser-Feshbach
calculations (dashed line) and the calculations based on an R-matrix fit to the data (solid line). Panel (b) shows the R-matrix cross section,
which is obtained by fitting to the previous spectroscopy data [14] as described in the text.
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cannot provide a unique assignment of level parameters, such
as resonance energy, J” values, and partial widths for most of
the states observed in the current energy range. For resonances
with unknown spins and parities we adopted the lowest
possible ¢ values. First, the calculated R-matrix cross section,
shown in the right panel in Fig. 4, was obtained by fitting the
available spectroscopic information at E, > 3.1 MeV from
Giesen’s measurements. Then, for each energy step it was
integrated over the actual target thickness using Eq. (4) to
compare the overall fit with our measured yield. The stopping
cross section, e(E), is approximately constant over the current
target thickness. The calculated R-matrix yield (solid line)
was iterated by varying the partial widths and the sign of
interference of each resonance until it was consistent with
the data. The details of the fitting procedure are discussed in
Ref. [33]. Considering the limited spectroscopic information
available, this represents only an attempt to estimate the
reaction rate, which is discussed in the following section.

IV. REACTION RATES AND ASTROPHYSICAL
IMPLICATIONS

A. Determination of reaction rates

The reaction rate based on the present data was calculated
using two different methods. In the first approach the rate for
2INe(p,o)'8F was calculated by integrating the experimental
cross section o (E) (see Fig. 4) over the Maxwell-Boltzmann
distribution of a stellar gas at temperature 7,

8\ E
(ov) = (-) (kT)3/2/o(E)Eexp<——>dE. 5)
T kT

Here E is the energy of the particles in the center of mass
system, N4 Avogadro’s number, k Boltzmann’s constant, and
u the reduced mass. We used the cross section obtained from
the multichannel R-matrix analysis described in Sec. III B.

The second method for determining the reaction rate was
based on the measurement of the on-resonance yield (Yg).
Assuming thick target yield conditions, the on-resonance yield
corresponds directly to the resonance strength, wy. Within
that approach the reaction rate for 2! Ne(p,a)'3F is obtained
by summing over each individual resonance i as

2 3/2 E;
<av>=<w—”T) hZZ(wy>iexp<—k—T). (©6)

i
The reaction rate for the inverse '®F(a, p)*'Ne reaction was

subsequently derived using the detailed balanced theorem for
142 —>3+4+4as

pyy BB DL+ 1) (&>_3/2 o (g)
Han+D2h+ D \un POkt /)
)

The experimental rates are compared with a number of
Hauser-Feshbach predictions based on the code SMOKER
[29] and the modified and improved versions MOST [34],

(ov)i2 = (o
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FIG. 5. (Color online) Comparison of the '®F(a, p)*' Ne reaction
rates derived by two different methods using the present data: the
shaded line is the integration of analytical cross sections obtained
from the R-matrix fit, and the diagonal-stripe line is the sum over the
individual resonance strengths deduced using the thick target yield.
The Hauser-Feshbach predictions are shown together; see text for
details.

NON-SMOKER [35], and CIGAR [36]. All predictions are in
excellent agreement as demonstrated in Fig. 5. The reaction
rate obtained by integrating over the cross section (dashed
line) agrees well with the rate based on the thick target
yield approximation (diagonal-striped line). The established
experimental rates are slightly higher (by about a factor of
two) than the Hauser-Feshbach predictions at temperatures
0.3 < Ty < 0.6. However, at low temperatures Ty < 0.3 and
at high temperatures Ty > 0.6 the Hauser-Feshbach rates
are substantially higher than the experimental rates.
Because the proton energies 2.4 < E,(laboratory) < 3.6 MeV
in the current work correspond to the effective temperature
range 0.4 < Ty < 1.1, we have estimated the contribution
of the rate from the currently unmeasured resonances below
2.4 MeV. For the unknown resonance strengths, we used the
calculated single-particle widths with spectroscopic factors be-
tween 0.001 and 0.01 to obtain the partial widths (I", and I'y).
Adding this estimate did not change the rate deduced from the
data, so we could exclude the possible influence of unmeasured
resonances in the temperature range of our interest.

Based on the present analysis of the experimental data
we conclude that on average the Hauser-Feshbach approach
overestimates the rate at temperatures where it is dominated
by closely spaced resonances. For this reason we normalized
the Hauser-Feshbach rate to the experimental rate by scaling
it with a factor of 2.3, which represents the average ratio of
the two rates at 0.3 < Ty < 0.6. The recommended rate was
adopted from the experimental rate for 0.3 < 7y < 0.6 and for
all other temperatures from the renormalized Hauser-Feshbach
rate and is shown in Fig. 6. This rate carries a large uncertainty;
the upper limit of the rate is based on using the upper limit
of the measured yield at around 2.4 MeV for calculating the
reaction rate. The lower limit of the reaction rate corresponds to
the lower limit of the measured yields without taking possible
higher energy or lower energy resonances into account. The
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FIG. 6. (Color online) (a) The recommended rate for the
8F(a, p)*'Ne reaction with the upper and the lower limits. In panel
(b), both limits and theoretical Hauser-Feshbach calculations, MOST,
are normalized to the recommended rate.

recommended reaction rate is also listed in Table II as well as
the upper and lower limits. For comparison also listed are the
predicted Hauser-Feshbach rates using the code MOST [34].

B. Network calculation for r-process

To investigate the impact of the current experimental rate for
the reaction '"®F(q, p)21Ne, the shock-front-driven explosive
nucleosynthesis and the associated neutron production in the
helium burning shell of the pre-supernova star were simulated
for a 15Mg, star [37]. The hydrodynamic multizone supernova
explosion model [38] generates the temperature and density
profile for the time the shock reaches the He-rich shell. Because
the energy generation is driven by the shock, the nuclear energy
is negligible and the nucleosynthesis network simulation can
be performed in postprocessing mode. With the shock reaching
the helium layer about 2 s after rebounce, the temperature Ty
increases rapidly from 0.2 to 1.4 and declines slowly back
to 0.25 in about 20 s. Similarly, the density increases from
~700 g/cm® to ~4000 g/cm?® and declines exponentially.
About 1200 isotopes are used to simulate the associated
nucleosynthesis. In particular, we explore the abundance
evolution of F, Ne, and Mg nuclei to look for signatures for a
possible alternative neutron source.

Figure 7(a) presents the development of selected isotopic
abundances for low mass nuclei during the 2 s the shock
transverses the He shell. The figure indicates in particular 2! Ne
(dash-dotted line), neutrons (dashed line), and **Mg (dotted
line) abundances to monitor the impact of the recommended
8F(a, p) rate. Fig. 7(b) shows the abundances of 3O, '®F,
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TABLE II. Reaction rate (cm’/mol/s) of "*F(a, p)*'Ne.

Temp. Recommended Upper Lower MOST [34]
(GK) limit limit

0.1 7.53x1072  329x107> 4901073 1.79x107%
0.15 7.60x107%  1.32x107'® 9.23x1072 1.81x107"7
0.2 1.08x107"*  233x107'? 5.35x107'¢ 2.57x10~'*
0.25 2.35x10712  7.64x10710 1.72x107'2 4.46x10'2
0.3 501x1071°  349x107% 3.87x107!° 227x1071°
0.4 4.17x1077 4.10x107°  3.42x1077  6.95x107*
0.5 2.32x1073 7.96x107°  1.96x107° 4.05x107°
0.6 3.33x107* 6.63x107*  2.84x10™* 8.96x1073
0.7 2.22x1073 3.35x1073  1.91x1073 1.06x1073
0.8 9.34x1073 1.21x1072  8.11x107% 8.12x1073
0.9 2.98x1072 3.52x1072  2.61x1072  4.53x1072
1 8.34x1072 8.97x1072  7.15x1072 1.98x107!

and 2'Ne using three different '®F(«, p) rates; the solid lines
represent the abundances using the recommended rate, the
dashed lines represent the Hauser Feshbach prediction, and the
dash-dotted lines reflect the abundances without any '8F(a, p)
rate. The 2'Ne abundance is insensitive to the choice of
8F(a, p) rate. This suggests that >'Ne is primarily produced

Carbon/Oxygen -> Helium Layer Transition
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FIG. 7. (Color online) Evolution of elemental abundances in
explosive He burning in the shock-front of a 15Mg core collapse
supernova. The simulations are based on our recommended rate for
8F(a, p)*'Ne in Panel (a). Panel (b) compares isotopes of interest
resulting from the different '*F(e, p)*'Ne rates.
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by the '8 F(8v)'80(a,n) reaction sequence and by other, more
complex, reaction sequences involving neutrons [39]. The
production of 'O depends on the '"*F(p,a) reaction, which
at higher temperatures Ty > 1 becomes compatible with the
BF(«r, p)?'Ne reaction [40].

V. SUMMARY AND CONCLUSION

The '"8F(a, p)*!'Ne reaction has been studied through the
time-reversed >'Ne(p,«)'®F reaction process at proton ener-
gies from 2.3 to 4.0 MeV using activation techniques. The
present cross-section measurement shows good agreement
with the previous results of the a-spectroscopy by Giesen [14].
The reaction yield was analyzed within the framework of the
thick target approximation and the multichannel R-matrix
theory. Comparison between the measured yield and the
calculated yield from R-matrix theory indicates prominent
resonant structures. The lack of detailed level information
above the « threshold in the compound nucleus *Na pre-
vents a detailed analysis of the resonance contributions. The
reaction rate was deduced using two different methods for
the temperature range of interest; the direct integrating of
the cross sections over a Maxwell-Boltzmann distribution
and the summation of resonance strengths. The reaction rates
derived by the two methods are in good agreement. The current
data also agree within a factor of two with Hauser-Feshbach
predictions in the temperature range 7y < 0.3 and Ty > 0.6.
Larger differences in the data from the predictions observed
for the intermediate temperature range reflect the impact of
the measured individual resonances. The reaction rate was
applied to simulate explosive helium burning in a supernova
shock-front scenario. The results of the network calculations

PHYSICAL REVIEW C 80, 025805 (2009)

do not show any significant impact of the reaction process.
However, the enhanced reaction rate at the temperatures 0.3 <
Ty < 0.6 affects the fluorine nucleosynthesis in AGB stars and
Ne isotopic compositions of SiC grains [41]. The '8F(a, p)?'Ne
reaction supplies extra protons to be captured on '30 to facil-
itate the '80(p,)"’N(a, )" F chain. In particular, this study
agrees remarkably with observations when the current upper
limit of the '8F(a, p)*'Ne reaction rate is used. This suggests
further experimental works at £, < 2.4 MeV are necessary
to narrow down the upper limit for the temperature range of
the nucleosynthesis for AGB stars. Because the current upper
limit is determined by the beam-induced background while
counting the '8F activity, another experiment could be the
inverse kinematic study of the p(?' Ne,«)'®F reaction with the
2INe beam by detecting the o and the recoiling '®F. Also further
spectroscopic studies above the « threshold in >Na will help
to reduce the uncertainty in reaction rates.
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