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A kinematically complete measurement of the deuteron breakup cross section has been made using a
39.5-MeV proton beam. The cross section was simultaneously measured at approximately 2000 angle

pairs chosen to uniformly sample the entire phase-space volume available to the two protons. A portion

of the data in the form of a partial Dalitz plot is compared with a simple model calculation. In the

model, the breakup cross section is expressed as an incoherent sum of terms to separately represent the

dependence of the cross section on statistical processes, p p quasifree scattering, and nucleon-nucleon

final-state interactions. The model calculation does not reproduce the minimum in the partial Dalitz

plot, consistent with the previously published hypothesis that the minimum is due to a destructive

interference effect. The results of the model calculation are also compared with spectra at a
representative set of individual angle pairs.

I. INTRODUCTION

Many three-body breakup experiments have been
performed within the last decade. However, with

the exception of high-energy bubble-chamber or
photographic-emulsion experiments, these mea-
surements have been made using two or at most
a few detectors in coincidence. Thus, only par-
ticular types of nucleon+ deuteron- 3 nucleons
events have been investigated in any great detail,
such as quasifree scattering (QFS) and final-state
interactions (FSI). The limited scope of these ex-
periments generally has permitted satisfactory
fits to the data by theoretical calculations utiliz-
ing simple approximations valid only in the limited
region investigated.

The present experiment was performed to over-
come these limitations by providing data for 'H-

(p, 2p)n reaction in 4w geometry. ' In this article,
the details of the experimental technique used to
obtain such a general set of data and the compari-
son of the data with a simple model over a large
region of phase space will be reported. A com-
parison of the data with an exact calculation based
on a separable potential model will appear in an-
other article. '

II. APPARATUS AND EXPERIMENTAL TECHNIQUE

To provide such a general set of data, the follow-

ing conditions were imposed. First, two of the
three final-state particles were detected in coinci-
dence. Second, the energies and directions of
emission of the two detected particles were de-
termined. This provided six parameters for each
event whereas only five are needed in principle to
completely determine the final-state kinematics.
However, the additional information is necessary
to resolve double-valued kinematic solutions, to

enable the elimination of unwanted background
events, and to provide a check on the reliability
of the detection apparatus. Third, all directions
of emission of the two detected particles were uni-
formly sampled.

The apparatus has been described elsewhere in
detail, ' therefore only a brief summary will be
given here. The scattering chamber consisted of
two aluminum hemispheres, each of radius 61 cm
and nominal wall thickness of 2.5 cm. The detec-
tor system contained 192 scintillation detectors
divided into two data channels of 96 detectors each.
The two detector systems differed only in the ar-
rangement of the detector locations on the surface
of the sphere. If the two detected particles and
the undetected particles are labeled as 3, 4, and

5, respectively, the system for detecting particle
2 was arranged uniformly in cos8, and P,. The
second system was also arranged uniformly in
cos94. Since the three-body cross section does not
vary independently with P, and P„but depends on

4P (= P, —P,), it was only necessary to arrange
the second system to uniformly sample the azi-
muthal-angle difference b, p. The second system
is concentrated in a narrow region of p4 space,
which increases the density of the sampling points
in the np variable. The system for detecting par-
ticle 3 is called the "coarse" system since it is
distributed over the entire 2v in P„whereas the
system for detecting particle 4 is called the "fine"
system since it is effectively distributed over only
—,
' of the 2v range of P,. The apparatus described
samples the three-dimensional cos8, cos8,n P vol-
ume at 9216 (=962) equally spaced points; however,
the 'H( p, 2p)n three-body kinematics restrict the
valid events to about 2000 of the possible 9216
pairs of detectors.

Each scintillation detector consisted of a cylin-
der of NE102 (2.65-cm diameterx 5.1-cm length)
cemented onto the face of an RCA-4517 photomulti-
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tify the specific detector involved. The 96 linear
and 96 fast signals from each channel are fanned
in resistively and fed to a fast amplifier and tim-
ing discriminator, respectively. The 16 coding
signals from each channel feed 16 low-level dis-
criminators with variable electronic delays, the
only nonstandard modules used in the system.

A complete coincidence event consisted of five
parameters: two linear signals, two sets of coding
signals, and a relative time-of-fligh (TOF) signai.
Whenever a particle was detected in one of the de-
tectors of the coarse system within 250 nsec of a
particle detected in one of the detectors of the fine
system, the five parameters were converted to
digital form by analog-to-digital converters
(ADC's) and DCB's' and recorded by a modified
IBM-7094 computer. The computer checked the
two coding words to reject triple coincidence
events which composed about 3% of the incoming
data. The five parameters from the valid events
were recorded on magnetic tape. A pulse-height
spectrum from each of the 192 detectors as well

plier tube. The average solid angle subtended by
the detectors was 2.3 msr. The front face of the
scintillator was polished and the sides coated with
reflecting paint. Charged particles were prevented
from entering the scintillators through the sides by
0.3-cm-thick brass sleeves. The electronics at-
tached individually to each photomultiplier consist-
ed of a standard voltage divider chain and capaci-
tively coupled outputs to provide the number of
signals required by the data channel. Linear and

fast-timing signals were taken from the 7th and
10th dynodes, respectively. The anode output was
divided into three signals to be used in the detec-
tor identification-coding network. All outputs ex-
cept the linear one were diode isolated to prevent
cross talk between detectors and between coding
lines.

Figure 1 shows a simplified block diagram of the
electronics. The information presented by each of
the two data channels consisted of a fast signal for
timing and a linear signal for pulse height or ener-
gy information, and a set of coding signals to iden-
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F'fG. 1. A block diagram of the electronics used in the H(p, 2p)n experiment. All modules are standard NIM elec-
tronics except for the 16-channel "code-system" discriminators. TAO is time-to-amplitude converter; DCB is discrim-
inator-coincidence-buffer register.
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as the TOF spectrum were also stored in the com-
puter. The stored spectra could be displayed or
printed during acquisition.

The 39.5-MeV proton beam from the cyclotron
was carefully collimated and aligned with scintilla-
ting phosphors to guarantee that it passed through
the chamber on the axis of the detector system.
The uncertainty in the polar angle of the detectors
was at worst +0.5', but most of the detectors were
within 0.3' of their nominal positions. The princi-
pal target was a deuterated polyethylene foil of
thickness' 0.5-0.8 mg/cm'. The beam spot on the
target was approximately a circle of diameter
0.6 cm.

To avoid the shadowing of certain detectors by
the target frame and distortion of the measured
spectra due to the energy loss of the emerging
protons in the target, data were acquired for dif-
ferent orientations of the target foil so that the pro-
ton momenta always made an angle greater than
15 with the target plane. This limiting angle cor-
responds to a worst-case average energy spread
of +0.12 MeV at a proton energy of 5 MeV.

Beam currents of 0.3-0.6 nA were used, which
produced a coincidence counting rate of 50-100
events/sec. During each coincidence run a spec-
trum was measured by an independent monitor
detector at 9„b=45'. The C(p, p)C elastic peak in
the monitor spectrum was integrated to determine
the target-beam normalization for each run using
the known elastic cross section' and C/D ratio of
the CD, foil. About 6.5 million coincidence events
were recorded from CD, .

In addition to the coincidence runs with a CD,
target, singles spectra were recorded in each of
the 192 detectors under conditions identical to the
coincidence runs, using CH„CD„and carbon
foils. These spectra were used for calibrating the
gain of each detector in off-line processing.

Coincidence runs were also made with CH, and
carbon foils. The CH, data were to allow subtrac-
tion of a background from the 1/o residual hydrogen
contained in the deuterated foil. Because of the
small kinematic difference between elastic and

quasifree pp scattering, we were unable to resolve
these two events kinematically in the few pairs of
detectors which had 8, + e,= 90', n IP = 180'. The
carbon data were subtracted from the CD, data to
correct for small backgrounds of real events from
C(p, 2p), C(p, pn), etc.

III. DATA REDUCTION

Befoxe comparisons could conveniently be made
with model predictions, the data were further pro-
cessed by the computer. The first step in the pro-
cessing was to convert each pulse height into a

proton energy. It is well known that the light pro-
duced by protons in the NE102 scintillator is a
nonlinear function of the proton energy. We de-
termined the average response function for sever-
al of the detectors by adjusting the constants kB
and C in the expression from Ref. 7 for the total
light (L) produced in NE102 by a proton which
looses all of its energy (E~) in the scintillator:

Since the departure from linearity is largest at
low energies, we used the low-energy protons
from elastic hydrogen scattering at large angles
to determine the parameters AB and C in Eq. (1).
Figure 2 shows one of the CH, singles spectra
used for this purpose. After determining the best
average response function for the selected group
of detectors, it was found that for the entire group
of detectors the light output given by Eq. (1) was
not a linear function of pulse height or channel
number. To compensate for this additional non-
linearity we used a quadratic relationship between
the light and the recorded channel number. '

L(E&) = gI N+ g~N (2)
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FIG. 2. A singles spectrum from a CH& target for a
typical one of the 192 detectors. The arrows indicate
the positions of the peaks used to determine the NE102
response function and detector-gain constants.

where g, and g, are the gain constants for each de-
tector which relate the channel number (N) to the
energy (E~) via the function in Eq. (1). The gain
constants g, and g, were determined independently
for each of the 192 detectors by using the known

energies of the protons scattered from carbon and
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CH, . The median positions of the peaks corre-
sponding to scattering from the ground and 9.6-
MeV excited state of carbon were found by a
search program and used to determine g, and g,
by solving the simultaneous equations resulting
from Eq. (2) above. Figure 2 shows a typical cali-
bration spectrum. The over-all response function
Es(N) from combining Eqs. (1) and (2) was dis-
played by the program after calibrating the spec-
trum from each detector. The expected positions
of the other peaks in each calibration spectrum
were indicated by markers on the displayed spec-
trum. A light pen was used to interrupt and cor-
rect the computer calibration in cases where sta-
tistical variations in the spectra caused the auto-
matic peak search to fail. The stability of the de-
tector gains with time was checked by independent-
ly determining a complete set of g, and g, from
calibration data acquired at the beginning, in the
middle, and at the end of the set of coincidence
runs. It was found that for all but 13 of the detec-
tors, the gains were constant to within 5%. For
the detectors which showed gain shifts during ac-
quisition, g, and g, were changed as a function of
time in analyzing the coincidence data sets.

After the gain constants were determined for all
detectors, the raw-data tapes were processed to
form an intermediate set of tapes which also con-
tained a list of parameters describing each event
in order. These parameters were the two labora-
tory energies of the protons, the two detector loca-
tions, and a corrected-relative-time parameter.
The corrected time was computed from the record-
ed TOP parameter by subtracting the time differ-
ences in the protons' arrival times due to the ac-
tual times of flight from the target to detector and
due to the differences in the cable lengths connect-
ing the detectors to the electronics. The resulting
peaks for the real and accidental coincidence
events had a width mainly due to transit-time dif-
ferences in the photomultiplier tubes, discrimina-
tor walk, and to some extent due to resolution ef-
fects. A typical time spectrum is shown before
and after correction in Fig. 3. The accidental co-
incidence events were less than 10% of the real
coincidence data except in the detectors at the
smallest 8 angles where the real and accidental
rates were at worst about equal. The accidental
coincidence events were largely due to elastic scat-
tering from carbon and deuterium and were there-
fore kinematically separate from the valid 'H(p, 2p)-
n events.

The intermediate data tapes were read by the
computer to form the data contained in the time-
zero (real coincidence) peak of the relative-time
spectrum into about 200o arrays of counts as a
function of the two proton energies, E3 BIld E4 a11
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FIG. 3. A relative-time spectrum for a particular
pair of detectors from the time-to-amplitude converter.
(a) The raw spectrum including cable delays and parti-
cle times-of-flight. (b) The same spectrum after cor-
rection for cable delays and times-of-flight.

array was formed for each pair of detectors which
was kinematically allowed to detect 'H( p, 2P)n
events. The accidental events in the peak one rf
period later in the corrected-time spectrum for
each pair were subtracted from the time-zero
events in the E,-E, arrays. In addition, E3 E4
arrays were formed from the carbon data, nor-
malized to the CD, data using the monitor-detector
data, and subtracted.

The final H(p, 2P)n data from all the coincidence
runs exist as a list of 2000 two-dimensional ener-
gy spectra on one reel of magnetic tape. To form
projected cross sections (dso/dQsdQ, dE) the tape
was read and the E,-E4 data projected on the E3
and E4 axes with the appropriate normalization
factor as determined by the elastic carbon moni-
tor for all the runs included in the spectrum. Such
BIl E3 E4 plot and proj ected spectra are shown for
a particular pair of angles in Fig. 4. The sources
of the various background events in Fig. 4 are dis-
cussed in Sec. IV of this article.

The uncertainty in the absolute cross-section
normalization for the entire data set includes con-
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tributions from the statistical uncertainty of the
total monitor count (0.6%), uncertainty in the 45
carbon elastic cross section' (4%), uncertainty in
the monitor solid angle (1/0), uncertainty in the
monitor dead time (1%), and uncertainty in the
C/D ratio of deuterated polyethylene (1/p), To
verify that the C/D ratio was const:ant, we simul-
taneously measured the scattering from the carbon
and deuterium in the CD, throughout the course of
the data taking. The ratio was constant to within
1%. In addition to the uncertainty in over-all nor-
malization, there was a relative uncertainty from
spectrum to spectrum due to uncertainties in the
detector solid angles (3%) and the relative statis-
tical uncertainty in the monitor counts for differ-
ent runs (1%). We estimate the uncertainty in the
absolute cross sections from these sources to be
+6%, to which must be added the statistical uncer-
tainty of the 'H(p, 2p)n counts as indicated by the
error bars on the spectra discussed in this article.

In addition to the uncertainties mentioned above,
the detection of 'H(p, pn)p events produced a back-
ground in the region of the three-body kinematic
loci. The only reliable measure we have of this

background is in the nucleon-nucleon quasifree-
scattering region of phase space where both the
'H(P, 2P)n and 'H(P, Pn)P cross sections have been
measured. ' In this region we determined the 'H-
(p, pn)p background to be about 5% of the data in
the projected spectra. Because the 'H(p, pn)p
cross section in the Pn-QFS region is about 2.5
times larger9 than the 'H(p, 2p)n cross section in
the pp-QFS region, this 5% figure is probably the
worst-case contribution from this source of back-
ground. In regions away from PP-QFS this back-
ground should be usually less than 2% since in
these regions the 'H( p, p(()p cross section will on
the average be less than the 'H(p, 2p)n cross sec-
tion. The integrated 'H(p, 2p)n cross section must
equal the integrated 'H(p, pn)p cross section. The

'H(p, pn)p background has not been subtracted
from the data presented in this article.

IV. ANALYSIS OF THE DATA

A. Partial Dalitz Plot Data

Because we have measured about 2000 kinemat-
ically complete spectra, it was impractical to fol-
low the usual procedure of calculating a model
prediction for comparison with each individual
spectrum. The model we will discuss in this ar-
ticle is one which contains a small num. ber of ad-
justable parameters to be fitted to the data. " To
extract an average set of fitting parameters, we
utilized the three-body data in the form of a par-
tial Dalitz plot, shown in Fig. 5. As described in
Ref. 11, the partial Dalitz plot w'as formed by in-
tegrating the data over the possible angles of emis-
sion of one of the protons. For fixed e„(j(, the
cross section of the partial Dalitz plot is given
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FIG. 4. An E3-E4 plot of counts vs laboratory proton
energies. Each asterisk in the two-dimensional portion
is of a linear size proportional to the counts in that F-3-

E4 channel. The curved lines in the two-dimensional
energy spectrum enclose the band which can contain val-
id 2H(P, 2P)n events. The two histograms are the pro-
jection of the data between these lines onto the E3 and

E4 axes with scaling appropriate to converting the counts
to cross section. The solid curves in the projected spec-
tra are the prediction of the model discussed in Sec. 1V
of this article.

where the 5 function is explicitly included to guar-
antee that the contribution to the integral is zero
for points off the three-body locus. Using the data
we have acquired, we can approximate the exact
expression given by Eq. (3) by adding up the E, E, -
data from selected detector pairs with appropriate
normalizations. Vfe selected detectors at fixed 84
from the "fine" detector system so that the uni-
form coverage in the (P, direction by the "coarse"
system could be utilized in approximating the in-
tegral. Both detector systems have uniform cover-
age in the cos8 direction, so the integral was ap-
proximated by

d40
= Q e, B(E((E„E,)f, (E„E),



966 ROGERS, JAIN, AND BHONSON

where the sum is over all detectors in the "coarse"
system in coincidence with a detector at 04=43 in
the "fine" system. N, is the number of particles
detected at energies E, and E, in the ith detector
pair. B, is the beam and target normalization for
the ith pair and also contains the channel size
(1/&Q»nE, ~») to give the cross section the prop-
er dimensions of pb/srMeV'. The coverage co-
efficient eI(=53) '» is included to express the fact
that each of the "coarse" system detectors sam-
ples only a fraction (1/AQI) of the 4II solid angle
available to particle 3. The function f, is an ap-
proximation to the 5 function in Eq. (3). The ex-
plicit inclusion of the 5 function in the approxima-
tion of the integrated cross section would not be
necessary in an ideal experiment since the mea-
sured cross section would naturally be zero off the
kinematic locus, but including the 5 function is an
essential means of reducing the background in an
actual experiment. To illustrate the importance
of this technique in the present experiment, we

show a worst-case E,-E4 spectrum in Fig. 4. With

no finite-resolution effects, the counts from 'H-

(P, 2P)n would lie on a line between the solid lines
drawn on the two-dimensional plot. Because of
resolution effects in angle and energy, the actual
data lie on a band of finite width. The curved lines
are loci generated by assuming a difference in the
total center-of-mass kinetic energy of +14% and

-11%from the actual energy. Events between the
lines were taken as acceptable 'H(p, 2p)n events
while events outside the lines were considered
background events. The function f, was taken to
be unity inside the lines and zero outside the lines.

Figure 4 shows the data at the farthest forward an-
gles in each system and contains some uniquely
troublesome background events. The counts off
the three-body locus at low values of E, and E4
are mostly due to elastically scattered protons
which suffer a nuclear collision in one of the de-
tectors, producing uncharged products which were
then detected in the second detector. These invalid
events are only significant in detectors which are
geometrically close together (&, =0», 6/=0). The un-

subtracted bands of accidental coincidence events
at E,= 40 MeV and E,= 40 MeV are also present
predominantly only at the forward angles because
the elastic cross sections of carbon and deuterium
are large at small angles. To increase the sam-
pling density in the n, ItI direction, we averaged the
cross section computed from Eq. (4) over four de-
tectors in the "fine" system with equally spaced
azimuthal angles and slightly different polar angles
(0, =39, 43, 44, and 45').

Data from 180 pairs of detectors were summed
according to the prescription of Eq. (4). The range
of 04 averaged over causes some smearing of the
features in the data, but we will compare the Da-
litz plot data with a model simulation averaged in
a manner identical to that used for the data, so
the simulation will be subject to the same distor-
tion from this source as the data.

B. Model Simulation

To simulate the Dalitz plot cross section we
made the following replacement in Eq. (4):
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where (d 'o/dQ, dQ,dE, ), is a model expression for the
differential cross section which will be discussed
below and b, is the target-beam normalization
analagous to B, in Eq. (4}. The energy 6 function
makes the contribution to the integral zero at
E3 EQ points off the kine matic locus for the ith
detector pair. Notice that the rather broad func-
tion, f,(E„E,), in Eq. (4) was replaced by a 6 func-
tion in the simulation so we have not explicitly
simulated the finite resolution effects discussed

above.
Vfe took as our model expression for the cross

section"

d o/dQ~dQ4dE = p(A+ EI%., + BE„q+CE»), (6)

where p is the three-body phase-space function, "
E,„„, is the modified-simple-impulse approxima-
tion"'" term to represent pp quasifree scattering
(QFS), and F„~ and E» are Watson-Migdal" type
enhancement factors to represent np' and pp"
final-state interactions (FSI), respectively. A fit
to the Dalitz plot data was made by independently
adjusting the constants A, J3, and C as well as the
cutoff radius which occurs in E.„;,. The contribu-
tions to the Dalitz plot by the various terms of Eq.
(6) are shown in Fig. 6 and discussed below.
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in Eq. (4) is the same for both
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D. Quasifree-Scattering TermIO- IO

The second term in Eq. (6) contributes to the
Dalitz plot in the region where the spectator-neu-
tron energy (=E,+Q E, E,}"is sma-ll, a-s shown
in the PP-QFS plot of Fig. 6. The term F „„used
to represent Pp-QFS is the version of the modified-
simple-impulse approximation" "which contains a
sharp radial cutoff in the deuteron wave function
to phenomenologically simulate the effects of re-
scattering in the impulse approximation. I'~,„,„
has the form:

&.,:;.= d—„I ku(P, ) I', (7)

20-20-
SCALED UP 3X

3030-

40- 40

IO 20 30 40 0 IO 20 30 40

E4 (lab) MeV

FIG. 6. Partial Dalitz plots of the contributions to the
cross section by the individual terms of the model ex-
pression Eq. (6). The scale for three of the plots is
the same as in Fig. 5 while the symbols in the plots la-
beled "scaled up 3X"have been enlarged by a factor of 3.
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where do/dQ is the PP differential cross section
and f~(p, ) is the momentum wave function of the
deuteron, which contains the cutoff radius as a
parameter. The best fit to the data was obtained
with a radial cutoff of 5.5 fm in the deuteron's
spatial wave function P, (r), which was Fourier
transformed to obtain P~(P,). Because of the sharp
cutoff in f„(r), p~(p, ) is an oscillating function of
the spectator-neutron momentum (p, ) with its first
zero at P, =75 MeV/c. It is unlikely that there is
any physical significance to the oscillating behav-
ior of P, (P,) for large P„so only the first maxi-
mum of the oscillating function was retained in fit-
ting the data. That is, we arbitrarily set P~(p, )
=0 for all p,„greater than 75 MeV/c.

The usual choice for der/dQ in Eq. (7) is the elas-
tic pp cross section evaluated at the energy and

scattering angle in the c.m. of the two final-state
protons. The different possible choices of how to
evaluate do jdQ" produce nearly the same results
when the modified-simple-impulse approximation
is compared with 'H(P, 2P)n spectra near p, =0
since the Pp c.m. energy is in that case about the
same in the initial state as in the final state (dif-
fering only by the q value). However, in this cal-
culation E.~,;. will contribute to the cross section
up to rather large values of p„where the initial-
and final-state pp relative energies are quite dif-
ferent. In this circumstance, it seems unreason-
able to arbitrarily select the final-state relative
energy as being more important than the initial-
state relative energy in determining do/dQ. We
have evaluated do jdQ at an energy which is the
average between the initial- and final-state pp
c.m. energy.

A second problem which arises in evaluating
de jdQ for large P, is that the scattering angle can
become zero, at which point the on-shell Cou1omb-
scattering cross section is infinite. %'e evaluated
the nuclear part of do/dQ from elastic scattering
phase shifts' so it was convenient to replace the
usual on-shell Coulomb amplitude" by the off-
shell amp]. itude"

f(ki, ~, k&) =-expl. -fn»(lk&-k&1'/4&'))/(lk; -k, I'ff),

(8)

where k,- and k& are the relative wave vectors in
the initial- and final-state Pp system and k is the
wave number associated with the channel energy
(=average energy in this case). g and A have their
usual definition. ""This amplitude reduces to the
on-shell amplitude" for

l k; l
= k =

l kzl, but it con-
tains no singularities if k, 4k& and kc0 which is
the case here (even ate, ;. =0). The cross section
do jdQ in Eq. (7) was evaluated using the Coulomb
amplitude of Eq. (8) and the nuclear-bar phase

shifts of Ref. 24 evaluated at the average pP c.m.
energy.

E. Final-State-Interaction Terms

For small nucleon-nucleon relative energies"
the Watson-Migdal" enhancement factors E„~ and

E» are exactly those used by Bruckman et al.""
in their analysis of the 'H(d, 2P)n reaction. We did
not vary the nucleon-nucleon scattering lengths
and effective ranges which are parameters of E„~
and E». These parameters were given the values
determined from elastic nP and Pp scattering at
low energies. ~

E„~ contains independent contributions from sin-
glet and triplet s-wave nP interactions. By care-
ful analysis of the shape of the nP-FSI peak in
'H(d, 2P)n Briickmann et aP' succeeded in separate-
ly determining the singlet and triplet contributions
to E„~. This separation procedure has recently
been verified by an exact three-body calculation. "
We used the singlet/triplet ratio as determined by
BrQckmann et al" at the c.m. angle corresponding
to p+ d- p+.d* at 8~ =43', the angle of our partial
Dalitz plot. (d* refers to the "quasiparticle" com-
posed of a strongly interacting nP pair at E„~=0.)
Only the over-all normalizations of E„~ and E»
were varied in fitting the Dalitz plot data.

Because there are two protons in the final state,
E„~ contributes differently depending on whether
proton 3 or proton 4 is the one involved in the
nP-FSI. The plots labeled nP(35) FSI and nP(45)
FSI in Fig. 6 show the contribution of E„~ to the
Dalitz plot for these two cases.

The plot labeled PP-FSI in Fig. 6 shows the con-
tribution of the F» term in Eq. (6), and the final
plot labeled TOTAL in Fig. 6 shows the sum of the
five other plots. The most prominent features in
the total Dalitz plot are the large peaks from the
pp-QFS term and the nP-FSI term involving the
neutron with proton 3. The kinematic variables
l p, l

and E» which most sensitively effect the QFS
and np(35)-FSI plots have definite values at each
point in the partial Dalitz plot because they do not
depend on the angle of emission of proton 3 which
was integrated over in forming the plot. Although
the spectra at individual angle pairs are strongly
peaked at small values of the relative energies
E4, and E,4, this peaking is washed out in the Da-
litz plot because each point inside the boundary of
the plot corresponds to a range of values for E4,
and E34 depending on the range of kinematically
allowed angles for proton 3.

F. Comparison Between Simulation and Data

Figure 5 shows a comparison of the model simu-
lation discussed above with the measured 'H(p, 2p)n
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data. The major features of the measured Dalitz
plot are reproduced in the simulation. Some of
the apparent differences between the data and the
simulation are significant and some are probably
due to finite resolution effects which were not in-
cluded in the simulation. The difference between
the simulation and the data in the region of the
quasifree-scattering peak (near E, =E,= 19 MeV)
is due primarily to finite resolution effects which
cause the peak in the data to be smeared out some-
what compared to the simulation. On the other
hand, the difference in the region of the nP-FSI
peak at E, =6 MeV, .E, = 27 MeV cannot be account-
ed for by resolution effects. It may be that an ex-
plicit inclusion in the simulation of the angular
variation of the nP-FSI cross section" would par-
tially correct the discrepancy in this region. %e
believe the most significant difference between the
simulation and the data is the minimum in the data
around E, =E4= 17.5 MeV, just inside the QFS peak.
The minimum does not occur in the simulation,
which upholds the contention of Ref. 11 that it is
due to a destructive interference effect. Inter-
ference effects are in no way included in the mod-
el discussed in this paper, since this model is an
incoherent sum of cross-section terms rather than

the sum of amplitudes which would be required to
produce interference.

G. Comparison of the Model with Individual Spectra
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The partial Dalitz plot was chosen as the form of
the 2H(P, 2P)n data for fitting the model expression
because it represents the average behavior of the
cross section in a large volume of phase space.
However, because of the integration performed
over some of the kinematic variables, the com-
parison of the model expression with the Dalitz
plot data is a less sensitive test of the model than
a comparison with the individual spectra at fixed
pairs of proton-emission angles. For this reason,
we chose a small number of representative angle
pairs for comparison with the model calculation.
In comparing the model expression with the in-
dividual spectra, the constants and fitting parame-
ters were not varied from the values determined
from fitting the Dalitz plot data.
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FIG. 7. Spectra of the cross section d a/d03d04dE4
at selected pairs of angles chosen to avoid as much as
possible the effects of QFS and FSI. The points are the
measured data with typical statistical uncertainties in-
dicated by vertical error bars. The solid curves are the
predictions of the model discussed in Sec. IV of this
article.

FIG. 8. Spectra of the cross section at pairs of angles
chosen to emphasize the effects of pp QFS. Vertical
arrows indicate the points of minimum spectator-neu-
tron momentum in each spectrum. The solid curves are
the predictions of the model discussed in Sec. IV of this
article.
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FIG. 9. Spectra of the cross section at pairs of angles
chosen to emphasize the effects of np FSI. The cross
section peaks at small values of the np relative energy,
as indicated by the arrows. The solid curves are the
predictions of the model discussed in Sec. IV of this
article.
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FIG. 10. Spectra chosen to emphasize the effect of pp
FSI. These spectra and the one in Fig. 4 show a broad
peak with a depression in the center caused by the Cou-
lomb repulsion of the two protons. The arrows show the
points of minimum pp relative energy in each spectrum.
The solid curves are the predictions of the model dis-
cussed in Sec. IV of this article.

Figure 7 shows three spectra chosen to avoid as
much as possible the influences of QFS and FSI
processes on the cross section. The solid curves
are the predictions of the model expression. The
shape of the predicted cross section for these
angles is largely determined by a combination of
the phase-space and pp-FSI terms in Eq. (6).

Figure 8 shows three spectra chosen to empha-
size the effects of PP QFS. The cross section
peaks at the point of minimum momentum trans-
fer to the neutron as indicated by the vertical ar-
rows in each spectrum. There is also a broad
peak due to nP FSI in the two lower spectra of
Fig. 8.

Figure 9 shows two spectra chosen to emphasize
the effect of the nP FSI. The spectra exhibit peaks
at the points of minimum nP relative energy, as
indicated by the vertical arrows. The lower spec-
trum also exhibits a peak due to PP QFS.

Figures 4 and 10 show three spectra chosen to
emphasize the effect of PP FSI. The spectra ex-
hibit a broad peak which is split by the Coulomb
repulsion of the two protons. The two maximum
points of the cross section are at a relative ener-
gy of E»= 0.4 MeV, on either side of the Coulomb
minimum. As the minimum pp relative energy in-
creases from spectrum to spectrum in the sequence
Fig. 4, Fig. 10(a), Fig. 10(b), the depth of the Cou-
lomb-minimum decreases.

V. SUMMARY AND CONCLUSIONS

We have compared the 'H(p, 2p)n cross section
at E~ = 39.5 MeV over a large region of phase space

with a model which expresses the cross section as
an incoherent sum of terms to represent the three
major mechanisms, statistical processes, proton-
proton quasifree scattering, and nucleon-nucleon
final-state interactions. The model reproduces
the positions of the peaks observed in the partial
Dalitz plot cross section and in the individual an-
gle pairs, but it is quantitatively correct only in
the region of phase space dominated by PP QFS.
The model comparison is entirely consistent with
the identification of the minimum in the partial
Dalitz plot cross section" as being due to destruc-
tive interference. The importance of extreme de-
structive interference effects has also been recent-
ly verified in exact separable-potential calcula-
tions. "
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