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Elastic Scattering of Low-Energy Pions and Muons from Lead

G. Dugan, S. Childress, L. M. Lederman, L. E. Price, and T. Sanfordt
Columbiu University, Nesv York, ¹Y.

{Received 23 February 1973)

The small-angle {13'-40')part of the elastic differential cross section for the scattering of
low-energy {T„-100 MeV) positive and negative pions from natural lead was measured. The
same quantity was also measured for the scattering of low-energy muons from lead. The
muon-lead data were used to determine the rms charge radius of the lead nucleus. Assuming
a Fermi shape for the charge density with a skin thickness of 2.21 fm, the result was (t'2) h~/2

=5.50+ 0.06 fm. The ~~-Pb data, taken in the region of large Coulomb nuclear interference,
were compared with predictions of the pion-nucleus optical model according to Watson and
Kisslinger. Excellent fits to the data were obtained by treating the model phenomenologically;
however, the best-fit optical-model parameters were not in agreement with the values com-
puted from experimental pion-nucleon phase shifts. Since the &~-Pb elastic cross sections
are sensitive to the neutron density distribution, a determination of the rms neutron-matter
radius could be made. Assuming a Fermi shape for the neutron-matter density, with a skin
thickness of 2.21 fm, the result was {y2)„~~/2 =5.45+~&'~&3& fm.

I. INTRODUCTION

The experimental study of pion-nucleus elastic
scattering at low incident pion kinetic energies
(i.e., a few hundred MeV) has, in the past, been
confined predominantly to light nuclei. The best
example is the recent CERN collaboration' which
measured m scattering from "C. These light-
nuclei data have been extensively analyzed in
terms of theoretical models; for the elastic dif-
ferential cross section corresponding to pion
kinetic energies of -120 MeV (well below the h»
resonance), the Kisslinger model' ' has been
shown to provide an excellent description up to
at least the first diffraction minimum. However,
there have been no experimental data available
for an accurate test of the Kisslinger model in
heavy nuclei. The experiment reported here pre-
sents data which provide such a test: the elastic
differential cross section for the scattering of m'

and ~ from natural lead, over the angular range
from about 13 to 40', at an incident pion kinetic
energy in the laboratory of 96 MeV. In addition,
there has recently been speculation' that mea-
surements of pion elastic scattering in heavy
nuclei can provide new information about nucle-
ar structure: In particular, a comparison of r'
and m elastic scattering from lead may yield
information about the neutron distribution which

is competitive in precision with that obtained by
other techniques (see Fig. l). However, since
the data available from this experiment have only
a limited angular range, were taken only at one
pion energy, and have large statistical uncertain-
ties in one case (the 11' data), the accuracy of
the neutron-matter rms radius determination
presented here is somewhat lower than that of

other methods.
%e also report a measurement of the elastic

differential cross section for the scattering of
negative muons from natural lead in the same
angular range and at the same momentum. The
data are compared with the results of a phase-
shift calculation of the Coulomb scattering from
a static charge density, and the rms radius of
the charge distribution of the lead nucleus is ex-
tracted.

II. EXPERIMENT

A. General

The experiment utilized a secondary pion beam
from the Nevis synchrocyclotron. Figure 2 shows
the general features of the beam transport sys-
tem; Fig. 3 illustrates the experimental apparatus.
The pion beam was deflected and focused by a
dipole and quadrupole doublet behind the main
shielding wall into the high-energy (A-hole) chan-
nel. The beam momentum was about 190 MeV/c.
Upon emerging from the channel, the charged
beam was again deflected and focused, by a dipole
and quadrupole doublet, into the apparatus.

The main features of the apparatus (Fig. 3) were:
(a) A t1111e-of-fllgllt sys'tenl to measure the veloci-
ty.
(b) A magnetic spectrometer, utilizing a dipole
and a series of wire spark chambers on either
side, to measuxe the incident momentum and the
trajectory incident upon the target.
(c) A natural lead target (0.8348 gm/cm') in which
the scattering event occurs.
(d) A set of large wire spark chambers to measure
the scattered trajectory.

909



910 DUGAN, CHILDRESS, LEDERMAN, PRIC E, AND SANFORD

(e) A system of counters to measure the range of
the scattered particle.

B. Time-of-Flight System

The useful time-of-flight measurements were
made between the counters C i and C2, and Ci
and C3 (see Fig. 3). The principal use of these
measurements was in particle identification:
Since the incident beam was a mixture of pions,
muons, and electrons in the approximate ratio
5: 1:1, it was necessary to exclude, for example,
all muons and electrons to measure the pion cross
section. The time differences between the sig-
nals from the respective counters were converted
to pulse heights and stored in 256-channel analog-
to-digital converters (ADC's). The time-of-flight
resolution in terms of P (P=-v/c) was on the order
of 0.03 full width at half maximum (FWHM): This
can be compared with the separation in velocity
for particles of 190-MeV/c momentum: P(p)

8(~)-=o », P(c) P(p) =-0 13.

strictive readout type. The magnetostrictive
pulses were amplified and digitized into sealer
readings in a Science Accessories Corporation
(SAC) sealer system. The chambers were cali-
brated by triggering them on particles of known

position, defined by veto counters. The chambers
measured the trajectory of a particle before and
after it was deflected through -30' in the dipole
field. An NMB probe in the field provided a con-
tinuous monitor for the central field strength.
The field was mapped in detail with a Hall probe,
and the measurements were checked against a
direct measurement of the line integral of the
field through the magnet with a long flip coil.
The knowledge of the trajectory deflection and
the field enabled the momentum to be determined.
The absolute uncertainty in the momentum mea-
surement was estimated at 0.2%, the spectrom-
eter system's resolution was 2 MeV/c (FWHM).
The final set of spectrometer chambers also pro-
vided a measurement of the trajectory of a parti-
cle as it was incident upon the target (see Fig. 3).

C. Magnetic Spectrometer System

The magnetic spectrometer consisted of two
sets of three wire spark chambers, with one set
on either side of a Brookhaven 18836 dipole mag-
net. The spark chambers were of the magneto-

D. Lead Target

The lead target was 0.8348 gm/cm' thick. It
was determined by spectroscopic analysis to have
less than 1% impurities (principally copper). It
was assumed to have the isotopic composition of
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natural lead, namely, 23.6/0 "'Pb, 22.6% "'Pb,
and 53.6$ "'Pb.

E. Scattered-Particle System

The spark chamber set after the target mea-
sured the scattering angle of events which scat-
tered up to 40'. The chambers here were also
of the magnetostrictive readout type. This set
of chambers was calibrated by predicting posi-
tions of beam particles from trajectories mea-
sured in the final spectrometer set. In order
to include large-angle particles in the calibration,
this last set of chambers was rotated, as a unit,
about a vertical axis, through known angles up to
30', at the end of the experiment. The final re-
sult was an angle measurement with an absolute
uncertainty estimated at -0.3%. The angular reso-
lution of the system (not including multiple Cou-
lomb scattering in the target) was -16 mrad
(FWHM).

A valuable check on the momentum and angle
calibrations was provided by the angular distribu-
tion of pion decay, with its Jacobean peak at -210
mrad. A comparison of a Monte Carlo calcula-
tion with the results of a special data run in which
the system was triggered only on pion decays
implied a shift in q=P„sine of 0.24%, which is
consistent with our estimated errors in either
p„or I9.

As shown in Fig. 3, the range measurement
system had the following components: (1) a lead
wall of -2.5-cm thickness, 183-cm X183-cm area,
to slow the scattered particles so that they would

stop in the subsequent range counters; (2) two
banks of plastic scintillator hodoscope counters,
each 1.3 cm thick, with a 183-cm &&183-cm area;
(3) six liquid scintillator range counters, each
2.5 cm thick, covering the 183-cm &183-cm area.

F. Range Measurement

The range system was arranged so that beam
muons would stop in the fifth liquid range counter,
on the average; and beam pions would stop in the
first liquid range counter. Roughly 20% of the
pion beam was absorbed in the lead wall via nu-
clear interactions in flight. The range resolution,
determined by the thickness of the counters and
the range straggling, was about 10 MeV/c (FWHM).
Although the pions and muons were well separated,
the range measurement was not used as the prima-
ry technique for w-Iu-e discrimination (in order
to avoid a range-efficiency correction in the anal-
ysis). The major background for the pion experi-
ment was pion decay, as discussed below. The
range measurement served to separate pion-lead
scatters (signal) from about 50% of the low-energy
decay muons (background) which stopped in the
lead wall. However, the rest of the decay-muon
background had roughly the same range as scat-
tered pions and could not be separated by the
range information. The major function of the
range measurements, as used in the analysis,
involved the requirement that an acceptable pion
event should penetrate the lead wall and trigger
at least one of the hodoscope counters. This
eliminated some of the decay-muon background
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as well as most of the inelastic pion scattering
in the target.

G. Logic and Procedure

The incident flux was defined as the coincidence
I =—C1 C2 CS.H ~ U ~ V'7 D. Here U represents
all the veto counters (V, ~ V, ) in the spectrom-
eter system, and U7 represents the veto counter
just before the target. D is a dead time neces-
sary to allow the system to recover from the last
event; it was -0.1 sec. The requirement of H in
the trigger implies that the particle survived the
lead wall. The system was triggered on (a) "scat-
ter" events which missed the scatter veto S, i.e.,
satisfied I" 8, or (b) "beam-sample" events,
which were straight-through events randomly
sampled as a measure of the characteristics of
the incident beam.

When an event occurred, the chambers were
pulsed, and the data acquisition initiated. The
chaxnber sealer readings, the time-of-flight
ADC's, the NMH readout, and various identi-
fication bits (including bits corresponding to hodo-
scope and range-counter firings) were assembled
in 29 32-bit words and transmitted to storage on
a disk on an IBM 360/44 computer. A bank of
scalers monitoring critical counter and coinci-
dence rates was also transmitted to the computer
at two-minute intervals. It was not possible for
the computer to do on-line analysis; the data
were stored on magnetic tapes and subsequently
processed as discussed below.

Data runs with the target in were taken alterna-
tively with target-out runs, which allowed a study
of the background. Table I summarizes the col-
lected data in terms of total numbers of events.

III. ANALYSIS

A. Reconstruction

The first phase of the data analysis involved the
reconstruction of the raw data (data acquisition
system output). This involved a computation of
the momentum (from the spectrometer informa-

tion), velocity (from the time-of-flight informa-
tion), scattering angle, range, and the geometry
of the event (from information supplied by the
last set of chambers). Other auxiliary quantities
were also computed. The most important were
measures of the spark-chamber and range-sys-
tem efficiencies, and reconstructed trajectories
in the spectrometer dipole.

The reconstruction program processed every
event which had triggered the system. Many of
these, however, were not suitable for various
reasons; consequently, requirements were im-
posed to eliminate them. A given set of require-
ments was applied to both the "scatter" and the
"beam sample" events. The flux corresponding
to the surviving scatter events was determined
from the effects of the requirements on the "beam
sample" events.

B. Acceptance Criteria

The principal requirements imposed on the re-
constructed events were the following:

SPark-chamber ~equipments. These re-
quired that at least two out of each three cham-
bers in each of the three sets gave an unambigu-
ous (x and y) position for the event. Possible
biases which could be present in the last set of
chambers, where the "scatter" and "beam sample"
distributions were quite different, were looked
for but not found. The largest class of events re-
jected by this requirement were multiple-track
events in which the chamber information was
ambiguous. The loss of events through this re-
quirement was 10-20%.

2, Velaci ty requirements. These required that
an accepted event have a velocity characteristic
of the pion (for the pion experiments) or a muon
(for the muon experiment), within resolution er-
rors. The requirements involved both the C1C2
and C1C3 time-of-flight measurements. The muon
contamination in the pion experiments was -0.1/g

of the flux after the velocity requirements; the
pion and electron contaminations in the muon ex-
periment were respectively -10 ' and -10 ' of

TABLE I. Collected data totals.

Total flux
Flux after cuts
Total events
Total scatters
Scatters after

cuts

Targ in

22 118161
15 173058

187 421
113575
57716

Targ out

5 514 648
3 794 078

29 923
10 487
3 277

7r+

Targ in

6455 155
3 601 976

150449
115063
11103

Targ out

2 166 176
1 204393

33 139
21 064

789

P
Targ in

26 322 972
9 035 199

416 452
326 153
89 969

P
Targ out

7 655 250
2 595 889

28 885
7 505

296
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the muon flux. The requirements for rejecting
muons were less severe than those for rejecting
pions and electrons because there were initially
more pions than muons, and the pion-scattering
cross section is larger than that of the muons.
Consequently, the muon rejection entailed a loss
of only 15% of the pion flux, but the pion rejection
entailed a loss of 60% of the muon flux.

8. AQng8 18@Mf82R8nt8. The oDly x'Rnge. re-
quirement wa, s the requirement of passage through
the lead wall: This was imposed by including the
hodoseope 8 in the flux definition, or by selecting
events fox' which the hodoscope bits were set.
Fox' the ploD experiment~ corx'ectloDs fox' Rngle-
dependent increases in nuclear absorption loss
and straggling loss in the lead mall wex'e then
QecessRry, Rs discussed below.

4. G80m8A ill ~8quix8m8nts. Ther'e were two

principal ones. The first was a requirement that
the predicted-event position after the spectrom-
eter dipole agree with the measured position with-
in the resolution errors. This requirement served
to eliIninate momentum mismeasurements. The
second was a requirement that the reconstructed
scattering vertex be coincident with the target
position, within the resolution errors. This
served to eliminate some background events. The
loss of events through the first requirement was
-3%,' through the second, it was -30/0 for n's,
10% for g's.

Table I shows the amounts of flux and scatter
events which survived the event requirements
discussed above. Histograms of the scatter ing
angle and momentum of the good events were the
final result of the reconstruction process: These
histograms were then subjected to the further
analysis discussed below, with the final x'esult

being the experimental elastic differential cross
S8CtloD.

C. Corrections

the system, originating from pion scattering in
the air around the lead target; and a sharply
peaked distribution at the smallest angles (-200
mrad) originating from the decay w- p, + v occur.-
ring in the vicinity of the target. About half the
decay muons were of sufficiently low energy that
they could stop in the lead wall; but the other half
survived the wall and could not be distinguished
from a real target scatter event. Thus, it was
necessary to eliminate both components of the
background from the target in data with a back-
ground subtraction. However, the pion-decay
events wiB undergo multiple Coulomb scattering
in the target, so that the decay background in the
presence of the tRx'get ls RctuRlly quite diffex'ent.
from the background as measured experimentally
with the target out. Using the Monte Carlo pro-
gram mentioned above, we have been able to simu-
late correctly the target-out pion-decay angulax'
distribution. The tax get-in pion-decay background
was simulated in the same way, except that now

multiple Coulomb scattering in the target wa.s
allowed. A corx ection was made for events which
scattered at large angles in the target, and also
decayed, and which were therefore real signal.
The resulting Monte Carlo generated angular dis-
tribution was taken as the actual pion-decay baek-
gx'ound fox' the tRx'get ln runs. AloQg with the
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--- ~- AIR BACKGROUND
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The corrections which remained to be applied
to the reconstructed angular spectrum at this
stage were: (1) background subtraction, (2) geo-
metrlcRl efflclency and RngulRx' r'esolutlon cox'r'ec-
tion, (3) correction for multiple scattering in the
target, (4) corrections for the finite incident mo-
mentum spread and (for the pion experiment only)
corrections related to the range requirements,
and (5) corrections for inelastic processes We.
ahaB briefly discuss each of these in tux'n.
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lomb scattering momentum dependence for the
muons. The average pion kinetic energy was 94.9
MeV (the same for both m' and w to 0.1%), and
the average muon kinetic energy was 113.0 MeV.
A correction for the energy loss from the spec-
trometer to the target is included in these figures,
The momentum-spread and energy-loss correc-
tions together were typically 2-3% of the total
elastic differential cross section, for both pions
and muons.

The inclusion of the hodoscope H in the trigger,
as discussed above, resulted in the need for cor-
rections due to pion absorption and range strag-
gling. The corrections arose because of the dif-
ference in material traversed by particles which

scattered at large angles, as opposed to beam
particles. The muon range was large enough so
that straggling in the lead wall was negligible;
but for the pion experiments, a relatively large-
angle-dependent correction was necessary. A

computation scheme was devised which predicted
the range of an event, as measured by the sys-
tem, given its momentum and scattering angle.
This scheme was checked on the "beam-sample"
range data which, unlike the experimental "scat-
ter" range distribution, was not confused by large
pion-decay contributions. It could correctly pre-
dict the experimentally measured pion and muon

beam range spectra. The correction for pion
range straggling as a function of scattering angle
was then made on the basis of this scheme. The

correction ranged from 2 to 30% in the 30-40'
region for m', and from 1 to 10% in the same re-
gion for m . The correction for m' was larger,
because stopped ~ produced stars via nuclear
interactions, which effectively extended the range
for m . The absorption correction was small:
at most, 3%.

Although the range requirement of passage
through the lead wall excluded large-energy-loss
inelastic processes, inelastic events correspond-
ing to small energy losses were still present.
Our method of removal involved a calculation of
the inelastic cross section which was then sub-
tracted from the experimental data. The lead-
wall requirement excluded essentially all inelas-
tic processes in which the energy loss was greater
than about 15 MeV. A calculation of the total in-
elastic cross section (both angular and energy
loss distributions) in the single-scattering guasi-
free approximation' ' was used as the basis of
the inelastic correction.

A check on the inelastic correction was pro-
vided by an examination of the angular distribu-
tion of the events which stopped in the lead wall.
This was possible for certain sections of the data,
for which the hodoscope H was not required in
the flux definition or trigger, but simply served
to set bits in one of the data words. Selecting
events for which these bits were not set was equiv-
alent to selecting events which stopped in the lead
wall. A comparison of the angular distribution of

TABLE II. Tabulation of inelastic correction for n* differential cross sections. In mb/sr,
rounded to nearest whole number; uncertainties purely statistical.

0(mr ad)

do/dQ
Uncorrected

for
inelastic s

Inelastic
correction

do/dQ
Corrected

for
inelastics

do/dQ
Uncorrected

for
inelastic s

Inelastic
correction

do/dQ
Corrected

for
inelastic s

235
265
295
325
355
385

415
445
475
505
535
565

595
625
655
685
715
740

6386 + 1614
4227 + 495
2813 + 198
1897+ 97
1319+ 65

927 + 51

657+ 38
298 + 27
213 + 22
69+ 16
35~8
18+6

18+13
62+18
71+25
24+36

103+73
74+ 126

21
19
17
14
13
11

9
9

10
8
6
6

6365+ 1614
4208 + 495
2796 + 198
1883+97
13' 6~65
916+ 51

648 + 38
289+ 27
203 + 22
61+16
29+ 8
12+6

14+ 13
58+ 18
68+25
21+ 36

101+73
74 ~ 126

8820 + 1232
6003+ 387
3576 + 132
2038 + 60
1219+35
636+ 23

348+ 16
178~ 12
159+11
163+12
199+13
230+ 12

240+ 13
215+ 13
178+ 15
129+ 15

72+ 19
29+ 38

40
37
34
31
26
23

20
19
21
18
15
13

10
8
6
6
4
3

8780 + 1232
5966 + 387
3542 + 132
2007~ 60
1193+ 35

613+ 23

328+ 16
159+12
138+11
145+ 12
184+ 13
217 + 12

230+ 13
207+ 13
172+ 15
123+ 15
68+ 19
26+ 38
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these events with the total quasifree inelastic
cross section revealed good agreement (=20/0)
except at small angles (&450 mrad) where the
quasifree calculation seriously underestimated
the experimental distributions.

The inelastic correction to the data taken with
the lead-wall requirement was made by computing
the fraction of the quasifree energy-loss spectrum
which would penetrate the lead wall at each angle,
scaling the quasifree distribution at this angle by
that fraction, and subtracting the result from the
experimental data. Table II shows the experi-

mental data before the inelastic correction, the
inelastic correction, and the final result after
the correction, for ~' and m .

A point of concern to us was the discrepancy
mentioned above between the crude experimental
inelastic measurement and the quasifree calcula-
tion (at small angles). In principle, it could be
possible that this discrepancy was due to the ex-
citation of discrete low-lying levels in Pb, not
correctly treated by the quasifree approximation,
and so it would also be present as a contaminant
even when the lead-wall requirement is imposed.
However, a calculation of the excitation of some
of the low-lying levels in '"Pb (specifically, the
3 state at 2.62 MeV, the 5 state at 3.20 MeV,
the 2' state at 4.09 MeV, and the 4' state at 4.32
MeV), kindly performed for us by Rost and Ed-
wards, using a distorted-wave Born-approxima-
tion approach based on the Kisslinger model, '
indicated that the ratio of the sum of the inelas-
tic contribution from these levels to the elastic
(in our angular range) was -2"1 (i.e., consistent
with the quasifree approximations). Thus, we

associate the discrepancy at small angles with
some process involving large energy losses,
which implies that we can neglect it in the cor-
rection of the data with the lead-wall requirement
present.

No inelastic corrections or radiative correc-
tions were made to the p, Pb data. The inelastic
contamination, calculated in the quasifree ap-
proximation, is compared to the elastic cross
section in Fig. 7.

IV. RESULTS

A. Muon-Lead Experiment

The muon scattering was assumed to be entire-
ly due to a Coulomb interaction resulting from a
static charge density p(r). The Dirac equation

TABLE IG. p Pb results of fits: Normalization and charge-distribution parameters fits
from 125 to 695 mrad.

Charge distribution

Half-density
radius

c (fm)

X2

Normalization (55 Beg. of
N freedom) (~2) 1 /2 (fm) 5

Fermi t =2.16 fm
Fermi t =2.21 fm
Fermi t =2.26 fm
Uniform sphere

6.60 + 0.035
6.68+ 0.058
6.70+ 0.041

Re = 7.15 + 0.05

1 011
1.012 + 0.009
1.012 + 0.007
1.018+ 0.008

32.06
32.04
32.03
31.96

5.43 + 0.035
5.50 + 0.058
5.53 + 0.041
5.54 + 0.040

The errors are purely statistical. Additional errors arise from: (1) Systematic I', 0
measurement errors which imply 65=+0'F36 fm, Ml =+0.012; (2) beam-sample statistics 6N
= +0.005; (3) target contamination uncertainty 6A =+0.005.

"Assuming t =2.21 fm (best p, -x-ray result) our final result is then

(w )d,
~ —-5.50+0'pgs fm (rms charge radius),

K = 1.012 + 0.016 (normalization).
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was used to determine the scattered wave func-
tion. The solution was obtained in terms of the
well-known method of partial-wave expansion.
The calculations were carried out in a progx'am
written by Rawitscher' and kindly loaned to us for
th3.s analysis.

A Fermi shape

with skin thickness t=—4.40a was chosen for the
charge distribution; the data were fitted by mini-
mizing the quantity

allowing c tin p(x)] and F to vary. Here a,„(8;)
and 5oezp(8 ') al e the experimental cross section
and its statistical uncertainty, respectively;
cr,„(8,) is the phase-shift result. The systematic
uncertainties in e and E due to the uncextainties
in 8 and P (momentum) were also included. Ad-
ditional systexnatic uncertainties in I arose from
flux normallzatlon statistics Rnd the Cu contamina-
tion in the target. The results are tabulated in

Table III for different assumptions about f (con-
sistent with muonic x-ray results), and also for a
uniform density

The experimental data Rre listed in Table I7,
binned in 10-mrad bins from 125 to 695 mrad
(the uncertainties are purely statistical). Figure
7 iQustrates the data and the best-fit result for
t = 2.21 fm.

8. Pion - Le;ad Experiments

The experimental dRtR Rre listed in TRble II»

binned in 30-mrad bins from 235 to 740 mrad.
The uncertainties are a combination of statistical
and systematic pion-decay subtraction errors
only. The effects of the momentum- and angle-
measurement uncertainties, as well as possible
normalization errors (less than 3%), have been
neglected, since they do not significantly affect
the optical-model comparisons discussed below.

As formulated by Auerbach and Sternheim, s' "
the optical-model potential which describes the

8
(mX'ad)

8
(mX ad}

TABLE IV. P Pb eXPOX'lXDGQtRI CX 088 SeCtlOD (lYl 'Mb/SX'}(eX'X"OX'8 POX'eI+ StRtlStlCRI}.

do' do'

dQ EX'X'OX' dA EX'X'OX'

86427
62344
47340
33532
26717
20963
16332
12721
10301

8121
6554
5292
4282
3534
2978
2460
1828
1660
1296

990
811
705
619
525
412
346
311
236
195

415
425
435
445
455
465
475
485
495
505
515
525
535
545
555
565
575
585
595
605
615
625
635
645
655
665
675
685
695

155
131
121
102
84.1
60.9
60.4
36.6
46.2
34.8
40.9
33.7
22.8
26,6
11,6
9.8

13.7
2.7
6 4
9.4
8,1

10.0
4 0
4.5
7.9
1.5
6.0
8,6
6,7

18
17
17
15
14
13
12
11
11
10
10
10

9
9
9

9.1
8.7
9„5

10.3
10.9
11.8
12.6
14.0
15.0
17.6
20.1
22.3
30.0
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elastic scattering of a pion by a nucleus (Z, A) is

v"'(r) =(-A/2I.', ){(Z/A. )[k'b~,"'~ b,-" ~ V(p (r)V)]+(4- Z)/2[k'bo' " p„(r) —b,' "'V(p„(r)V)]]. .

Here k is the incident pion momentum, E„ the in-
cident pion total energy, and b„b, are parameters
related to the s- and P-wave parts of the pion-
nucleon interaction, averaged over the Fermi
momentum distribution of the nucleus. In using
the optical potential above to generate a cross
section, a Coulomb potential corresponding to a
uniformly charged sphere of radius R, =7.035 fm
was included in a modified Klein-Gordon equation
which was solved by a partial-wave analysis, in
a program (ABACUSM)"' written by Auerbach and
Sternheim and kindly loaned to us for this analysis.
Details are discussed in Ref. 3. Assuming charge
independence, we have b~" ~ =b)" " and b,' "

y( P) ) 0
The nucleon densities p~, p„are Fermi shapes

(P =proton, n = neutron):

po
i +exp[(r —c, „)/a, „] ~

p~ „(r)d'r = 1.

Then we may define the average parameters for
L=0, 1:

~~(~ .) + ~ & ~( '~) .

and the optical potential simplifies to

~' (r) =(-&/». )I&'b." P(~) -b' v(p(~)v)],

where p(r) =pp(r) =p„(r).
The first comparisons of the data with the opti-

cal model were made to find the best-fit optical
parameter b,

' . (The approximations made in the
theory make it necessary to allow for changes in
the b,

' parameters from their theoretical values. }
We compute the quantity

I o.".p(8&) —o"h(8i)]'
& w& ~ ~ [bow~(8 )]2

In the initial comparisons, we have chosen p~ = p„,
with c~=c„=6.67 fm, a~ =a„=0.5 fm (the values
corresponding to the Fermi-shape charge density}.

oe.p(8, ) and bo,"„~(8;)are, respectively, the experi-
mental cross section and its uncertainty, as listed
in Table H. ot„(8) is the cross section computed

IO'I-
EXPERIMENTAL ~+ Pb CROSS
SECTION, COMPARISON WITH THE
KISSLINGER MODEL

IO4-
S

THE

—gEST FIT, X2= I.80
(FIT A4)—THEOR'f, X& = 7.6l

~ ~

EXPERIMENTAL DATA

IO&

~b

IO~

Cg

b
Io~-

lo' '

200 400 500
8(mrad)

600 700 IO
I

300 400 500 60Q 7QQ
8 (nrad)

FIG. 8. Experimental m+ Pb cross section, compari-
son with the Kisslinger model.

FIG. 9. Experimental 7t Pb cross section, comparison
with the Kisslinger model.
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from the optical model. Starting with the 6, val-
ues computed from Fermi averaged experimental
pion-nucleon phase shifts (as given in Ref. 11),
we vary b," to minimize X,',~. The b," values
which minimize X'„~ are not unique; we have
chosen the combination which both produces a
good fit and is least distant from the theoretical
values.

Figures 8 and 9 illustrate the data and the opti-
cal-model predictions for the theoretical b&" val-
ues, and the best-fit b&" values. The best-fit re-
sults give an excellent fit. Attempts to fit the
data using the simple optical model (no P-wave
dependence, b, =0, only I&, varied) cannot produce
good fits. Table V lists the optical-model param-
eters, both best-fit and theoretical values. In
addition, the more basic b,

' ~, b," " parameters
are listed; the "fit" values are obtained by solv-
ing Eqs. (2) for b,' ~', b(" "&, using the best-fit

on the left-hand side.
The neutron-density dependence of the data was

studied first by examining the m' and m distribu-
tions independently. It is probably not necessary
(and is, in any case, quite difficult) to vary all

the optical parameters and density distribution
parameters to obtain a good fit. Therefore, we
have fixed b," ~, 5," ", and the P-wave strength
parameter corresponding to the protons (i.e.,
b(," ~& for»' and b(,' "& for» ) at their best-fit
values as found for p~ =p„above; we have also
fixed p~ equal to the normalized charge density,
as above. We allow the neutron strength parame-
ter (b(; "& for»', b(; ~& for» ) to vary (both real
and imaginary parts) along with the neutron density
parameters c„, a„ in search of a minimum X'„&.
We find a considerable (correlated) variation in
Reb, and c„, and in Imb, and a„, which allows
equally good fits to the data. This makes the de-
termination of neutron density parameters con-
siderably less accurate and more complicated
than would otherwise be the case. The results of
extensive scans of the parameter spaces indicate
the following neutron-matter rms radius deter-
minations.
For ~ only,

(r')"' = 5.50",',", fm for 0.4 & a„~ 0.6 fm,

(r')& ' =5.58+0.10 fm for a„=0.5 fm.

TABLE V. 7t Pb results of fits: Optical-model parameters and neutron-matter distribu-
tion parameters. Fits from 235 to 740 mrad. b& in fm3.

1. Assuming equal proton-neutron densities

Parameter Theory X

A. Simple optical model, averaged parameters

Best fit

b7r
0

b1T

8.42 + i6.48
7.33+ i5.38

15.68
15.01

8.46+ i3.86
7.19+i3.36

8.15
9.31

B. Kis slinger model, averaged parameters

b7I
0

b7f
i+

b7I
0

bff

-1.42+ i 0.47
9,84+ i 6.01

-0.51+ i 0.46
7.84+ i4.92

3.54

7,62

-1.42+ i0.47
12.29+ i3.51
-3.5+ i0.46

8.5+ i1.5

0.742

1.80

1.18+i0.45

13.55+ i8.05

1.44+ i(-2.24)

C. Fit v~ together (using D, A quantities), fix 1mb' "&, Imb'tv &' ="best-fit(i values
in 1C above, vary c and Reb'tv ~', Rebp "'

yt
+ f +Result: Best fit at Reb&P+"& =0.0, R 'e&b' tv=22. 0, c„=6.68 fm, (rt)„=5.45

fm, g =0.80, g ~+ =1.85

C. Kisslinger model, basic parameters

b(7f +P) -3.12 + i0.48 2.46+ i0.48

b(m'+n) -7.34+ i0.44

b&v+0& 19.35+ i7.25

bjv+n& 4.13+i2.88

2. Assume a„=0.5 fm, fix bo, bo~ " as specified in "best-fit" table in 1C above

7r+n) ci ~ +
A. Fit x only, fix b'iv "' ="best-fit" value, vary c„and b'av

&&

Result: Minimum &(t (0.69) at c„=6.79 fm, (rt)„ t =5.58 fm, b'av
~& =16.0+8.0i

B. Fit v+ only, fix b(~ ~& ="best-fit" value in 1C above, vary c„and b&

Result: Minimum 1t (1.87) at c„=6.27 fm, (vt) „' ' =5.20 fm, b'tv "& =-2.5.
+ i (-4.0)
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For m' only,

(r')'" = 5.52" "fm for 0.4 & a„&0.6 fm,

(r')"'=5.20+0.10 fm for a„=0.5 fm.

It is clear that the results are inconsistent for the
assumption a„=0.5 fm. In addition, we emphasize
that the fits which produce the above numbers are
obtained by varying some of the optical parame-
ters, so that, as shown in Table V, they are not
the same for w' and m . However, by constructing
the quantities

A(8) =o,+(8) +c,-(8)

and fitting to a weighted combination, we can find
the best-fit optical parameters and neutron density
for a properly weighted combination of n' and m

data. The fitting was done by varying c„, along
mith Reb," ~ and Reb," ", with a„=0.5 fm and
the other optical parameters at their best-fit
values found for p~ = p„above. %e have not varied
the imaginary parts of the parameters or a„, in the
interests of simplicity. The result was

(r')'" —5 45"'" fm a -0 5 fm

The best-fit optical parameters are indicated in
Table V.

Another less direct but probably more model-
independent method of extracting relative neutron-
proton rms radius information involves a com-
parison of the total nuclear size as seen by m vs
that seen by m'. Since r is more sensitive to
neutrons than protons and vice versa for v (be-
cause of the relative dominance of the P-wave
triplet isospin state phase shift), a larger ap-
parent nuclear size for ~ than for ~' mould indi-
cate that the neutron distribution rms radius was
larger than that of the protons. Shifts in the actual
absolute radius values mhich the theoretical un-
certainties might introduce (as they introduced
changes in the b, parameters) would not bias this
comparison, provided they are the same for n'
and m . Unfortunately, although the total nuclear
rms radius (assuming p~ = p„) is well defined for
w, this is not the case for ~'. Our data only de-
termine the total nuclear rms ra.dius for w' to
-+1 fm, mhen we allow the proton distribution to
vary, because increases in the proton rms radius
can be partially compensated by increases in the
neutron rms radius. Thus, although this method
is sound in principle, in our case the nuclear
size is not well enough determined for m' to allow
it application as a check on our other techniques.

V. CONCLUSION

The interpretation of the preceding results for
the muon-lead cross section is rather straight-
forward. A simple ealeulation based on the Dirac
equation and a static charge density produces ex-
cellent agreement with the data. The rms radius
is seen to be the same (within our statistical er-
ror) for a uniform sphere model and the more
usual Fermi shape. The rms radius (5.50+0.06
fm) compares well with both the results of muonic
x-ray studies" (5.493 +0.007 fm) and electron
scattering" (5.50+0.06 fm). The normalization
agrees with that predicted by the Dirac equation.
The pion data are fitted surprisingly well by the
Kisslinger model (especially the v data), con-
sidering the crudeness of some of the approxi-
mations made. The failure of the simple optical
model once again verifies the superiority of the
Kisslinger model.

The variations in b&' needed to fit the w' data
(for the assumption of equal. normalized nucleon
and charge densities) are typical of the variations
found by others' "'"in fitting to the Kisslinger
model. It is interesting that the best-fit optical
parameter b, for v (b,

" =12.29+i 3.51) is re-
lated to the theoretical value (b,' =9.84+i 6.01)
in much the same way that the best-fit parameter
found by Auerbach and Sternheim" for the & -"C
(CERN) data at T, =120 MeV (b; =9.24 i+3.14}
is related to the theoretical value in that case
(b,' = 7.34+i 7.15). This implies a relative A in-
dependence of the shifts of the best-fit parame-
ters from the theoretical values and suggests ex-
aminations of pion scattering in nuclei of inter-
mediate A to see if the pattern persists.

The differences between the b," ~', b'," "' param-
eters resulting from the fits, and the theoretical
values, are seen to be quite large in some eases.
They are hard to reconcile with the relatively
mild changes found for the averaged parameters
b, . It is possible that these large deviations
may be more a reflection of an inconsistency be-
tween the independent v' fits Idue, for example,
to neglected charge-dependent effects in v' (r)]
than an indication of changes caused by the ap-
proximations made in the optical potential deriva-
tion. In this connection, we note that Marshall
et al." in the only recent w' comparison (for "C
and "0 at 30 MeV) concluded that they could not
find consistent optical parameters for both w'

and ~ . They noted that further refinements in
the theory might resolve the difficulty. Whatever
the cause of the problem with the b, ' ~', b&" " pa-
rameters, we can certainly say that the Kisslinger
model provides an excellent semiphenomenological
description of the elastic scattering of m' from Pb
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at Z', -100 MeV up to angles of about 40'.
The neutron density rms radius determination

unfortunately also has some inconsistencies. The
rms radii found for ~' and n, under assumption
a„=0.5 fm, are inconsistent. This inconsistency
probably indicates the level at which the reliability
of the theory enters into the radius determination.
It would suggest that the best estimate of the un-
certainty associated with the most consistent re-
sult (the D, A fit of 5.45 fm) should be deter-
mined by the difference between the independent
w' and m fit results. We therefore conclude that
the best radius determination, for the assumption
a„=0.5 fm, is

(+2)1/2 5 45+0. 13 fm

The independent n' and m fit results indicate that
relaxing the assumption a„=0.5 fm will probably
not change this result significantly.

Taking the muonic x-ray value for (r'), h'/2

(5.49 fm), "then the neutron-proton rms radius
difference is

5~„=-0.04', 25 fm if a„=0.5 fm.

This result is in agreement with the neutron radius
as determined from m' absorption cross sections, "
but is somewhat smaller than the radius derived
from recent n-scattering" and sub-Coulomb pick-
up" experiments (see Fig. 1). An improvement
in the neutron radius determination by pion-scat-
tering techniques would require elastic differ-
ential cross-section measurements at larger

angles and more energies. ' The correlated ex-
cursions in optical parameters and neutron den-
sity parameters, which contribute to the uncer-
tainty in this measurement, should then be dimin-
ished. In addition, of course, the possible ~' in-
consistencies found here should be resolved (pos-
sibly by a more sophisticated theoretical analysis),
if the theory is to be trusted to the extent that
reliable nuclear-structure information can be
obtained.
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