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Measurements of O. -nucleus elastic differential-cross-section data at 27 MeV from 4~Bc,
5Cu, 9 Zr, and Sn, over the angular range 15 (X2.5) to 175' are reported. The data are

analyzed using both a standard six-parameter optical model and a foMing model. The latter
uses an effective nucleon-e interaction obtained from a global analysis of free nucleon-n
scattering data below 12 MeV incident nucleon energy which is folded with a nuclear matter
distribution to obtain the real part of the n-nucleus potential. The fits with the folding model
are improved appreciably cnrer those obtained using the standard optical model and are sensi-
tive to the choice of matter parameters. The matter mean-square radii deduced are in good
agreement with other estimates.

I. INTRODUCTION

The study of the elastic scattering of a particles
by atomic nuclei has received extensive and con-
tinuous attention in nuclear physics from the very
beginnings of the subject. The differential-cross
sections observed at forward angles and at ener-
gies above the Coulomb barrier exhibit strong dif-
fraction-like patterns which are well represented
in terms of a model corresponding to a strongly
absorbing sphere. ' With the advent of more ac-
curate and extensive data. , more sophisticated
models were needed to represent the data and cur-
rent phenomenological analyses use an optical-
model description with either four or six parame-
ters. ' However, when the differential-cross-sec-
tion measurements extend into the backward hemi-
sphere, such models using Woods-Saxon form
factors have difficulty in simultaneously reproduc-
ing both the forward- and backward-angle data. '
In some cases a variety of special mechanisms
have been proposed to account for the details of
the scattering at backward angles. 4

In parallel with this development of phenomeno-
logical models for the reaction, numerous attempts
have been made to give a more microscopic de-
scription of elastic n-nucleus scattering using an
effective interaction for the real potential. The
interactions used have corresponded either to a
nucleon-nucleon interation, ' ' or to a nucleon-o.
interaction. ' The imaginary potential has been
either taken to have the same form as the folded
real potential or has been parametrized indepen-
dently. In general these studies have used param-
etrized Yukama or Gaussian forms for the effec-
tive interaction and have demanded only a qualita-
tive or semiquantitative representation of the
scattering data at forward angles. However,
Budzanowski et al. ' using various nucleon-nucleon

effective interactions with Fermi-shaped nuclear
matter distributions for both the nucleus and the
e particle, compared their calculations with
sgCo(n, n) data at 2'l. 5 MeV over a wide angular
range (15-1"l9'). The main features of the data at
backward angles were well reproduced by the cal-
culations, but in other angular regions sizable
differences were found, although the periodicities
of the data mere reproduced.

In some cases, the effective nucleon-nucleon
interaction obtained in these studies has been
compared to ones obtained for the free nucleon-
nucleon intera, ction. However, little attention has
been paid as to how well the nucleon-nucleon in-
teraction folded into the matter distribution of the
n particle, or the nucleon-o. interaction itself, if
it was used directly, reproduce existing nucleon-
4He scattering data. A reasonable representation
of such data would seem to be a necessary re-
quirement if such procedures are to be anything
other than an alternative phenomenological rep-
resentation of the e-nucleus interaction. Batty,
Friedman, and Jackson' examined this point for
published effective interactions and found that
they had only limited success in reproducing the
nucleon-4He data. These authors were able to
specify the acceptable limits on the parameter
values of a Gaussian nucleon-n effective intera, c-
tion, which would reproduce the observed n-nu-
cleus scattering in the forward-angle region, and
their results indicated that the effective interac-
tion which gave the best fits also came closest to
reproducing the nucleon-a phase shifts.

The present paper reports measurements of the
elastic scattering of n particles at about 27 MeV
(lab) from four nuclei. The data are relatively
accurate and cover the angular range from 15 to
1'l5'. The data are analyzed using both a phenom-
enological optical model and a folding model with
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an effective nucleon- e interaction. The folding
model gives a much improved representation of
the a-nucleus data, over the whole angular range,
compared to the standard optical model and with
fewer parameters. In addition, the nucleon-n
interaction gives an excellent representation of
published nucleon-4He data. The quaLity of fit ob-
tained to e-nucleus data, is sensitive to the choice
of parameters for the matter distribution of the
nucleus; the best fits are obtained with a choice
consistent with current best estimates of these
parameters. A preliminary account of this work
has been published previously. '

a detector. Such a variation, in the present ap-
plication, is reflected directly in the cross-section
determination. A correction therefore was ap-
plied via a calibration of the detectors using the
elastic scattering from a thin Bi target at forward
angles (35-43') and 20-MeV incident energy, where
the Rutherford scattering law was known to be
valid. A given detector proved to have a stable
calibration and the over-all arrangement proved
very satisfactory in operation.

Two detectors, placed at +30' relative to the
beam direction, served to monitor continuously
the beam position on the target. The beam passing

II. EXPERIMENTAL PROCEDURE

Beams of 27- MeV a particles from the Minne-
sota MP tandem were used for the present mea-
surements. The spectra of particles scattered
from foil targets at the center of a "2.5-m"
scattering chamber were recorded via surface-
barrier detectors.

The scattering chamber consisted of a 45-cm-
diam cylindrical body to which was attached a
wedge-shaped snout, covering a 32' angular range,
which enabled detectors to be placed up to 120 cm
from the target. The snout and body could be ro-
tated under vacuum via a sliding seal attached to
the beam input tube. Magnetically shielded Fara-
day, cups for beam integration were available at
20 intervals. The angular range accessible to
detectors placed in the snout, was -12 to +165 .
The snout housed a detector cart which could be
positioned remotely via a stepping motor and gear
mechanism operating along the arc of a circle
centered on the target. The steps correspond to
movements of 0.1' with the assembly placed at 60
cm from the target. Detector positioning using
this device was accurate to better than 0.02 .
Measurements between 15 and 165 were taken
with an array of four surface-barrier detectors
mounted on the cart assembly with separations of
5'. Measurements at angles beyond 165' were
made using two surface-barrier, position-sensi-
tive detectors (l x 3 cm, 600-gm thick). These
were placed on either side of the beam line in the
main body of the chamber and covered angular
ranges 167-175' and 165-170', respectively. The
position signal from these detectors enabled the
recorded counts to be routed into bins correspond-
ing to a 1 angular acceptance at 1' intervals be-
tween 162 and 175 . The energy signal was cor-
rected for kinematic spread using computer soft-
ware, in order to facilitate a clean separation of
the elastic peak. The position linearity of these
detectors was better than l% but the differential-
yosition linearity varied by as much as 40% across
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FIG. 1. Angular distributions for elastic G. -nucleus
scattering. The points are experimental data; the full
lines are the best fit predictions using a standard six-
parameter optical model; the broken lines are the best
fit predictions using the folding model with either four
(- —-) or six ( }parameters. The corresponding
parameter and y values are given in Table I.
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through the target was collected in a Faraday cup
and integrated. A comparison of the summed
counts in the two monitor detectors with the inte-
grated beam, provided a check of any changes in
the effective target thickness. Relative-cross sec-
tions were obtained by normalizing the counting
rate to the monitor detectors and the absolute nor-
malization was obtained using forward-angle mea-
surements from the targets using '7-MeV n beams
and assuming these obeyed a Rutherford scattering
law. The results for the position-sensitive detec-
tors were normalized to the cart-detector data by
taking measurements with both arrangements at
about 120'.

Self-supporting targets, about 1 mg/cm' thick,
of "Sc, "Cu, ~Zr, and '"Sn were used in the pres-
ent work. Using the cart detectors, measure-
ments were taken at 2.5 intervals from 15 to 165';
the angular acceptance of these detectors was
+0.25' and the absolute angular positioning was
estimated to be accurate to better than 0.1'. An

over-all energy resolution of +60 keV was typical
and the measured-cross sections were estimated
to have an absolute accuracy of between +2 and
+5% except for a few points at deep minima in the
angular distributions. Using the position sensi-
tive detectors (162-175') an energy resolution of
150 keV was typical; cross sections were record-
ed every 1' with an angular acceptance of +0.5'
and an absolute accuracy of +8%. The experimen-
tal data points for the different cases are in-
cluded in Fig. 1.

For each target, excitation functions were taken
in 100-keV steps for a number of scattering an-
gles in the backward hemisphere. In all cases,
smooth variations were found with no evidence for
resonance-like structure which might invalidate
the approach used in the present analysis.

III. ANALYSIS

A. Standard Optical Model

When data covering a wide angular range are
available, as in the present case, it has been
found' that a six-parameter optical-model poten-
tial is needed to give a good representation of the
data. Such a potential therefore was used in the
present analysis and had the form

V(r) = Vc(r) V„f (r, r„, a—„)—i W„f (r, r„a~),

where

f (r, r„a,) = [I + exp(r r,A' ')/a—,]
and Vc(r) is the Coulomb potential due to a nu-
clear charge distribution of the form f(r, ro, ac)

with" rc = (1.106+1.05 x 10 ~A) and ac = 0.502 fm.
The data for the different elements were fitted
using this potential and the computer code
HAHOMP. " The parameters of the model, V~, r„,
a~, W~, r~, and a~, were varied to find a mini-
mum in X' defined by:

1 ~ o„,(8;)-o,„,(8,.)"'
(2)

where N is the number of data points and o,„(8,),
a,„~(8,), and Ao„,(8;) are the model value, the
experimental value and the error in the experi-
mental value, respectively, of the differential-
cross sections at angle e, .

An extensive investigation of the six-parameter
space was carried out and all of the well-known
parameter ambiguities were found. A detailed
account of this investigation will not be presented
here since it provided no particularly novel in-
sights into the application of the optical model to
elastic n-nucleus scattering. In general, no
unique parameter-search sequence was found
which was satisfactory in all circumstances and
for all families of parameter sets. A variety of
search sequences were used along with gridding
procedures to map out the g' contours. For each
element, several parameter sets were found
which did equally well in representing the data;
these, in general, had x~ values between 1.3 and
1.5 fm and did appreciably better in representing
the data at forward angles (&90') than at backward
angles (&90'). As was found in Ref. 3, parameter
sets with r„-1.1 fm could be found which gave
improved fits at backward angles, but the over-
all X' values in these cases were approximately
a factor of 2 greater than the optimum values.
Typical best fits obtained in the different cases
are included in Fig. 1.

The parameter ambiguities are best illustrated
by comparing plots of the real and of the imagi-
nary potentials for the equivalent sets. Such plots
are given in Fig. 2. For each nucleus, the tail
regions of the equivalent-real-central potentials
are very similar and have a common point at ra-
dial distances between 8 and 10 fm. These'cross-
over points of the equivalent-real potentials are
at distances (Rx) close to the strong absorption
radii. The strong absorption radius has been used
by other authors" to characterize elastic n scat-
tering and is the classical turning point for a par-
ticle with angular momentum J corresponding to
Re(gz) =-,', where gz, is the reflection coefficient.

In two cases, «'Sc and "Cu (Fig. 2), the imagi-
nary potentials for equivalent parameter sets
show similar features to the real potential though
with a common point radial distance about 2 fm
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s easxc

e broken lines to the best fits using the folding model
sang e standard six-parameter optical model and

smaller. For ~Zr and "Sn on the other hand,
wide variations are seen in the shapes of the
equivalent imaginary potentials. However the~ p

nd Sn angular distributions (Fig. 1) show
considerably less structure than do those of ~'Sc
and "Cu; in such cases the ill-defined nature freo

e imaginary potential has been noted pre-
viously. '

The ime importance of the tail region of the- real
potential in n ela stic scattering has been reported
by many authors' and implies that, when using a
Woods-Saxon form for the potential, a~ is the

y signi ieanceonly parameter which alone has any f'
since it determines the slope of the tail of the po-
tential. It is perhaps surprising in these circum-
stances, that alternative yarametrizations of the
potential which give more flexibilit to the
of the tail re 'e ai region, have not been investigated.

B. Folding Model

The positions of the crossover points in the
equivalent real potentials of F' 2,ig. , occur at ra-

dial distanistances, R~, approximately 4 fm beyond
the half-density points of the corresponding nu-
clear distributions. This suggests that the im-
portant part of the real potential, for the present
reaction, is determined by interactions taking
place in regions of relatively low nucleon density.
The finite range of the force involved will cause
contributions to the potential at the crossover

0 lg er ensltydistance to come from regions of h h d

but, for typical ranges found in such work, the
nucleon densities involved should not exceed 10%

has a
of the central value. Since the imaginar ot t' 1

as a relatively small magnitude and the nucleon
ensities are low, it is not unreasonable to expect

the real potential in the tail region to be repro-
duced reasonably well by the folding of a free
nucleon-e interaction with the appropriate nu-
clear-nucleon distribution. Lilley" examined the
plausibilit ofy such an approach by comparing the
magnitudes and slopes of the real-central poten-
tial at the crossover points, as reported in pub-

i and ' 'Pb in the energy range 20-60 MeV 7
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with values computed from a folding of a Fermi-
shaped matter distribution with a phenomenologi-
cal potential known to fit nucleon-n-scattering
data. Good agreement was found with matter dis-
tributions which were in agreement with other
determinations.

The nucleon-Qt potential used by Lilley" was
taken from an optical-model analysis of n-4He and
P- He data up to 20-MeV incident energy, by
Satchler et al. '~ This analysis used a Woods-
Saxon form for the real central potential and a
Thomas form for the spin-orbit potential. The
authors of Ref. 14 suggested that an improved
representation of the data might be achieved using
a global-computer program which simultaneously
fitted the data at all energies. In the present sec-
tion such a global analysis of nucleon-e data. is
reported and the resulting real-central potential,
folded into the nuclear matter distribution for the

different targets, is used to analyze the present
o.-nucleus data.

1. Analysis of Nucleon-4He Data

The energy of the o. particles at the points Bx
(Fig. 2) are in the range 12-22 MeV. This corre-
sponds to an energy range of 3-5.5 MeV for nu-
cleons incident upon a helium target. The choice
of P- He and n- He date for the present global
analysis was determined by the availability of
data at various energies and the need to include
the energy range 3-5.5 MeV of laboratory nucleon
energy. Data for neutrons" scattered by helium
in the range 1.008 to 10.0 MeV were used along
with data for protons'6 scattered by helium in the
range 1.997 to 12.04 MeV. These data are in-
cluded in Figs. 3 and 4.

The global code BOM" was used to analyze
simultaneously the data sets to find a minimum
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FIG. 3. Comparison of experimental points with model predictions for neutron- He elastic scattering data at various
energies. The data are from Ref. 15 and the model predictions are from the present global analysis yielding the poten-
tial parameters of Eq. (4).
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in the function
"max

Xg+X p

where X,' denotes X' per point value of the differ-
ential-cross sections, o(e), for the nth data set
containing N~ points; and X~ denotes X per point
value for the polarization data, P(e), for the nth
data set containing N~ points, with X' as defined
in Eq. (2). The search program thus weights
each data set equally.

The results of Ref. 14 were used as a guide for
a suitable choice of optical-model potential, which
was of the form:

V(r)= Vc(r) —V Nf(r, r„„,a„N)

+ VsN~'& —f'(r, rsN +ss)
?R~C r

with Vc(r) being the Coulomb potential due to a
uniformly-charged sphere of radius 2.06 fm and

f (r, r„a,) as defined in Eq. (1). An imaginary
term was not included since the energies involved
in the analysis are below the reaction threshold.

After some preliminary searching, the parame-
ters aRN and asN were made equal and fixed at
0.34 fm and?"~N was set equal to 1.117 fm. Fol-
lowing Ref. 14 the parameters URN and V~N were
assumed to depend linearly upon the nucleon-bom-
barding energy and written as

RN RNO + I

~»= VsNO+ y&

The parameters VRN CORNO p, aRN, VSNO, and y
were varied to find a minimum in I' for all the
proton data sets and separately for all the neutron
data sets. It was not possible to obtain the best
representation for both the proton and the neutron
data with the same parameter values. However,
this was possible using the same central-potential
parameters and different V»o and y values for
the two cases. In fitting the neutron data it was
noticed that two of the polarization angular distri-
butions (E„=1.96 MeV and E„=6.00 MeV) always
gave a disproportionately large contribution to the
I' value. The errors associated with these data

Ip
I

I
He+&

l

I Q97MeV ~
. /zoos

f

5

IO~

5

20

2

lp

lp

Vl

i
6,0I6

E Ip

5

b Q |7.967 [u I02.
5 .~

[aas4I
~

5 JP

I02
ill.157 )

Ip ll I2.04ll
I

60 IOP I40 I80

0.8—
0.4

0.

"He+p ~ -~ polorizDtioA

Tl+97 MeV I

/

0.4

ll2.04 I

«0 4

-0.8

20 60 IOO I40 I80

0.8—
la.OO6

l

g'

p c+ /
04

/
/

/ l' X.
l6016

l

/ /
/

z ~~ I7.967 I /

p4 ~ .
' ' /

/
~ -08—

/

0 —
) 9.954 I

) I /

p4 ~ /
/

-0.8
/

/
gtl. l57 j

p4 W /
/

/-0.8 .
/

/
/

/

ec.m ~deg&
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2. Analysis of n-Nucleus Data

The real-central-interaction potential [VR„(r)j
for this analysis was obtained by a folding of the
real part of the nucleon-n potential found in Sec.
GIB 1 [Eq. (4)] with the appropriate nuclear mat-
ter distribution. Thus".

VRr. (~) = p (&)V& (I r r'I ) dr', — (5)

where p (2"), the nuclea. r matter distribution, was
assumed to have the form

p (r') =[1+exp(r' —2' A"2)/a J

This folded potential replaces the real-central

(6)

were increased, therefore, to equalize approxi-
mately the contributions to F from the different
data sets. Good fits were obtained using the fol-
lowing parameters for. the nucleon-o. interaction":

VR~ =42.5 MeV,

2'R~ = (1.483- 0.009E) fm,

aRN
——0.34 fm,

V2„= (2.496+0.256 E) MeV (neutrons), (4}

V» ——(3.864+ 0.0316 E) MeV (protons),

rsN =1.117 fm,

QsN = 0.34 fm

with E being the laboratory nucleon energy in MeV.
The energy dependence of the spin-orbit strength
differs considerably for protons and neutrons„
however, the magnitude of this term in the two
cases is approximately the same in the middle of
the energy range considered in the analysis.

The predictions given by the potential of Eq. (4)
are compared with the data in Fig. 3 (neutrons)
and Fig. 4 (protons). These figures show that a
very good representation of the data has been
achieved. The over-all quality of fit is slightly
better than was achieved in Ref. 14, mainly be-
cause of a superior representation of the polari-
zation data. Since the present parametrization
constrains VRN to be the same for neutrons and

protons, wherea, s Ref. 14 allowed them to differ,
the slightly improved representation of the data
presented here justifies the global-analysis ap-
proach.

No extensive investigation was undertaken to
search for alternative parametrizations of the po-
tential which could possibly give an equivalent or
superior representation of the data. However, it
was confirmed that the energy dependence of the
real-central potential could be included equally
well in the strength parameter rather than in the
radius parameter as in Eq. (4}.

part of the standard optical-model potential
[V+(r, 2"„,aR)] in Eq. (1); the Coulomb and the
imaginary-potential representation of Eq. (1) re-
main unchanged.

The radius parameter of V~~ is slightly energy-
dependent; the energy chosen for a particular case
corresponded to the energy for an interaction tak-
ing place at distances R„(Fig. 3). This choice is
not critical to the analysis.

(a) Fixed nzatte~ Parameters. In the initial anal-
ysis it was assumed that the neutron and proton
distributions of the nuclei investigated were iden-
tical. This is probably a reasonable assumption
for all cases except "'Sn where there is some evi-
dence that the neutron size slightly exceeds the
proton size." Thus the r and a of Eq. (6) were
set equal to the corresponding proton values
(r2, a2). These r2 and a2 values were obtained
from the work of Acker et al."who investigated
the p.-mesonic x-ray spectra of a range of nuclei
(Z = 17 to 83). These authors deduced the rms
radii of the charge distributions, ( r'),„' ', which
are readily converted to the rms radii of the pro-
ton distribution via the relation

(2'),„=(~2},+0.64,

taking 0.64 fm' to be the mean square radius of the
proton-charge distribution. The nuclear proton
rms radii for the present work were obtained by
interpolation of the values obtained from the charge
radii of Ref. 20 in this way. Acker et gE. assumed
the charge distributions to have the form of Eq. (6)
for which:

(22) 3 2 2A2/3+ 7(~~ )2

These authors found that a charge diffuseness
value a,„=0.568 fm to be a reasonable choice for
all nuclei investigated. In the present work, it
was assumed that &~= r,h for ea.ch individual nu-
cleus and that the difference in rms radii of the
charge and proton distributions, corresponding
to Eq. ( 1), could be ascribed to a change in dif-
fuseness value, yielding a~=0.52 fm for all nu-
clei. The r~ (= r ) values thus obtained ranged
from 1.02 to 1.081 fm and are included in Table I.

With the matter parameters fixed as described
above, the four parameters VRFo(=l VRP I,=.),
t'~, and ar were varied to find a minimum in X'

for each case. The results are included in Fig. 1;
the corresponding parameter values are given in
Table I, where the X' values are compared with
those found in the standard optical-model analysis
of Sec. IIIA. With the exception of Sn, the X~

values are lower using the four-parameter folding
model than those obtained with the standard six-
para. meter optical model. For 'Sc and "Cu, the
reduction in X is about a factor of 2 and Fig. 1 re-
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fleets this with visually improved representations
of the data. The increase in y' associated with
'"Sn for the folding model is attributed to a break-
down in the assumption that the neutron and proton
distributions are identical and is discussed later
in this section.

The significant improvement in representation
seen in Fig. 1, for 'Sc and "Cu, using fewer
parameters, is both somewhat surprising and

encouraging and must be associated with the
change in potential shape associated with the fold-
ing of two Woods-Saxon forms since the imagi-
nary potential was parametrized identically and

allowed to vary freely, as it was in the standard
optical-model analysis (Sec. III A).

(II) Sensitivity to choice of matter parameters.
The measurements from which the proton (and

matter) parameters were obtained, only deter-
mine with any accuracy one size parameter of the
charge (and proton) distribution which, for pres-
ent purposes, is taken to be the rms radius. " In

order to obtain a radial distribution, a functional
form has to be assumed [Eq. (6)], with two pa-
rameters r,h and ad„and a suitable choice made
for one of them (a,h). Therefore, it is reasonable
to explore the effects of variations in the matter
parameters on the representation of the present
data, within a range consistent with the mea-
sured rms charge radii.

The analysis was repeated searching on the r
and a values along with VRFo &v r~, and al.
The resulting parameter values are included in
Table I and the predictions are included in Fig. 1.
In the case of ~'Sc only small changes in the matter
parameters (r, a, and ( r') '") occur, with

some improvement in the g' values but with little
change in the visual quality of the fit. For "Cu
and '"Sn a significant improvement in g' is ef-
fected and, for "Cu, the visual fit is improved
appreciably at large angles and the radius and

diffuseness parameters show small but significant
departures from the original proton values. How-

ever, the rms matter radius of "Cu shows little
change and the new value is well within the error
limits of the proton value derived from Ref. 20.
For '"Sn, the X' improves by a factor of 4 to a
value below that obtained with the standard model
but the rms radius exceeds the rms proton radius
by 4 times the error value of the latter. This
suggests that in this case, the assumption of iden-
tical neutron and proton distributions is not valid
and indicates a greater size for the neutrons.

It was decided to explore further the sensitivity
of the model to the r and a values. In the case
of 'Cu this was done in some detail by finding g
minima with variation of VR„O, W~, ri, and a~

for a range of combinations of fixed values for
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and a . This enabled a X' contour plot to be
drawn in the r, a plane. This plot is shown in
Fig. 5 where it is seen that within a given contour,
the variation (r') '" is about one quarter of the
variation of r„and about one tenth of the variation
of a . Taking a criterion of 1.5 times the optimum
X' as defining the acceptable range to produce a
satisfactory representation of the data, gives
values (r ) '~ =3.796+0.024 fm, r =1.080
+0.022fm, andc =0.473+0.025 fm.

The determination of plots such as Fig. 5 is
time consuming and was not repeated in the other
cases. Instead, X' minima were found with varia-
tion of VRFO, 8'z, tz, and al, for a range of val-
ues of &, at fixed a values. For "Cu and ~Zr
the a value for the best fit was chosen since these
were appreciably different from the original val-
ues chosen in Sec. III 2 a. For the other two cases
the original value a =0.52 fm was used. Inspec-
tion of Fig. 5 shows that the width of such curves
for a given g' value will underestimate the spread
in t'

Using the relationship:

a(r'). = Z (r'), + X(r')„,
together with (r')~ deduced from Ref. 20, enables

the (r') values to be converted into correspond-
ing neutron rms radius values (r')„'~'. The re-
sults are presented in Fig. 6 as a plot of X' value
against the neutron-proton rms radius difference
((r')„"'-(r')~"'). Taking the 1.5 X';„criterion
as defining the acceptable limits, Fig. 6 shows
that, in all cases except '"Sn, the results are
consistent with a neutron-proton rms radius dif-
ference of zero. For "'Sn the difference is
+(0.22+0.09) fm using a =0.52 fm and +(0.20+ 0.09)
fm using the best fit c value. Such values agree
well with published values for tin."

The real- and imaginary-potential shapes ob-
tained for the best fits with the folding model are
included in Fig. 2. The real potentials of the fold-
ing model are all characterized by a reduced mag-
nitude, compared to the standard model, around
the halfway points of the potential with greater
magnitude at the origin. The tails of the poten-
tials are similar with the two models.

The ratio of the folded strength for the final fit,
Vapo to that predicted using the nucleon-n poten-
tial strength is included in Table I. For "Sc (7%)
and "Cu (19'%%uo) significant increases are found;
for QOZr (1.7%%uo) and "'Sn (-0.5) little change oc-
curs. However, in view of the uncertainties in the
precise shape of the nuclear-matter distribution,
none of these is considered to be a serious depar-
ture from a simple folding model using a free nu-
cleon-o. -interaction real potential.

I.I IO

I.IOO--

CONSTANT X 2

2 lg

CONSTANT && & 70 - 45S
am-"Q52 f m

1.090--

I.080--

E
I.070--

E

I.060 --

Xmin' i7.65

X = i,5 Xmin

, f~+J~

i'd(

'~p

60-

X2 50-
eoZr

am=0.42 frn
eo-

l22S„
~~ am=0.52

fm

(X2x l0)

050 - x'=2.ox";min

1.040 .

I.030--

~ I I I I I

I I l

040 042 0 44 046 048

ii iy

fop
ii

% aP
x gP

I I I
I I I

0.50 0.52 0.54 0.56

a~ (fm)

30-

20-

2
min

I I I I I

-O,S -CLR -LI 0 0 I O.a OP O4

(r ')" —(r')& (fm)
fi 0

FIG. 5. Contour plots of equal g~ values using the
folding model and the ~~Cu(e, ci. )+Cu data. The contours
were determined by fine'ing X minima with variation of
VRpo, +y, rl, and al for various combinations of r and

"m

FIG. 6. y variation for 6.'-nucleus elastic scattering
data as a function of t«&„-& r &&~ ] for the dif-
ferent cases using the folding model. These plots were
obtained by finding minimum y values when searching
on VRI;0, ~z, rz, and a& for a range of values of &, with
a~ fixed at the values shown.



IV. DISCUSSION

It has been shown that a nucleon-n interaction
can be chosen which simultaneously gives a good
representation of free nucleon-~HB-scattering data
and, when foMed with a nuclear-matter distribu-
tion coQslsteQt with exlstlQg dRtR also gives R

good x'epx"esBDtRtloD of Q-nucleus scattering.
Moreover, the fits to both the nucleon-~HB and
the n-nucleus data are improved over those ob-
tained previously when the interaction was only re-
quired to represent one or the other of the types of
data. Particularly noticeable is the representa-
tion of the n-nucleus scattering data, when com-
pared to those achieved with standard six-parame-
ter phenomenological models, since even a simple
four-parameter folding model shows significant
i,mprovement. At face value, this suggests that a
simple microscopic description of n-nucleus 61as-
iic scattering in which the shape of the reai poten-
tial is obtained from a folding of a free nucleon-e
intex'action with a nuclear-density function is a
good approximation. This implies that additional
Rntisymmetrization and polarization effects due io
the binding of nucleons in the nucleus play a rela-
tively minor role in the e-elastic process at these
energies and can be accommodated by relatively
small adjustment in the over-all, strength parame-
ter. If this is correct, the sensitivity of the re-
sults to ihe choice of the IQRttex' parametrlzRtlon
makes such measurements a method of obtaining
information concerning the tail of the distribution
of nucleons in nuclei. This is an attractive con-
clusion to draw from the results; however, it may
be a little premature.

The foMed cux'ves of Fig. 1 show clearIy that a
local-potential representation of the interaction is
sufficient to completely describe the present elas-
tic scattering data. No special mechanisms need
be invoked to explain the features of the scatter-

ing at large angles as have been suggested pre-
viously. ~ Thus, while special mechanisms may
be in evidence in some cases, such as "Ca scat-
tering, they are not necessarily the general rule.
The shape of the real potential giving the im-
proved representation was obtained by the folding
of two Woods-Saxon (or Fermi) distributions.
Howevex', thex'6 ls Do Q p9"Eo'Ys reRson fox' choosing
such a shape either for the nucleon-n i.nteraction,
or for the nuclear-matter distribution; the choices
are ones of convention Rnd mathematical coQve-
nience. Comparison of the potential shapes ob-
tained with the standard optical model and the
present folding model (Fig. 2) show relatively
small differences in ihe important surface region
fox' the real potential. The lnlRglnRry potentials
do show sizable differences, but in both cases the
magnitudes are significantly less than those of the
corresponding real potentials. Since the imagi-
nary potential used is purely phenomenoj. ogical
and of smaII magnitude, the variations with change
of real-potential shape for a best fit are perhaps
not unreasonable.

Further evidence of the sensitivity of the pre-
dictions to the detailed shape of the real potential
is obtained from comparison with other folded
shapes. Thus, the use of a Gaussian instead of a
Woods-Saxon shape for the nucleon-e interaction
gives inferior fits to both free nucleon-'He and o.-
nucleus data' 'and the use of apreviously obtained'4
Woods-Saxon representation of the nucleon-e in-
teraction instead of the present one„also pro-
duces inferior results (e.g. g' 3 times greater for
"Cu data, ). It is clearly important to explore
fu1ly these sensitivities before unambiguous in-
formation can be deduced concerning nuclear-
matter distributions, from o, -nucleus elastic
scattering dRtR. It 18, howevex', 6ncourRglQg thRt
the present resu1ts for matter rms radii are en-
tirely consistent with other measurements.
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