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A new method for calculating finite-range distorted-wave Born-approximation matrix ele-
ments is fully developed. This method is based on plane-wave expansions of the distorted
waves which allows a separability feature not found in the usual approach. A spin-orbit in-
teraction is included for both the bound states and the distorted waves.

I. INTRODUCTION

A great deal of work has recently been done on
finite-range distorted-wave Born approximation
(DWBA)."? This is due mainly to the recent in-
creased interest in heavy-ion physics where the
use of the usual zero-range approximation yields
only limited success. Almost all work has been
done with the methods in Ref. 3 which involve
multiple integrals. Alternate methods, which re-
place two of the integrals with sums, have been
proposed.* ® The purpose of this paper is to pre-

sent a formalism which makes use of these meth-
ods. The methodology developed here will also
allow for spin-orbit effects which is not included
in the references cited. The distorted waves are
expanded in plane waves which allows a separa-
tion of coordinates and, in effect, replaces inte-
grals with sums over plane-wave states.

Mainly to define notation, the DWBA formalism
is reviewed in Sec. II. The use of plane-wave
sums is discussed in Sec. III, and in Sec. IV a
finite-range expression is developed. A discus-
sion of the method is given in Sec. V.

II. DWBA FORMALISM

A brief description of the DWBA formalism is given in this section. It is applied to a pickup (or, by
reciprocity, stripping) reaction. In this paper only the direct mode is derived, but the method applies
to any direct process involving a six-dimensional integral of the type considered here.

We write the pickup reaction symbolically as:

T+P-R+D, mp>mp.

The target, T, is composed of the residual nucleus, R, and the transferred particle, H; i.e.,

T=R+H.
The detected particle is
D=P+H.

The differential cross section for such a process may be written as>®™®

dG’pD_ 2\ - -12 =2 7 -

a0 - MerMor(21R) P kpkp™ jp 1 ZMRH;)T“PITMRHDMNP’Z, (2.1)
where

Tuguppip™ f atx§) &, For)*Vipup (&) Yrg up(ER)* Vou(Tom)bs iy (00 L (Ep)X5 MKp, Fpa) (2.2)

X denotes the distorted wave for the projectile or detected particle, y gives the internal wave function for
the four particles involved (subscripts refer to total angular momentum quantum numbers and their z-axis
projections), and the potential V is taken to be that which binds P and H to form D. Writing the wave func-
tions for the detected particle and the target as a sum over cluster states and performing the appropriate
overlap integrals allows (2.2) to be written as
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with
plpaurkpiD (g g X &y, T )*¢"’” Fon)*Vpuren) o) 2 FurX$.(Kp, Tpr) (2.4)
’PH“PH’HR“HR PH HR “D Dy L DR lPH“PHJPH PH PH\?” PH 'HR“HR’H HR. bp Py L PT/) » .

The A’s are spectroscopic amplitudes, the ¢’s denote the appropriate relative wave function, and the
coordinates are related by

- - mp -
Tpr=Tyr+ — Tpy (2.5)
mp
and
- - mg .
Tpr=Tpy+ —— TyR. (2.6)
mr

Using the usual expansions,

xPk, P=4r 3 C(LjJ;Mu)C(LjJ;Mw-u'u')(i)LY;‘*(ﬁ)Yf+“-#'(E)uggﬂ(kr)/(kr) (2.7)
LIMp’
and
61,0 = VI G) YL, (2.8)

in (2.4) allows a form for the T matrix element that may be evaluated numerically. It is necessary, how-
ever, to perform three-dimensional integrals. (See Ref. 1, for instance.) The method to be developed in
the following sections of this paper replaces two of the integrals with sums. This is accomplished by
expanding the radial part of the distorted waves [Eq. (2.7)] in Bessel functions and, by the use of projec-
tion operators, rewriting (2.4) as a sum over plane-wave matrix elements.

III. PLANE-WAVE EXPANSIONS

The convergence properties of the DWBA integrals allow one to match the distorted waves over a limited
region of space, perhaps for values of the radial coordinate up to 20 or 25 fm. Matching the distorted
waves by the use of a Bessel function expansion gives

J(2) N gy |
upy (kr)=(kr) "Z_z Qnpy jr(ka7), (3.1)

where j; is a spherical Bessel function, and the expansion is intended to apply only over a limited region
of space (0 to R;). The coefficients a;,3’ may be found as overlaps of  and j, if the k,’s are chosen in
such a way as to allow the functions to form a complete orthonormal set. This could be accomplished,
for instance, by choosing the &, such that j; (k,R;)=0 or j, (k,R,)' =0, where the prime denotes derivative
with respect to the argument evaluated at R,. Either of these methods, however, would require a differ-
ent set of k,’s for each L. Such a procedure would not result in the most efficient computational method.
This will be shown in the next section. The use of a technique given in Ref. 9 provides a better way of

expressing the distorted waves with TABLE I. The number of plane-wave states needed
N(L) ; to match a sampling of partial waves.
J (%) (%)
qnpi = E Nin bnigss (3.2)
n'=1 N‘ Nf
where Process “zero-range” system L @€) (L)
J(4) - L () R 0 14 11
bugy =k | rdrug T (kr) jy(Ra7), 3.3) 0Ca@, p)*Cags. 4Ca=n +49Ca 7 12 9
L (E, =11 MeV) 10 5 4
New =(0F Vpnrs (3.4) 20 3 3
d 2¢ ¢Li, d)1%0; 180, o= +12C 0 19 13
an (Eqy, =18 MeV) 7 17 11

L 10 4 3
Of,,,=fnrzdrjb(k"r)jL(k,,r). (3.5) 20 3 2
(1]




148 L. A. CHARLTON 8
The correctness of this method is shown in Refs. 5 and 9. The k,’s in Egs. (3.2)-(3.5) can now be
chosen to minimize the number of states needed [N(L)], and they may be the same for a large range of
L’s. The technique just discussed allows Eq. (3.1) to be written as
75 N(L) N(LD) ; )
up; (kr)=(kr) 35 3 Nk byf? jy (k7). (3.6)
n=1 n'=1
With the use of
4n(i) i, (k) Y 4(F) = f dk,e'*n Ty (&) (3.7)
the expansion may be expressed as
s - N(L) N(D) J(3) - = -
4 ul O ENY Y B = (k) 3 NE b f dk, e Ty ¥(K,) . (3.8)
n=] ",=1

This is the form that will be used in the next section to develop a full finite-range expression.

In choosing the %,’s, there are two mathematical restrictions. First, the values of k, and k,,, (for any
n) must not be too close together, since that would result in two rows (or columns) in the matrix Lo} being
approximately identical which makes O almost singular. (If any two rows or columns of a matrix are
identical, it is singular.) This results in calculational problems in the actual use of the method as pre-
sented. The second restriction is that for large L’s, no more than one state may be included with a value
S(L/R;). This would cause two rows, or columns, in the matrix O to be almost proportional which, of
course, also yields a matrix close to being singular.

Probably the most economical choice of states results by realizing that there are three groups of dis-
torted waves when they are classified by their partial wave quantum number L. Namely, those that “see”
the strong interaction distorting potential, those influenced by only the Coulomb potential and a transition
region between, lying about L=kR, where k is the physical wave number and R, the radius of the nucleus
involved. The first two groups may be matched by using the orthonormal set of states given by the zeros
of jo(k,R;) (orthonormal only for L=0). For the larger values of L in these two groups, a few of the
states with small values of k, must not be used in order to avoid the mathematical difficulty mentioned
earlier. The largest value of k, needed is roughly the largest momenta that will fit in the real part of the
strong interaction potential well. (k™= (1/%#}{2u[Ecm. +|ReV(r)|]}"?|,-,, where u is the reduced mass of
the system, E.n. the center of mass energy and V(7) the distorting potential.)

The best choice of &,’s for the “Coulomb partial waves” is probably to select values that fit in the Cou-
lomb well between 7 and R, where 7, is the classical radius of closest approach allowed by the cen-
trifugal barrier. The number of states may then be made larger to obtain convergence.

Whether the method described here is a more
efficient method depends strongly on how many

states [N(L)] are needed in the Bessel function ex- TABLE II. The optical parameters used to describe
pansions. Convergence has been tested by evaluat- the nuclei involved in the “matching” of Table I. The
ing potential W describes an imaginary interaction of the

surface type. In the p-41Ca system, a spin-orbit term
of strength 8 MeV was also used. The parameters for

R 40 41 f. 12 and those for 12C-
Jiit _ L I+ J Ca(d, p)*'Cays. are from Re
Iy (Ry)= fo rarug (P (kn) Vi), (3.9) (*Li, d)1%0; o are from Ref. 2.
Distorted waves
System 14 Yor @R W 7o a; Yoc
where V is the zero-range form factor. The I's

were found using both the original distorted waves d-9ca 112 1.00 0.90 18.0 1.55 0.47 1.25
and their Bessel function expansion. Convergence p-41Cag,, 51.5 1.20 0.65 11.0 1.25 0.47 1.25
was claimed when the two values differed by =1%. éri-12C 80,0 1,30 0.80 5.0 1.50 0,70 2.00
The number of states needed [N(L)] is shown in d-1%0; o 80.0 1,00 0.72 5,0 1.59 0,63 1.30

Table I for various distorted waves. The u and V

g - 9
were generated by use of a Woods-Saxon well with Bound states (“zero-range form factor”)

the parameters given in Table II. System Binding energy ’or an o
The properties of the functions I(R,) may also be - o —

h to allow con- n-""Ca -8.37 . R K
used to determine R, (large enoug a-12C 110 130 070 125

vergence of the integrals).
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IV. FINITE-RANGE MATRIX ELEMENTS

The results of Secs. II and III are now used to develop a full finite-range expression for Eq. (1.1). Using
Egs. (2.5), (2.6), (2.7), and (3.8) allows (2.4) to be written as

T . . " :
Dz::u{,',ﬁ,,’;ﬁ,f bD 2 C(Lpjpdp;Mpup)C(Lpjpdp; Mp+php—ppnp)C(Lojndn; Mpthp)
Lplp/plp MpMphphp

X C(LpjpJp;Mp+up-— N-Dl-ln)YL (EP) (ﬁn)

L L p(®) J p(2) Mp+pp=lh X Mp+pp=pp* %
P D D ptip-kp p*Hp~Hp
% E N"P"éN"D"b b"pr’p "DLDijdk"Pdk"DY Lp (knp) Y2 (ﬁ"p)
"p"P"D"D
Ipu'HR =
B’m“m‘nn“nn( nps Knp) s (4.1)
where
J J - - > - J * J
PHYHR - - _ - - -iQ,* Tyr o480, T PH - HR -
IPH#P”X”RMHR(knP’ k, )= fdrrudl’ime 2 e W PHG, i T eV (Y pw) Oy piy (T R) 5 (4.2)
- > mp -
8=k, - 72K, 4.3)
and
- - mpg »
= gL ) 4,
qz knD mp e (4.4)

One advantage of the present methodology is that the potentlal (Vpy) may now be eliminated by using the
Schrédinger equation and the Fourier transform of ¢, e pain ' This gives for Eq. (4.2)

JpaY HR z o\ (mp+my) ., 2 = _iq.-T Ipu* -
B‘Pu“pu’ﬂn“un(k"}”(knp)— 8pu~ 2mpmy 74, dTpye’ "t P”(’)‘Pnﬂpuju(rp”)

= -1Qy Typ 47 HR
der,“;e 2 TR @y o niy(THR) - (4.3)

Expanding the exponentials and performing the angular integrations yields

T ppd " m

Lot i Knp s Knp) = F,P,,j”(ql)G,”R,,,(qz)Y oA @)y, (qz)ql”' %", (4.9)
where

(mp +my) © . J 1
F,::,”(lh) =dn [8pu‘ml‘hquz:| [J; 7’Pu2d"’m]xp,,(qlrpﬁ)V;::,” (‘Vpﬁ)]/qlpu (4.5)
and
) J 1
x”RJ”(Qz) 4"[[ Vﬁnzd”nn];”R(qzrﬂx)V;::j ”(Tlm)]/qzuﬂ. (4.6)

It is necessary to place Eq. (4.4) in a form that allows the integrals in Eq. (4.1) to be done (J dk and
Jak, ) This is accomplished by expanding the functions F and G in terms of Legendre polynomlals and
by usmg3
1y meR 12 : 2l+] RYESY m m—u v(Zn
q' Y;™(q) = (47) @ DA (aq ) (bg")*C(1 = MLy m = )Y P3G YR(G"), (4.7)
=0 v
where

q=aq’'+bg”", (4.8)

( >=x'[yl(x )10 (4.9)
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and
X=V2x+1.

| oo

(4.10)

Performing the kn p and k, p integrals, using standard Racah algebra techniques and choosing kp along the

2 axis gives the final form for Eq. (1.1) as

=[4(4m)* ) T ES T EY kp kp ' f 5 2H(6), (4.11)
where
j
H(G): E E (2—6!!0) Z: ( )j”+JP” lHR lPH ]DJPHAIHRJ”RAlz”J
Jyr Mphp V=0 IHRYPHY PHIH 4
2
X LE LpIyR ., Pi (coso)| , (4.12)
L
Ivﬁpub' }):; JP LPC(LD]DJD, viup)C(Lpjpdp; Olp)C(JpJyrdp; —lhplhp — lhp — V)KJPJD ’ (4.13)
Lp/pP'D
P Ly Lp
KJPJD ZP Jeu Jp o ¢ WllpulurJpu Jur; Pin) Z (- APLZADAPC(ADLLD’OO)C(APLLP)OO)
P Jur Jp Jp LApAp
X W(LPLDAPAD N PL)
Lp Fbp p Ypuiu’ur (tpg=X) L Ggr=2p)
x Z Z Nnpnp Napni, b"PLPIPb"DLD/DM“p”lgR (Rn )k"y ' np ’
XXy npnpnpnp
P l
- A2 f A 2/ 9 12 PH HR
() (2w (2 5 )
T ° ! Y Ap Ay lgr-2,
XC(ZHR—AZAIAD;OO)C(lpH—AIXZAP;OO), (4.14)
M,? :H,’jm“(kn,,k )= f F,,,,,,,,(ql)G,,,Rj,,(qz)PL(u)du, (4.15)

q,= (kan +rni’z"lD _zknpz - 2“umD knpk D)l/z ’

and

.= (knDz +mnzmr—2knpz -2u mRmT'lk,,Pk,,D)”"’ .

It may be seen that

|Lp~L|<lpy+1lyg (4.16)
and

|Lp—L|<lpg+lyg. (4.17)

Thus, for given Lp and Lp, many values of L are
required (in general). The advantage of using the
same states (k,’s) for a wide range of partial
waves is now clear. The k,’s which appear in the
M, functions are the same instead of differing
for each Lp-Ljp pair. This, of course, results
in a considerable calculational advantage. There
are, however, still the two groups of partial
waves which require different k,’s, but the range

of L for which the M, functions must be found
twice is small [2X(lpy + lyr)].

Equations (4.11)—(4.15) probably represent the
best form for actual use of the formalism as
developed here.

V. DISCUSSION

The methodology as given in this paper has been
fully tested numerically and incorporated into the
computer code MERCURY. Two examples of finite-
range calculations are shown in Figs. 1 and 2.
These results are compared both to zero range
and to previous finite-range work using other
methods. In Fig. 3 is shown the result of chang-
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FIG. 1. A finite-range calculation for the process in-
dicated is compared to zero range as calculated by the
computer code DWUCK (Ref. 10). The run time on a CDC
6500 was 26 sec (129 sec) for DWUCK (MERCURY). As
indicated, the finite-range results were identical to those
of Ref. 2 which used the method of Ref. 3. The param-
eters are given in Table II.
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FIG. 2. Another finite-range calculation is compared
to zero range as given by DWUCK. The run time on a
CDC 6500 was 47 sec (242 sec) for DWUCK (MERCURY).
The finite-range results are identical to those of Ref. 12

which replaced the 6 function of zero range by a Gaussian.

The parameters are given in Table II.
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FIG. 3. The effect of using different numbers of plane-
wave states. Those shown are for Lp =L =0. The oth-
er partial waves were represented by fewer plane-wave
states as discussed in the text.

ing the number of plane-wave states. Note partic-
ularly, the difference in normalization given by
the spectroscopic factor S.

It is felt that the method presented in this paper
provides a more efficient way of calculating finite-
range matrix elements. As may be seen in Table
I, integrals are replaced, for some partial waves,
by two- and three-term sums. The method would
cease to be effective only when the number of
terms in the plane-wave expansions approach the
number of points needed to perform an integral.
This would be the case only at very high energies
or with the use of extremely large strengths for
the distorting potentials.

It is planned to use the methods of this paper
in a multinucleon transfer formalism and also in
a coupled-channels Born-approximation approach.
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