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Extraction of resonances from meson-nucleon reactions
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We present a pedagogical study of the commonly employed speed-plot (SP) and time-delay (TD) methods
for extracting the resonance parameters from the data of two-particle coupled-channels reactions. Within several
exactly solvable models, it is found that these two methods find poles on different Riemann sheets and are
not always valid. We then develop an analytic continuation method for extracting nucleon resonances within a
dynamical coupled-channel formulation of w N and y N reactions. The main focus of this paper is on resolving
the complications from the coupling with the unstable 7 A, p N, and o N channels, which decay into w7 N states.
By using the results from the considered exactly solvable models, explicit numerical procedures are presented and
verified. As a first application of the developed analytic continuation method, we present the nucleon resonances
in some partial waves extracted within a recently developed coupled-channels model of 7w N reactions. The results
from this realistic 7 N model, which includes 7 N, nN,w A, pN, and o N channels, also show that the simple
pole parametrization of the resonant propagator using the poles extracted from SP and TD methods works poorly.

DOI: 10.1103/PhysRevC.79.025205

I. INTRODUCTION

The excited baryon and meson states couple strongly
with the continuum states. Thus they are identified with the
resonance states in hadron reactions. The spectra and decay
widths of the hadron resonances reveal the role of confinement
and chiral symmetry of QCD in the nonperturbative region.
Therefore, extraction of the basic resonance parameters from
reaction data is one of the important tasks in hadron physics.
Ideally, it should involve the following steps:

(i) Perform complete measurements of all independent
observables of the reactions considered. For example,
for pseudo-scalar meson photoproduction reactions one
needs to measure eight observables [1]: differential cross
sections, three single polarizations X, 7, and P, and four
double polarizations G, H, E, and F.

(ii) Extract the partial-wave amplitudes (PWA) from the
data. Here we need to solve a nontrivial practical problem
since all observables are bilinear combinations of PWA
(e, 0 ~ fus fis)-

(iii) Extract the resonance parameters from the extracted
PWA. Here the often employed methods are based on
the Breit-Wigner form [2], speed-plot method of Hoehler
[3,4], and time-delay method of Eisenbud [5] and Wigner
[6]. A more sophisticated and rigorous method is to
use the dispersion relations, K-matrix, and dynamical
model to analytically continue the PWA to the complex
energy plane on which the resonance poles and residues
are determined. Extensive works based on these three
models are reviewed in Ref. [7].

In reality, we do not have complete measurements for practi-
cally all meson-nucleon reactions. Even if the measurements
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are complete, step 2 requires some model assumptions to solve
the inverse bilinear problem in extracting PWA. This model
dependence must be taken into account in interpreting the
extracted resonance parameters.

In this work, we focus on step 3 in conjunction with
recent efforts in extracting the nucleon resonances from very
extensive and high-quality data of meson production reactions,
as reviewed in Ref. [7]. The nucleon resonances N* and A
listed by the Particle Data Group [8] are mainly from the
analysis of N scattering and pion photoproduction reactions.
The speed-plot and time-delay methods are most often used in
these analyses since they only require the PWA determined in
step 2. The purpose of this work is to examine the extent
to which these two methods are valid and to develop an
analytic continuation method within a recently developed
dynamical model [9] of meson production reactions in the
nucleon resonance region.

It is useful to first briefly recall how the resonances are
defined in textbooks. By analytic continuation, the scattering
T-matrix can be defined on the complex energy plane. Its
analytical structure is well studied [10—14] for nonrelativistic
two-body scattering. For the single-channel case, the scattering
T -matrix is a single-valued function of momentum p on the
complex momentum p-plane, but it is a double-valued function
of energy E on the complex energy E-plane because of the
quadratic relation p = |2mE|'/?¢!?#/2_ Therefore the complex
E-plane is composed of two Riemann sheets. The physical (p)
sheet is defined by specifying the range of phase 0 < ¢ < 27,
and the unphysical (1) sheet by 27 < ¢pp < 4m. As illustrated
in Fig. 1, the shaded area with Imp > O of the upper part
of Fig. 1(a) corresponds to the physical E-sheet shown in
Fig. 1(b). Similarly, the unphysical E-sheet shown in Fig. 1(c)
corresponds to the Imp < 0 area in the lower part of Fig. 1(a).
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FIG. 1. (a) The complex momentum p-plane and its correspond-
ing complex energy E-plane, which has (b) a physical sheet and (c)
an unphysical sheet. Their correspondence is indicated by the same
number. Solid squares (circles) represent the bound state (resonance)
poles.

On the physical sheet, the only possible singularities are on the
real E axis: the bound state poles [solid square in Fig. 1(b)]
lie below the threshold energy Ey, and the unitarity cut from
Ey, to infinity. On the unphysical sheet, a pole [solid circle
in Fig. 1(c)] is on the lower half plane and ReE,oe > Ep
corresponds to a resonance. From unitarity and analyticity of
the S-matrix, each resonance pole has an accompanied pole,
called a conjugate pole, that exists on the upper half of the
unphysical sheet. A resonance pole corresponds to an unstable
system which is formed and decays subsequently during the
collision. The mathematical details of this interpretation can
be found in textbooks (see, e.g., Chap. 8 of Goldberger and
Watson [15]).

For the multichannel case, the analytic structure of the
scattering 7 -matrix becomes more complex [11-14]. We
postpone the discussion on this until Sec. III where a two-
channel Breit-Wigner form of scattering amplitude will be
used to give a pedagogical explanation.

The essential point of the time-delay and speed-plot meth-
ods is that the resonance poles just discussed can be determined
from the partial-wave amplitudes defined on the physical real
energies. The concept of time delay was originally introduced
by Eisenbud [5] and is discussed by Wigner [6], Dalitz and
Moorehouse [16], and Nussenzveig [17]. It is defined as the
difference between the time in which a wave packet passes
through an interaction region and the time spent by a free wave
packet passing though the same distance. It was generalized to
the time-delay matrix in multichannel problems and discussed
further in terms of a lifetime matrix by Smith [18]. Kelkar
et al. [19,20] applied this multichannel formulation to develop
a practical time-delay method to extract hadron resonances.

The speed-plot method was developed by Hoehler [3,4]
to extract the nucleon resonances from the w N partial-wave
amplitudes. It is also based on the concept of time delay, but he
identified resonances by “speed,” which is the absolute value
of the energy derivative of the scattering amplitude. The speed
is always positive by its definition whereas the time delay can
be negative and becomes “time advance” [21].
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It is generally assumed that both the speed-plot and time-
delay methods give approximate positions of the resonance
poles that are rigorously defined by the analytic continuation
of scattering amplitudes. However, their validity is not clear at
all. Moreover, it is not clear to which Riemann sheet the pole
positions extracted from using these methods belong. In this
paper we analyze several exactly solvable models to clarify
these questions. In particular, we find that these two methods
give poles on different Riemann sheets.

We then develop an analytic continuation method for ex-
tracting the resonance parameters within a recently developed
Hamiltonian formulation [9] of meson-nucleon reactions. We
first establish the method by using several exactly solvable
models. The main task here is to handle the singularities
associated with the unstable particle channels suchas T A, pN,
and o N. We then apply the method to extract the nucleon
resonances in some partial waves of 7 N scattering within the
dynamical coupled-channels model developed in Ref. [22].
The analytical structure of the resonance propagator is also
analyzed within this model.

In Sec. II, we describe the formula for applying the
speed-plot and time-delay methods. These two methods are
then analyzed and tested in Sec. III by using the commonly
used two-channel Breit-Wigner form of the S-matrix. In
Sec. IV, we develop an analytic continuation method by
using several exactly solvable resonance models and further
test the speed-plot and time-delay methods. Section V is
devoted to resolving the complications from couplings with
unstable particle channels. In Sec. VI, we present the results
from applying the developed analytic continuation method to
extracting nucleon resonances in some partial waves within
the 7 N model of Ref. [22]. A summary is given in Sec. VII.

II. FORMULA FOR TIME-DELAY AND SPEED-PLOT
METHODS

The objective of the time-delay (TD) and speed-plot (SP)
methods is to determine the mass My and width I'p of a
resonance from the S-matrix of reactions. In this section, we
will not explain how these two methods were introduced, as
briefly discussed in Sec. I. Rather, we only give their formula
in practical applications.

For the single-channel elastic scattering case, the time delay
of the outgoing wave packet with respect to the noninteracting
wave packet in a given partial wave is defined [6,16,17] as

.1 dS(E)
At(E) =Re | —i —, (D
S(E) dE
where the S-matrix is related to the phase shift § by
S(E) = &*". (@)

Equations (1) and (2) lead to the following simple expression
of time delay:

ds
At =2—. 3
T 3
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The TD method aims at finding the resonance mass My by
finding the maximum of the time delay,

dAt

— =0. 4
dE |g_y, @

As an ideal example, we evaluate the time delay for the
S-matrix defined by the well-known Breit-Wigner resonance
formula

E— Mg —iTg/2

S(E) = - .
E — MR +IFR/2

&)

Equation (1) then leads to
r
At = K ,
(E — Mg)*+T%/4

(6)

which obviously takes a maximum at £ = My and hence My
is defined as the resonance mass. It also gives the following
simple physical interpretation of the width I'g in terms of the
time delay of the wave packet passing through the interaction
region:

4

At|lp=p, = T @)
R

Here and in the rest of this paper, the normalization is
chosen such that the S-matrix is related to the 7-matrix by

S(E)=1+42T(E). ®)

We then note that, for the S-matrix in Eq. (5), the width can
also be expressed in terms of the 7 -matrix as

'z IT|
— = | . 9)
2 |:|Z_£|:|E—MR

In the analysis of = N scattering, Hoehler [3,4] introduced
the SP method. The speed is defined as

sp(E) = “’_T . (10)
dE
By using Eqgs. (2) and (3), Eq. (10) leads to
|At]
sp(E) = 5 (11)

Thus the speed is also related to the time delay of the wave
packet. The SP method defines the resonance mass My by the
maximum of the speed,

d
——SP(E) |E=pm,= 0. (12)

dE
From Egs. (4), (11), and (12), it is obvious that the speed
plot and time delay will give the same resonance mass for the
single-channel elastic scattering case.
For multichannel reactions with N open channels, the S-
matrix becomes an N x N matrix § (E). Smith [18] introduced
a lifetime matrix O defined by

+dS(E)
dE

This equation can be considered as an extension of Eq. (1) of
the single-channel case. The trace of the lifetime matrix can be

QO(E) = —iS(E) (13)
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expressed in terms of eigenphases §; of the S-matrix [23-25],

A a3, 8:)
TrQ(E) =2—=—. 14
rQ(E) 1E (14)
The resonance mass M, is then obtained by finding
dTrO(E)
= =0. 1
1E 0 s)
E=My

However, the eigenphases §; can be obtained only when we
know all of the S-matrix elements associated with all open
channels. In practice, only the elastic scattering amplitude and
afew of the inelastic amplitudes can be extracted from the data.
Therefore Egs. (14) and (15) of Smith’s TD method cannot be
used rigorously in practice.

Here we focus on the TD method used by Kelkar and co-
workers [19-21]. They defined the time delay td for the channel
i only by the diagonal component S;; of the S-matrix and its

derivative,
. 1.dS;
td(E) =Re| —i——— ).

Obviously, this method is identical to Eq. (1) of the single-
channel case except that the S-matrix element here is S;; =
ne’? with n denoting the inelasticity. Equation (16) can be
considered as an approximation of Eq. (13) by neglecting
the inelastic channels in summing the intermediate states. In
Refs. [19-21], the resonance mass My is determined by the

maximum of the time delay,

(16)

d
—td(E) |g=m, =0,

17
7 (17)
and the width I'g by

td(Mg £ Tg/2) = td(Mg)/2. (18)

The SP method for the multichannel case involves simply
defining the speed sp by the diagonal T;; of the T-matrix,
dT;;

Sp(E) = 1E

, 19)

and defining [3] the width ' by assuming that the 7-matrix
element can be parametrized as

I'z/2
E— Mg +ilg/2’

T;i(E) = T,(E) + z(E) (20)
Here 7, is an nonresonant amplitude and the resonant
amplitude is defined by the resonance mass Mg, the width
'k, and a complex residue z(W). By assuming that the
energy dependence of T,(W), z(W), and 'k can be neglected
at energies near My, Eqgs. (19) and (20) obviously satisfy
Eq. (12) and lead to the following condition:

sp(Mg = I'r/2) = sp(Mg)/2. 2y

Equations (19), (12), and (21) are used in applying the SP
method to extract the resonance mass My and width I'; from
the partial-wave amplitudes. Equation (20) is not needed in
practice, but it is an essential assumption of the SP method.

025205-3



N. SUZUKI, T. SATO, AND T.-S. H. LEE

III. ANALYSIS OF SPEED-PLOT AND TIME-DELAY
METHODS

To examine the SP and TD methods, we consider a com-
monly used two-channel Breit-Wigner (BW) amplitude, which
can be derived [11,14,26,27] from the analytical property of
the S-matrix. To make contact with what we will discuss in the
rest of this paper, we will indicate here how this amplitude can
be derived from a Hamiltonian formulation of meson-baryon
reactions, such as that developed in Ref. [9].

It is sufficient to consider the simplest two-channel case
with a nonrelativistic two-particle Hamiltonian defined by

H=Hy+V. (22)
In the center-of-mass frame Hy can be written as
P’
Hy = ] i i — | (7], 23
0 ,Z'”[’"‘*m”m,-](" (23)

where m;; is the mass of kth particle in channel i, and u; =
miim;z/(m;1 + m;) is the reduced mass. In each partial wave,
the S-matrix is a 2 x 2 matrix and can be written as
1—inpK
§= P (24)
1+inpK
where p is the density of state and the K -matrix, which is also a
2 x 2 matrix, is defined by the following Lippmann-Schwinger
equation:

K(E)y=V+V

_ HOK(E). (25)
Here P means taking the principal value of the integration over
the propagator.

We now consider the on-shell matrix element of the S-
matrix of Eq. (24). If the on-shell momentum is denoted as p;
for channel i, we then have

(i1 inpK|j) =6 ; £inpKij, (26)
where p; = p;u;. The S-matrix element of 1 — 1 elastic
scattering is then of the following explicit form:

(I —imp K1) +impaKn) — 1% p1p2 K12 K
(A +imp K1) +impaK2) — w2p102K11 K

If we assume that at energies near the resonance energy the
K -matrix can be approximated as

K ~ S8

E—-—M
where M is a real-valued mass parameter, Eq. (27) can then
be written as

Si . (27

(28)

_E-M—ipiyit+ipy
E—M+ipiyi+ipys

Here we have defined y; = 7 gi2 w; > 0. If we further assume
that y; is independent of scattering energy, Eq. (29) is the
commonly used two-channel BW formula [26-28]. In the rest
of this section, we will follow these earlier works and treat y;
and y, as energy-independent parameters of the model.

Since the scattering 7 -matrix is related to the S-matrix by

SH(E)=1+2iT\(E), (30)

St

(29)
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FIG. 2. Poles and zeros of the simplified two-channel Breit-
Wigner form (i, = u, and A = 0) of the S-matrix on the complex
E-plane, which has pp, uu, up, and pu sheets. The open circles on
the uu-sheet (b) are the resonance pole E and its conjugate pole E.
The open circles on the up-sheet (c) are the shadow pole Eg and its
conjugate pole E¥. The crosses on the pp-sheet (a) are the zero Ezg
and its conjugate E7g, which are at the same energies of the shadow
poles Eg and E¥. The crosses on the pu-sheet (d) are the zero Ezg and

its conjugate EJg, which are at the same energies of the resonance
poles Ef and Ej.

Eq. (29) leads to

T(E) =T (E)
_ _.lel . . 31)
E—M+iyipr+ivp

From now on we use the notation 7(E) for the 1 — 1
amplitude 77 (E).

A. Analytic Properties of the S-matrix

Within the two-channel BW model specified here, we will
analyze in this section the analytic properties of the S-matrix
on the complex energy E-plane. This will also allow us to
explain clearly some terminology that is commonly seen but
often not explicitly explained in the literatures on resonance
extractions.

The on-shell momenta p; for channel i is defined by

2
E =2 (32)
21
where
E; = E — (mj; +mp). (33)

We can define the threshold variable A between two channels
by

2 AZ
Ej=22 4 2 (34)
2ur - 2
where
AZ
— =my +my —my —mp (35
2p

is the threshold energy of the second channel.
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The momenta at poles of the S-matrix in Eq. (29) can be
determined by solving

E—-M+ipiyi+ip2y, =0. (36)
By using Eqgs. (32)—(35), this equation can be written as
pl+api +bp? +cpr+d =0, 37)
where
a=iduiy, (38)
b =4p(nayy — M — 1yy), (39)
c=—8iuiMy, (40)
d = 4(UIM? = papiayy A%). @1

Equation (37) means that the BW amplitude of Eq. (29) has
four poles. Each pole is specified by two on-shell momenta
P, = (P1as P2e) With o = 1,2, 3, 4. The analytic properties
of the S-matrix of Eq. (29) depends on how these poles are
located on the complex energy E-plane. As we explained in
Sec. I, the energy plane for each channel has two Riemann
sheets because of the quadratic relation [Eq. (32)] between the
momentum p; and energy E;; namely, p; = /2u;|E;|e'%/? for
i = 1, 2. For each channel, the physical (p) sheet is defined by
specifying the range of phase 0 < ¢; < 27, and the unphysical
() sheet by 2 < ¢; <4m. The correspondence between the
momentum p;-plane and the energy E;-plane is similar to that
illustrated in Fig. 1. For the considered two-channel case, we
thus have four energy sheets specified by the signs of Imp;
and Imp;: pp, up, uu, and pu, as shown in Fig. 2. Thus each
of four poles P, = (p1a, P2o) can be on one of these E-sheets.

To be more specific, we now consider the case that is most
relevant to our study of nucleon resonances, that is, the Re £ >
0 and ReE;, > 0 case for which the poles are all above the
thresholds of both channels. From Eq. (36), we immediately
notice that if (p14, p2s) With E = E, is one of the solutions,
(—pi,, —p5,) with E = E is also a solution. Therefore the
four poles determined by Eq. (37) can be grouped into two
pairs. In the following discussion, they are denoted as (E,, E)
and (Ej, E}). Without losing generality, one can assume that
one of the poles is in the range of (Rep; > 0, Rep, > 0) and
the other in the range of (Rep; < 0, Rep, < 0). If the first
pole (pi4, p2q) s in the region where (Rep, > 0, Repy, > 0)
and (Imp;, < 0,Imp,, < 0); it is a pole, denoted as Ep,
on the uu-sheet of Fig. 2. This pole is usually called the
resonance pole and is closer than other poles on up- or
pu-sheets to the physical pp-sheet, as will be explained later.
In the Hamiltonian formulation considered in this work and
in the well-developed collision theory, a resonance pole can
be mathematically derived [15] from the mechanism that an
unstable system is formed and decays subsequently during the
collision. The resonance pole E has an accompanied pole
E% at (—p7,, —p3,) that is also on the uu-sheet, as shown in
Fig. 2. E} is called the “conjugate pole” of Eg.

The second pole at (p1p, p2p) WithImpy, < 0and Impy, >
0 (Imp;, > 0 and Impy, < 0) may be on the up-sheet (pu-
sheet), depending on the parameters y; and y,. This pole is
called the shadow pole [29]. A shadow pole on the up-sheet
and its conjugate pole are Eg and E§ in Fig. 2.
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We now note that in this simple BW model, the zeros of
the S-matrix of Eq. (29), where S1;(E) = 0, is defined by its
numerator

E—M—ipiyi+ip2y, =0. (42)

This equation can be cast into the form of Eq. (36) by
simply replacing p; by —p;. Thus solutions of Eq. (42),
called the zeros of the S-matrix, can be readily obtained from
the solutions (p14, p2,) and (p1p, pap) of Eq. (36). They are
(=Pla> P2o) With E, and (p},, —p5,) with E}; fora =a, b.
The zero at (—p1p, pap) is on the pp-sheet, denoted as Eyzg
and E¢ in Fig. 2. Similarly, the zero at (—py4, p2,) is on the
pu-sheet, shown as Ezg together with its conjugate E, in Fig.
2. Note that Fig. 2 is for the case that the parameters y; and
y» are chosen such that the shadow poles Eg and its conjugate
E% are on the up-sheet. For other possible y; and y», the pole
positions could be different from what are shown in Fig. 2, but
their close relations, as just discussed, are the same.

From this analysis, it is clear that the poles and zeros of
the S-matrix are closely related. Their locations on the four
Riemann sheets can be conveniently displayed on one complex
plane by introducing a variable ¢ [30] such that

1+
P1= Am7 (43)
[H2
p2=2A Zl—tz' (44)

Hence each point in the #-plane corresponds to aset of (py, p2).
In Fig. 3, the resonance position E and shadow Eg poles and
their conjugate poles and zeros of the S-matrix, Ezs, Ezgr, Ejg,
and E7g, are shown on the 7-plane. The physical S-matrix at
real energies, which determine the observables, are on the bold
lines. The zero energy and the threshold of the second channel
correspond to ¢ =i and t = 0, respectively. One can see that
the resonance pole Eg is closer than the shadow pole Eg to
the bold lines (S-matrix) and hence can have the largest effect
on the observables. Consequently, most of the rapid energy

Im t
up-sheet p+=0 pp-sheet
Es Ezs
¢} X
p1’ p2=00
Es /
i © »Re t
X 1
Ezr: Er
X O
Ezr i Er-
pu-sheet uu-sheet

FIG. 3. The poles and zeros of the S-matrix shown in Fig. 2
displayed on the complex ¢-plane defined by Eqs. (43) and (44).

025205-5



N. SUZUKI, T. SATO, AND T.-S. H. LEE

dependence of observables is attributed to the resonance poles,
not the shadow poles or the other poles shown in Fig. 3.
However, the zero E7¢ of the S-matrix is also close to the
bold lines. As seen in the derivations just given, this zero EJ¢
is closely related to shadow pole Eg. Thus the shadow poles
can also be related to the observables. Of course, which pole
is most important in determining the rapid energy dependence
of observables also depends on the residues of the 7-matrix at
the pole positions.

In the next section, we will use a further simplified BW
form to explain more clearly the close relations between the
poles and zeros of the S-matrix. In particular, we will see
explicitly that the shadow pole Eg in Fig. 2, which is not on
the same Riemann sheet as Eg, can be located by the zeros of
the S-matrix. More importantly, we will also see how the SP
and TD methods work both analytically and numerically.

B. Positions of poles

For simplicity, we assume that the threshold energies of
the two channels are the same and hence u = u; = u, and
A = 0. Therefore we have simple relations between energy
and momenta: E = p?/2u = p3/2u and p = p; = £p. As
discussed in the previous section, the four Riemann sheets are
classified by the sign of the imaginary part of the momen-
tum; namely, the physical (unphysical) sheet is assigned by
Imp > 0(Imp < 0). With the simplification p = p; = £p»,
we obviously have p; = p, = p onthe pp- and uu-sheets and
p1 = —p2 = p onup- and pu-sheets.

Let us start with the case of p; = p, = p for the pp-sheet
or uu-sheet. The S-matrix element of Eq. (29) of the first
channel can be written as

E—-M—i(y1 —y2)p

Si(E) = . 45
W = E M i+ rp @)
It can be recast into the following more transparent form:
(p+ ps)(p — py)
Su(E) = AL P DS (46)
(P — Pr)(P + PR)
with
Pr = V2uM — (uy+)* = inys, (47)
ps = V2uM — (uy-)* —ipny-, (48)
where

Y+ =Y1E ¥, (49)

remembering that we consider y; > 0 and y, > 0. To make
use of Fig. 2 in the following discussion, we consider the case
that y; > y, and hence y+ > 0 and both py and pg defined in
Egs. (47) and (48) are associated with the unphysical u-sheet.
For the case of y_ < 0, ps is associated with the physical
p-sheet and the following presentation can be easily modified
to account for this case.

Clearly, Eq. (46) means that the S-matrix has a pole at
p1 = p2 = p = pg on the uu-sheet with a resonance energy

2
Ex = 5—; = M — uy? — iy /n@M — uyd).  (50)
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Its conjugate pole E isat py = p» = p = —pk. Thepositions
of Eg and E} are shown in the upper right side of Fig. 2.
Equation (46) also indicates that the zero of the S-matrix
is at p; = p, = —ps, which is on the pp-sheet because of
Im(—pgs) > 0. The energy of this zero of the S-matrix is

2
Egs = 5—; =M —uy? —iy_\Ju@M - py?). (D)

Its conjugate EJ¢ is at p; = p, = p§. The positions of Ezg
and E7g are on the pp-sheet, as shown in the upper left side
of Fig. 2.

We next consider the p; = —p, = p case that the poles
and zeros of the S-matrix are on the up- or pu-sheets. The
S-matrix of Eq. (29) for this case then takes the following
form:

E-M—iyi+y)p
E—M+i(yi—y)p
By comparing Eq. (45) and Eq. (52) and using the variables pg

and py defined by Eqgs. (47) and (48), Eq. (52) can be written
as

S(E) = (52)

(p+ pr)(P — P})
(p—ps)p+pd)

This equation indicates that, for the considered y_ > 0, the
S-matrix has a shadow pole at p; = —p, = p = ps on the
up-sheet. Thus its position Eg = p§ /(2u) is identical to Ezg
of the zero of the S-matrix on the pp-sheet; namely,

Es = E7s

2
P .
2p

This means that the shadow pole Eg on the up-sheet can be
found from searching for the zero Ezg of the S-matrix on the
pp-sheet.

Equation (53) also gives a zero of the S-matrix at p; =
—p2 = p = —pg on the pu-plane because Im(—pg) > 0. Its
energy EyzR is also identical to the E value defined earlier:

Ezr = Eg

2
p .
= ﬁ =M — puyi —iyeJn@M —pyd). (59

The positions of Es and Ezg and their conjugates E§ and EJ,
are also in the lower parts of Fig. 2.

From this analysis for the y_ > 0 case, we see that the
energies of the resonance poles may be obtained by studying
the poles of the S-matrix on the uu-sheet and those of the
shadow poles may be obtained from the zeros of the S-matrix
on the pp-sheet. The analysis for the y_ < 0 case is similar.
Here we only mention that when y_ > 0 1is changedto y_ < 0,
the shadow poles Eg and E§ on the up-sheet move to the
pu-sheet and zeros Ezs and E7¢ will be on the uu-sheet.

Now let us examine how the SP and TD methods can be
used to find the poles defined by these exact expressions of the
two-channel BW amplitude. We first recall that in applying
the SP and TD methods, the energy E and momentum p; in
the S-matrix are restricted on the positive real axis. For the
considered simplified case, we thus have p; = p, = p and

Si(E) = (53)

(54)
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the 7'-matrix of Eq. (31) then becomes

—V1p
E—M+iy.p
Our task is to examine whether the resonance mass Mg and
width I'y found by applying the SP and TD methods on
Eq. (56) are close to the real and imaginary parts of the poles
defined in the previous section.

According to Eqgs. (12) and (19), the SP method finds the
resonance mass My by finding the maximum of the speed
through the use of the condition

d |dT —o
dE |dE|]z_y.

With the T-matrix from Eq. (56), Eq. (57) leads to the
following equation:
3Mj + BM + 2y )My
—(TM?* — 6uMy;)Mg + M> = 0.

T(E) = (56)

(57)

(58)
This equation can be written in the dimensionless form as
3E° + 3 +20)E> — (7T—60)E +1=0, (59)

with £ = Mg/M and @ = py?/Mp. By inspection, one can
see that Eq. (59) has real and positive My solutions only in the
a < 0.417 region. Two of the three solutions are the maximum
and minimum points of the speed, and the third one is less than
0. The SP method defines the maximum point of the speed as
the resonance mass. We find that this solution can be expanded
as

IR EPI (M/f)3>
4M(MV+) +0< ) (60)

Clearly, [ Mg ]sp equals to the real part of Eq. (50) if we neglect
the second- and higher order terms in the expansion in powers
of ,uyi /M. Therefore the SP method is accurate only under
the condition that uyf /M < 1. Moreover, it is clear from
this equation that speed has no stationary point for Myf /M >
0.417 and therefore the SP method will fail to find the pole
even if there is a pole within the model.

[Mglsp = M — py? —

600

400

200

Re E - m_ - my (MeV)

0 0.2 0.4 06
wy,” /M
(a)
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We next turn to discussing the width I'g obtained by the SP
method. It is evaluated by using Eq. (9). We find that it can
also be expanded as

[Crlsp 1T | (011
S =1t =\ uyiQM — pyd)

dE |[Mglsp

2
mq %

Here again, if we neglect higher order terms of ,u)/f /M, the
SP method can give the imaginary part of Er of the exact
expression [Eq. (50)]. As we have seen in Fig. 2, the two-
channel BW S-matrix has two pairs of poles on the uu-sheet
and the up-sheet. However, the SP method can only find the
pole E on the uu-sheet.

From this analysis, it is clear that the accuracy of the
SP method is controlled by uy; 2/M. We examine this by
using an example with 1 = = where my = 938.5 MeV
and m, = 139.6 MeV, and M = mN + m,; + 600 MeV. In
Fig. 4 the solid curves are the pole positions on the uu-sheet.
They are obtained from evaluating the exact analytical formula
[Eq. (50)] for y_/y4 = 0.5 and varying uy?/M from 0.01 to
0.6. With the same parameters we then apply the SP method
to search for the pole (Mg, —il'g/2) from the amplitude
[Eq. (56)] numerically by using Egs. (9), (10), and (12).
The obtained pole positions are the filled squares shown
in Fig. 4. As expected, the SP method works very well
for small ,uyf /M. However, the pole position from the
SP method starts to deviate from the exact results (solid
curves) as ,u)/f /M increases. There are no filled squares in
Fig. 4 in the region m/f /M > 0.417 because the SP method
cannot find a pole in this region. This is not because of the
numerical accuracy of our calculation, but it is, as mentioned,
the intrinsic limitation of the SP method.

We now turn to investigating the TD method. We apply
Eq. (17) to search for the resonance mass My from the
amplitude [Eq. (56)]. Since it is not clear how to interpret
Kelkar’s prescription [Eq. (18)], we assume that the S-matrix

600 |

400

-ImE (MeV)

200

0 0.2 0.4 0.6
“Y+2 '™

(b)

FIG. 4. The ,u,yi /M dependence of the pole positions on the uu-sheet (solid curve) and up-sheet (dashed curve) of the simplified
two-channel Breit-Wigner form (1 = @y, A = 0) calculated at y_/y, = 0.5. The real and imaginary parts of poles are shown in panels (a)
and (b), respectively. The solid squares (solid circles) are the results obtained from using the SP (TD) method. Triangles in (b) are the widths

of the poles obtained using Eq. (18).
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element Sy is of the following form:

Si(E) = w (62)
E—M+ilg/2
= ne?’d. (63)

Then Eq. (18) leads to an improved expression for the width
r S-

r r 1+ 1
[I"grltD _ s _ ni 1 ’ (64)
2 2 2 5—6
E |E=[Mglmp

where + (—) of & is for the maximum (minimum) of the TD,
suggesting the pole on the up- (pu-) sheet. We have found
that the TD method, defined by Eq. (17) and Eq. (64), can
only find the shadow poles on the up-sheet that are given
by the exact expression, Eq. (54). The results from using
the same parameters specified here are also shown in Fig. 4.
The dashed curves are from the exact expression, Eq. (54),
and the solid dots are from applying Eq. (17) and Eq. (64)
to search numerically for the poles from Eq. (52). Clearly,
the TD method works very well in finding the shadow poles
on the up-sheet. In the same figure the triangles are from
using Kelkar’s prescription [Eq. (18)]. Obviously, our formula
[Eq. (64)] works better. We have also examined the TD for
y— < 0. In this case the TD becomes negative and has a
minimum. We apply Eq. (17) for the minimum of the TD
and find that TD method also works well in finding the pole
on the pu-sheet.

IV. ANALYTIC CONTINUATION OF RESONANCE
MODELS

With the analysis presented in the previous section, it is
clear that the empirical partial-wave amplitudes determined
from experimental data cannot be blindly used to extract
resonance parameters by using SP or TD methods. To make
progress, one needs to construct a reaction model to fit the
data and then extract the resonance parameters by analytic
continuation within the model. In this paper, we focus on a
dynamical model [9] that accounts for the main features of
meson production reactions in the nucleon resonance region.
Our task in this section is to develop numerical methods
for finding the resonance poles from such models that do
not have analytical forms of their solutions. We will first
consider the simplest one-channel and one-resonance case,
then two-channel and one-resonance and finally two-channel
and two-resonance cases. All of these models are exactly
solvable such that their poles are known analytically and the
developed numerical methods can be tested.

A. One-channel, one-resonance case

To be specific, we consider the two-particle reactions
defined by the following well-known isobar Hamiltonian in
the center-of-mass frame:

H=Hy+ H', (65)

PHYSICAL REVIEW C 79, 025205 (2009)

with
Hy = [E((p) + E2(—p)] + |No) Mo(Nol, (66)
H' =g)(zl, (67)

where M is the mass parameter of a bare particle Ny, which
can decay into two particle states through the vertex interaction
g in H', and E;(p) = [m? + p*]'/? is the energy of the ith
particle. The scattering operator is defined by

1
HE)=H +H ——H', 68
(B)=H 4 H (68)
which leads to the following Lippmann-Schwinger equation
for the scattering amplitudes in each partial wave:

(p'.q:E)t(q, p; E)

CpEY=v(p pE)+ | dgq?’ ’

Hp, p; E) = v(p’, p; E) /CU 1 E"E@) - EX@)
(69)

where the integration path Cp will be specified later. The
interaction in Eq. (69) is

v(p', p; E) = %-

Equations (69) and (70) lead to the following well-known
solution:

(70)

;oo 8(p)g(p)
. pi By = (1)
with
2
S(E)= | dpp? g(p) . 7
() ﬁbppE—Em»—&@) 72)

From the analysis in the previous section, the resonance
poles can be found from #(E) = t(po, po; E) on the unphysical
Riemann sheet defined by Impy < 0 with py denoting the
on-shell momentum,

Ez\/m$+p§+\/m§+pg. (73)

Obviously, pg is also the pole position of the propagator in
Eq. (69) or Eq. (72).

The physical scattering amplitude at a positive energy E
can be obtained from Eq. (69) or Eq. (71) by setting £ —
E + ie with a positive € — 0 and choosing the integration
contour Cy to be along the real axis of p with 0 < p < co. From
Eq. (69) it is clear that #(E) has a discontinuity on the positive
real E,

Dis[t(E)] = t(E +i€) — t(E — i€)
= 2mip(po)v(po, po)t(E), (74)

where p(po) = poE1(po)E2(po)/E. Thus the t-matrix has a
cut running along the real positive E. To find resonance poles,
we need to find the solution of Eq. (69) on the unphysical
sheet with Imp <0 on which the pole py of the propagator
moves into the lower p-plane, as shown in Fig. 5(a). From
Eq. (74),itis clear that the solution of Eq. (69), with the contour
Cy chosen to be on the real axis 0 < p < oo, will encounter
the discontinuity and is not the solution on the unphysical
sheet where we want to search for the resonance poles. It is
well known [28,31-33] that this difficulty can be overcome
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Imp

FIG. 5. The shift of the singularity (open circle) of the propagator
of the two-particle scattering equation [Eq. (69)] as energy E moves
from the physical sheet to the unphysical sheet. C| in (a) or C; in (b)
is the integration path for calculating the scattering amplitude with E
on the unphysical plane.

by deforming the integration path to the contour C| shown in
Fig. 5(a). In this way the pole will not cross the cut and the
integral is analytically continued from real positive E to the
lower half of the unphysical E-sheet with Impg < 0. Obviously,
the same solution can be obtained by choosing any contour
that is below the pole position pg, such as the contour C; of
Fig. 5(b).

With the solution of the form of Eq. (71), the numerical
procedure of finding resonance poles is to solve

E—My— X(E)=0, (75)
with
2
s(By= | dpp? & (p) 76
() /c PP E " Ep) - Exp) (76)
2
_ d 2 g°(p) ’ 77
/;1 PP E B (p) - Ex(p) a7

for E on the unphysical Riemann sheet defined by Impg < 0.
To test this numerical procedure, let us consider the case that
2 (FE) defined by Eq. (72) can be calculated analytically. Such
an analytic form can be obtained by taking the nonrelativistic
kinematics E1(p) + Ea(p) = my +my + p*/(2u) with 1 =
mimy/(my + my) and a monopole form for the vertex function

g(p)= (78)

A
1+ p?/B*
where B is a cutoff parameter. The integration in X(E) of
Eq. (72) can then be done exactly to give the following simple
form:

_ TuB3A?
SO S i

where po is defined by E =mj +ma+ p3/(2u). If the
imaginary part of py is positive (negative), it means that we
choose the poles on the physical (unphysical) sheet. Only
the pole with Impy <0 on the unphysical sheet is called a
resonance, as discussed in the previous section.

The resonance poles on the unphysical sheet (Impg < 0)
obtained from using Eq. (79) to solve Eq. (75) are
the solid curve displayed in Fig. 6 using the parame-
ters my =my = 938.5 MeV,my = m, = 139.6 MeV, and
My =my +m; + 600 MeV and cutoff momentum S =

(79)

PHYSICAL REVIEW C 79, 025205 (2009)
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FIG. 6. A dependence of the pole position of the one-channel,
one-resonance model. The line represents the pole position of the
t-matrix on the unphysical sheet. Solid squares are the pole positions
extracted by using the SP and TD methods.

800 MeV, for a range of coupling constant 0 < A <0.04. We
next solve Egs. (75) and (77) by choosing contour Cj illustrated
in Fig. 5. The solutions are stable provided the path is not too
close to the pole. The solutions completely agree with the solid
curve of the exact solution and hence are not displayed in
Fig. 6. Here we also note that Eq. (79) also allows us to
calculate the poles by using the SP and TD methods. The
results for A values of 0.01, 0.02, 0.03, 0.04 are shown by the
solid squares in Fig. 6. As expected, we confirm the previous
findings that both SP and TD methods work well for the
single-channel case.

B. Two-channel, one-resonance case

The formula for the two-channel, one-resonance case can
be easily obtained by extending the equations in the previous
section to include channel label i = 1, 2. We thus have

Li(p', py E) = vij(p', p; E)

(P, Ptij(q, p; E)
4 d 2 Vik ] , 80
;/c Y @ - Ea@

where Ey,(p) = [m3, + p?1'/? with my,, denoting the mass of
the nth particle in channel &, and

1
vij(p', p; E)=gi(p’)E_MOgj(p). (81)
Equations (80) and (81) lead to
P 8i(p)g;(p)
A Rl ey VT3 BN M
with
2
SW(E) = | dp p? 8i(p) .83
HE) fco bp E — Ex(p) — Ex2(p) 63

For the physical scattering amplitude at a positive energy E,
Eq. (80) is solved by setting E — E 4 ie with a positive
€ — 0 and choosing Cj along the real axis 0 < p < oo.

With Eq. (82), the poles of the scattering amplitudes are
defined by

E—My—Z,(E)—%E)=0. (84)
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The poles from solving the equation can be on one of the four
Riemann sheets, pp, up, uu, and pu, as explained in Sec. III.
The numerical procedure for finding the resonance poles on the
uu-sheet is to solve Eq. (84) for E = E1(po1) + E12(po1) =
E3(po2) + Exn(poz2) with Impg; <0 and Impg; < 0. The in-
tegration path Cy is changed to C; shown in Fig. 5(b) to
calculate both self-energies X;(E) and X,(E) of Eq. (83). Of
course the contour C; for the integration over the momentum
for the ith channel must be below the pole py; defined by
E — E;1(poi) — Ein(poi) = 0. Here we note that for finding the
poles on the pu-sheet (up-sheet), the contour Cj is replaced
by C; only for ¥,(E) [X;(E)].

To test numerical procedures and to further test the SP and
TD methods, let us consider again the nonrelativistic kinemat-
ics Ei1(p) + Ein(p) = ©; + p?/(Qu;) with ©; = m;; +mj3
and w; = m;im;r/(m;1 + m;z). This will allow us to find the
exact solutions by choosing the monopole form factor

Ai
(p)=—— . 85
g&i(p) 1+ /52 (85)
We then have
i BN
Yi(E) = ———1—. 86
5 2(pi +ipi)? (50

With Eq. (86), the poles defined by Eq. (84) can be found by
solving algebraic equations. For numerical calculations, we
consider a case similar to w N scattering in the S;; partial
wave: (1) channel 1 is 7 N with m; = m,; = 139.6 MeV,
mipp; = my = 938.5 MeV, and B; = 800 MeV, (2) chan-
nel 2 is nN with my =m, = 547.45 MeV, my =my =
938.5 MeV, and B, = 800 MeV, and (3) the bare mass is
My = m; + my + 600 MeV. The results are shown in Fig. 7.
The dash-dotted (solid) curves are the calculated poles on the
uu-sheet (up-sheet) with the coupling constants A; = 0.02 for
No — 7 N and arange of 1, = 0-0.02 for Ny — nN. We see
that when A; is 0, which is the single-channel case, the uu-pole
and the up-pole are at the same position. They then split as A,
increases.

We next evaluate Eq. (83) for E on the uu-sheet, up-sheet,
or pu-sheet by appropriately choosing the path Cj, as just
described. The poles are found when the calculated X(FE)

S =~ —— w00
0.020  0.016 o1z 2m00
100 | 3" 0.008
S —7 0012
[©) .~
2 -
w200 | /
£ \
N
300 | N PO
_ 0020 D W
1500 1550 1600 1650
Re E (MeV)

FIG. 7. A, dependence of the pole positions on the uu-sheet (dash-
dotted curve), up-sheet (solid curve), and pu-sheet (dashed curve)
of the two-channel, one-resonance model. The open squares (solid
squares) are obtained from using the SP (TD) method.
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and X, (FE) satisfy Eq. (84). We find that the poles obtained by
this numerical procedure reproduce accurately the dash-dotted
(uu-sheet), solid (up-sheet), and dashed (pu-sheet) curve
in Fig. 7 and hence are omitted there. Thus this analytic
continuation method can be used in practice to find the
resonance poles (i.e., poles on the uu-sheet as defined in
Sec. III) for the general case that X;(E) cannot be integrated
analytically.

We now turn to examining the SP and TD methods. In
Fig. 7, we show that the SP method (open squares) repro-
duces the poles (dash-dotted curve) on the uu-sheet only at
A2 < 0.015. When A, is larger than 0.015 where the magnitude
of ImE » continues to increase, the speed has no maximum and
the SP method fails to find the pole. This is another example
showing the limitation of the SP method. However, the TD
method (solid squares) can reproduce the poles on the up-sheet
(solid curve) and pu-sheet (dashed curve) in the considered
range of parameters. Here we see that the SP and TD methods
find different poles, which have different physical meanings
in the Hamiltonian formulation. One can show [15] that the
poles on the uu-sheet are due to the process that an unstable
system is created and then decays during the collision and
are called the resonance poles. The physical interpretations of
the poles on the pu- and up-sheets remain to be developed.

It is interesting to point out here that the two-channel
BW form analyzed in detail in the previous section can be
derived from the two-channel, one-resonance model if the
nonrelativistic kinematics is used. To see this, we first write the
nonrelativistic relation between the S-matrix and the 7'-matrix:

Sii(E) = 6;j + 2iT;;(E), 87
Tij(E) = —m . /uipipitij(pi, pjs E), (88)

where p;, the on-shell momentum in channel i is

pi = V2ui(E — ©)). (89)

With this and the analytic form [Eq. (86)] for ¥;(E), we can
write the 1 — 1 elastic scattering amplitude of Eq. (88) as

- (p1)
Tu(pi, pr. E) = PIVEPY . (90)
E — M(E) + ipiyi(p1) +ip2y2(p2)
where yi(p;) = mpig}(pi) > 0 and
0 ) gt(p)
M(E) = M +ZP/pdp . O
X E —mg —ma — 5

where P means taking the principal-value integration. By
using Eq. (87), we then have the 1 — 1 elastic part of the
S-matrix:

_ E—M(E) = ipiyi(p1) + ip2y2(p2)
E — M(E)+ipiyi(p1) + ipaya(p2)

If the E dependence of M(E) and y;(p;) are further neglected,
Egs. (90) and (92) are identical to what are usually called the
two-channel BW resonant amplitude discussed in the previous
section. Thus the conditions under which SP and TD methods
are valid can be related now to the parameters of the vertex
function g;(p) within this two-channel, one-resonance model.

St

92)
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C. Two-channel, two-resonance case

For the two-channel, two-resonance case, the scattering
amplitude is defined by the same Eq. (80), but with the
following driving term:

vij (', ps E)
= gi(p") ! (p) + 8ia(p) : (p). (93)
= &ip E—Mlgjlp 8i2(p E_M2g12p~
The scattering amplitude is then of the following form:
(P P E) =Y gia(p DT (E)lapgip(p).  (94)
o.fp
The propagator D(E) in Eq. (94) is
[D(E)la,p = [E — Malda,p — Za,p(E), (95)
with
8i.(q)8ip(q)
Yo s(E) = / dq ¢* —.  (96)
! Z o T E “En(g) — Enlg) +ie

The poles are defined by
DetD(E) = [E — My — Zi(BE)I[E — My — E5s(E)]
— Y(E) X0 (E)

=0. o7

The numerical procedures of finding the resonance poles on
the uu-sheet from Egs. (96) and (97) are the same as that in
the previous two sections. Namely, the path Cy of Eq. (96)
is set to be the path C; shown in Fig. 5 in evaluating the
integrals for E on the uu-sheet where the on-shell momenta
are Imp; <0 for i = 1,2 channels. To test this, we again
choose the nonrelativistic kinematics and the monopole form
factor like Eq. (85). The self-energy X, g(E) then takes the
analytic form similar to Eq. (79). The condition of Eq. (97)
can then be expressed in a analytic form from which the pole
positions on the unphysical sheet can be easily obtained.

We only state that the resulting poles on the unphysical
sheets are reproduced by the numerical this analytic contin-
uation method just described. Instead, our focus here is to
further test the SP and TD methods for the situation that two
resonances are close and could overlap. We again consider 7 N
and nN channels and use the following form factor:

)\ia
1+ p2/B:,
where a = 1, 2 denote the ath bare state with mass M,. The
four cutoff parameters B;, and four coupling constants X;,
are taken to be B11 = Bo = Ba1 = B2 = 800 MeV, Ay =

0.005, A1, = 0.01, Ar; = 0.003, and Ay, = 0.008. One of the
bare masses M| is fixed in the calculations. M, is defined by

My = M, + My + M, 99)

where M is varied for examining how the poles move as M,
moves away from M; = M, + My + 550 = 1628 MeV.

The pole positions are searched numerically by using the
analytic continuation method just described. There are two
poles on the uu-sheet and the other two are on the up-sheet.
As M, varies, these two poles will develop two trajectories, as

gia(P) = (98)
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FIG. 8. Pole positions (crosses connected by solid lines) on the
uu-sheet of the two-channel, two-resonance model. The results from
using the SP method are the open squares connected by the dashed
lines. The numbers on the figure are the value of M.

shown by the crosses connected by the solid curves shown in
Fig. 8 for the uu-sheet and in Fig. 9 for the up-sheet. According
to our findings in Sec. I, the poles (Mg, —iI"g /2) found by the
SP and TD methods should be compared with the poles on the
uu- and up-sheets, respectively, of Figs. 8 and 9, respectively.
We now discuss these two comparisons.

We see from Fig. 8 that, in the regions near M, = 700 MeV,
the positions (ReE) of these two poles are far from each other
and we find that the SP method (open squares connected by
dashed lines near the point marked 700) works well. When
M, is reduced to 600 MeV where the positions (ReE) of the
two poles move closer, the SP method can find only one pole
(open squares connected by dashed line) near the top end of
the trajectory on the right-hand side. Apart from the points on
the dashed lines, the SP method fails to find poles close to the
poles on the solid curves, which are obtained numerically by
the analytic continuation method.

The results for examining the TD case are shown in
Fig. 9. We see that the TD method can find two poles on

600

700 600

700

Im E (MeV)

600
-20 | 625

o
|
\
|
|
\
uj

up-pole —%—
™ —= -

1650 1700
Re E (MeV)

-25

1600 1750

FIG. 9. Pole positions (crosses connected by solid lines) on the
up-sheet of the two-channel, two-resonance model. The results from
using the TD method are the open squares connected by the dashed
lines. The numbers on the figure are the value of M,.
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the up-sheet in the considered range of M, = 600-700. The
results are the open squares connected by dashed lines, which
are indistinguishable from the crosses connected by solid
curves, which were obtained by the analytic continuation
method. But the TD method obtains another two poles at
M, = 600 and M, = 625, as indicated by the dashed line in
the middle of Fig. 9. The positions of these two poles are
very close to those obtained from the SP method and they are
interpreted as poles on the uu-sheet. As we have discussed in
Sec. II, the TD method is sensitive to both the zero and the
pole of the S-matrix on pp- and uu-sheets. In this example, the
width of the poles on the uu-sheet becomes comparable to that
of the poles on the up-sheet (zero on the physical sheet) and
hence the TD method could find a pole on the uu-sheet. The
results shown in Figs. 8 and 9 further indicate the limitation of
SP and TD methods.

The results from these models have shown that the TD
method based on Eq. (16), where the phase of the elastic
channel is used instead of the eigenphases discussed in
Refs. [23-25], gives both the resonance poles on the uu-sheet
and the zeros (shadow poles). Our findings could provide
some information for investigating the differences between
Refs. [25] and [34]. We also want to mention here that an
improved SP method using higher order derivatives of the
amplitudes was proposed in Ref. [35]. It may be interesting to
compare this method with the TD method. Although it could
be interesting to address the questions concerning these recent
developments, they are far from the main focus of this paper
and will not be discussed further.

V. ANALYTIC CONTINUATION OF RESONANCE MODEL
WITH UNSTABLE PARTICLE CHANNELS

For meson-baryon reactions, the nucleon resonances can
decay into some unstable particle channels such as the
A, pN,and o N channels considered in the model of Ref. [9].
Here we discuss the analytic continuation method to find
resonance poles within such a reaction model.

It is sufficient to consider the one-channel and one reso-
nance case. The scattering formula is then identical to that
presented in Sec. IV A. The only difference is that one of
the particles in the open channel can further decay into a
two-particle state. To be specific, let us consider the m A
channel. Within the same Hamiltonian formulation [9] used
in the previous section, the scattering amplitude can then be
written as

gn+xa(P)gN*za(D)

(', p. By = LB (100)
with
5.\ (E) = / 2 8Xea(P)
T = PP E T (p) — Ea(p) — Sa(p. E)’
(101)
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where

EA(pv E)
2 82,771\/(5])
= / q-dqg .
c E — E;(p) — [(Ex(q) + Ex(9))* + p*]'/?
(102)

To obtain the w A self-energy for complex E, the analytic
structure of the integrand of Eq. (101) should be examined
first. The discontinuity of the w A propagator in the integrand
of Eq. (101) is the ww N cut along the real axis between
+po(—po < p < po), which is obtained by solving

E = EZ(po) + [ma +my) + p3]"%. (103)

For finding the resonance poles on the uu-sheet with Impg < 0,
the integration contour C, of Eq. (101) must be chosen below
this cut, which is the dashed line in Fig. 10. There is also a
singularity in the integrand of Eq. (101) at momentum p = p,,
which satisfies
E — Ex(px) — Ea(px) — Xalpx, E) =0.  (104)
Physically, this singularity corresponds to the w A two-body
scattering state. For E with large imaginary part, p, can be
below the wr N cut, as also indicated in Fig. 10. Therefore
the integration contour of momentum p must be chosen to be
below the 7w N cut (dashed line) and the singularity p,, such
as the contour C; shown in Fig. 10.
The singularity position g of the propagator in Eq. (102)
depends on spectator momentum p as
E — Ex(p) = {[Ex(q0) + Ex(qo)” + p*}'. (105)
Therefore the singularity gy moves along the dashed curve in
Fig. 11 when the momentum p varies along the path C, of
Fig. 10. To analytically continue XA(p, E) from positive
energy E to the unphysical plane with Imp <0, we need to
choose the contour C3 of Eq. (102) that must be below go. A
possible contour Cj is the solid curve in Fig. 11.
To verify these numerical procedures described, we again
consider nonrelativistic kinematics and the monopole form

Imp
..~~- ?px
oN-1-
i .pO Re p
—_

FIG. 10. Contour C; for calculating the w A self-energy on the
unphysical sheet. See the text for explanations of the dashed line and
the singularity p,.
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Imq
\
0 T Re g
N

FIG. 11. Contour Cj for calculating the w N self-energy on the
unphysical sheet. The dashed curve is the singularity gy of the
propagator in Eq. (102), which depends on the spectator momentum
p on the contour C, of Fig. 10.

factor. With the similar analytic form of Eq. (79), we have

D (17 E)Znu“ﬂNgi,anBZ,nN
A 2k + iBan)?

, (106)

where

2 1/2
k= [mnN (E—Zmﬂ —my— 2 )] 7))
zll’nnN

with Uy = my(my +my)/2m, + my). With Eq. (106),
we can solve Eq. (104) and verify its relation with the
mr N cut as previously discussed and illustrated in Fig. 10.
Equation (106) and the chosen monopole form factor also
allow us to get

Shena 1
Toa = f pdp = :
© a1+ PZ/,B%VWTA)Z Dy a(p, E)

(108)
with
2
DnA(pa E)y=E—m; —mp —
ZMHA

jTH’ﬂNgi JTNIBZ TN

— T CARNI AN, (109)
2(k +ifaxN)

Unfortunately, Eq. (108) cannot be integrated out analytically
for directly checking our numerical procedure for searching
resonance poles.

We test our analytic continuation method by the following
procedure. We calculate Eq. (108) numerically to find the
pole position Eg by solving Ex — My — X, A(Eg) = 0 of the
denominator of Eq. (100). With the parameters

Bn+xa = 800 MeV, gy-a = 0.02 MeV~1/2,
Baxn = 200 MeV, ga.n = 0.05MeV~'/2
My = 650 MeV 4+ m, +my,
we find Egx = (1679.1, —33.6i) MeV. We then construct an
approximate propagator
1

Gapfrox E — .
N+ (E) E_Ex

(110)
For positive E, we find that Gy' "~ (E) is in good agree-
ment with the direct calculation of Gy+(E) = 1/[E — My —
Y:a(E)] by using Eq. (108). The results are shown in
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0.02
S ot
[0)]
=3
m)
L 002}
(O]
-0.04 : : :
1600 1650 1700 1750 1800
E (MeV)

FIG. 12. N* Green function. The solid (dash-dotted) curve is
the real (imaginary) part of exact Green function G y«(E) = 1/[E —
My — 2, A(E)]. They are compared with the dashed (dotted) curve of

the real (imaginary) part of the approximate Green function Gyr

Fig. 12. It is clear that the resonance pole found by our
analytic continuation method can reproduce what is expected
for a resonance propagator for real positive E. In this way our
numerical procedure is justified and can be applied to solve
Eqgs. (100)—(102).

VI. RESONANCE MODEL WITH NONRESONANT
INTERACTIONS

With the numerical methods just described, we can proceed
to extract the resonance poles within a coupled-channels model
that also include nonresonant interactions. In this section, we
explain how this can be done for the 7 N model developed in
Refs. [9,22].

Recalling the formulations presented in Refs. [9,22], we
have that the #-matrix considered is of the following form:

ti;(p's ps W)

=70, ps W)+ Y Tia(p's WID™ (W)la T 5(ps W),
a.p
(111)

where i, j can be stable channels 7 N and nN or unstable
channels m A, pN, and o N and o denotes a bare resonant
state with a mass M,,.

For extracting resonance poles, we now apply the methods
presented in previous sections to choose appropriate contours
for calculating various integrations on the unphysical E-plane
with Imp < 0. The nonresonant f-matrix f; j(p/, p; E) is de-
fined by the following coupled-channel equations with the
nonresonant potential v;;(p’, p):

5ij(p', p; E)

, vin(p', @i (q, p; E)
=v;;(p, p)+ E dq ¢ '
vt 2 /c 1 E—Edq) — Tulq. E) +ie

(112)

where the contour is C4 = C; [Fig. 5(b)] fork = n N, nN and
Cy = C, (Fig. 10) fork =m A, pN,o N, and

Ek(p)z\/mg1 +p2+\/m§2+p2. (113)
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TABLE I. Resonance poles extracted from the 7 N scattering amplitudes of Ref. [22].

Analytic continuation Speed plot Time delay PDG

Re Im Re Im Re Im Re Im
S11 1540 —191 - - 1543 —-52 1490-1530 —45-125

1642 —41 1644 —89 1645 —61 1640-1670 —75-90
S31 1563 —-95 1574 —67 1616 —-53 1590-1610 —57-60
P33 1211 —-50 1212 —49 1212 —49 1209-1211 —49-51
D13 1521 —58 1525 —-57 1522 —11 1505-1515 —52-60
F15 1674 —53 1671 —-59 1683 —24 1665-1680 —55-68

The self-energies in Eq. (112) are ;5 (q, E) = Zyn(q, E) =
0, and X;A(q, E), Z,n(p, E), and Z;n(g, E) are defined
by the same Eq. (101) with appropriate changes of mass
parameters and the choice of contour C, and C3 shown in
Figs. 10 and 11.

The dressed vertex [;(p; W) is determined by the bare
vertex I';(p) and the meson-baryon loop,

[ia(p; E)

ti(p, q; E)Ti(q; E)
=T4(p)+ / dq q* —.
P ; s T E—Edg) — up. E) tie

(114)
The resonance propagator D(E) in Eq. (111) is
[D(E)lap = [E — My16a,p — X, p(E), (115)
with
Tia(@)Thp(q; E)
T p(E) = Z/ dq ¢’ —r —
—Ja — Ex(q) — kg, E) +ie
(116)

In Ref. [22], these equations are solved on the real axis by
using the standard method of subtraction. Here we solve the
equations by choosing the contours as indicated earlier. We first
verify that our numerical results obtained here for positive real
E agree with that of Ref. [22]. This establishes our numerical
procedure in this complex five-channel model.

Here we show the results for some of the S, P, D, and F
partial waves of w N scattering within the model of Ref. [22].
We search the resonance poles by looking for zeros of the
resonant propagator D(E) defined by Eq. (115). Our results
from using the analytic continuation method are shown in
the second column of Table 1. They are compared with those
extracted by using the SP and TD methods described in the
previous sections as well as the values listed by the PDG.
The BW resonance parameters are also given by the PDG, but
these are not considered here. We see in Table I that the SP
method fails to find the first resonance pole in the S;; partial
wave. We also see that although the real parts of the resonance
poles from different approaches are within the ranges of those
reported by the PDG, the extracted imaginary parts can differ
by as much as a factor of 2 or 3.

The model of Ref. [22] is currently being improved by also
fitting other data of # N and y N reactions. For example, some
progress has been made to also fit the data of nN — N

[36], yN — N [37], and 7N — nN [38]. We thus do
not include the results for other partial waves in Table I.
Our purpose here is to simply demonstrate how the analytic
continuation method works for a realistic model. The full
resonance parameters, including the extracted residues and the
relations to the BW parameters listed by the PDG, extracted
from our complete analysis of all t Ny, N - n N, nN,nn N
reactions will be reported elsewhere.

We now turn to a discussion of whether the extracted
resonance pole M can be used to evaluate the N* propagator
defined by Eq. (115) for the physical positive E. Let us consider
the S3; case listed in Table 1. Its N* propagator G y«(E) can
be written as

1
E—My— X(E)’
X(E) = Zan(E) + Zra(E) + Zpn(E).

Gy+(E) = (117)

(118)

By using the analytic continuation methods described in
the previous sections, the resonance energy M = (1563 —
i95) MeV is found numerically by solving

M- My, —2M)=0. (119)

We now perform the Laurent expansion of G y+(E) for real E
around the pole position M and obtain

Gy+(E)

-1
|:(1 — X (M)E - M) — %E”(M)(E — M)2 + - ]

1 1

E—-M [1 — Z(M) — 32" (M)(E — M)+~-~:|
1 1 S(MYE — M)

“E-M [1 —Y(M) " 2(1 — X(E)? }
1 1 (M)

SE—M iz T2a—zanp T

(120)

The naive 1/(E — M) works well for a model studied in the
previous section. However, when the enery dependence of
the self-energy X becomes large, two important modifications
should be considered: (1) At the pole, the residue is not one
but modified by the field renormalization factor Z = 1/(1 —
3/(M)). (2) The second term of the last expression gives a
constant term.
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FIG. 13. Comparisons of various resonance propagators: exact propagator G y«(E) (crosses), Ggi,)l (E) (dashed curve), Gg\l,l (E) (dash-dotted
curve), and Gf,l(E ) (solid curve). The real and imaginary parts are shown in panels (a) and (b), respectively.

With the expansion of Eq. (120), we can introduce three
different approximate forms for the N* propagator:

1
) _
GRAE) = —— . (121)
GV(E) = L ! (122)
N E—-M 1-YM)
GWUE) = : ) (123)

E-M 1—-XM)  2[1—S/(M))]

In Fig. 13, we compare these three approximate propagators
with the exact result of Gy~(E) of Eq. (117). The simple
G(Z\(,)i(E) (dashed curves) of Eq. (121) are far from the exact
Green function G y«(E) (cross) defined by Eq. (117). When the
factor 1/[1 — X’(M)] is included, we obtain the dashed-dotted
curves for Gg\l,l(E). The solid curves are from Gg\z,l(E). We see

that the constant term 2[15/2(—%4))]2 of Eq. (123) mainly affects
the imaginary part of the propagator.

Equation (120) shows that the simple pole approximation
GW(E)= —, which can be cast into the usual BW form
1/(E— Mg +il'g/2) with Mp = ReM and 'k = —21ImM,
works poorly. We also find that the pole parametrizations of
the resonant propagator using the poles extracted by the TD

0.01
'S 0.005}
()
=3
m) 0
>
é
@ -0.005}
-0.01 I . .
1500 1550 1600 1650 1700
E (MeV)

(@

and SP methods also work poorly. For the considered S3; case,
the pole positions from using these two methods are Egp =
(1574, —67i) and Etp = (1616, —53i), as given in Table 1. In
Fig. 14, we compare the exact propagator (crosses) G y+(E) of
Eq. (117) with the following two propagators:

1
E—Esp’

1
E—Emp
Clearly, phenomenological forms Eqgs. (124) and (125)
cannot account for the complex coupled-channel resonant
mechanisms.

Gy+sp(E) = (124)

Gy+1(E) = (125)

VII. SUMMARY

In this paper, we have presented a pedagogical study of
the commonly used speed-plot and time-delay methods for
extracting the resonance parameters from the empirically
determined partial-wave amplitudes. Using a two-channel
Breit-Wigner form of the S-matrix, we show that the poles
extracted by using theses two methods are on different
Riemann sheets. The SP method can find resonance poles on

-0.005 |

-0.01 |

Im Gp+(E) (MeV'")

-0.015 |

-0.02

1500 1600 1650 1700
E (MeV)

(b)

1550

FIG. 14. The resonant propagator G y«(E) (crosses) compared with G y+ sp(E) (solid curve) using the SP poles and G y+ p(E) (dashed
curve) using the TD poles. The real and imaginary parts are shown in panels (a) and (b), respectively.
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the unphysical uu-sheet, whereas the TD method can find poles
and zeros of the S-matrix on uu- or pp-sheets and therefore
its validity is sensitive to the poles on the up- or pu-sheets.
Furthermore, we also show numerically that these two methods
can fail to find those poles. Our results support the previous
findings that these two methods must be used with caution
in searching for nucleon resonances from the meson-nucleon
reaction data in the region where coupled-channel effects are
important.

We then develop an analytic continuation method for ex-
tracting the resonance poles within a Hamiltonian formulation
of meson-nucleon reactions. The main focus is on resolving the
complications from the coupling with the unstable 7 A, pN,
and o N channels that can decay into wr N states. Explicit
numerical procedures are presented and verified within several
exactly solvable models. The results from these models are also
used to further demonstrate the limitation of the SP and TD
methods.

As a first application of the developed analytic con-
tinuation method, we present the results from analyzing
the Si1, S31, P33, D13, and Fi5 amplitudes of the dynamical

PHYSICAL REVIEW C 79, 025205 (2009)

coupled-channels model of w N reactions developed in
Ref. [22]. We also analyze the resonance propagators and show
that the simple pole parametrization of the resonant propagator
using the poles extracted from SP and TD methods works
poorly.

With the progress made in this work, we can proceed to
extract all nucleon resonance parameters within the model
of Ref. [22]. However, this can be done more accurately
only when the coupling with the unstable 7 A, pN, and o N
channels are better determined by also fitting the two-pion
production data. Our progress in this direction will be reported
elsewhere.
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