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Quantum phase transition in the U(4) vibron model and the E(3) symmetry
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We study the details of the U(3)–O(4) quantum phase transition in the U(4) vibron model. Both asymptotic
analysis in the classical limit and rigorous calculations for finite boson number systems indicate that a second-
order phase transition is still there even for the systems with boson number N ranging from tens to hundreds.
Two kinds of effective order parameters, including E1 transition ratios B(E1 : 21 → 11)/B(E1 : 11 → 01) and
B(E1 : 02 → 11)/B(E1 : 11 → 01), and the energy ratios E21/E02 and E31/E02 are proposed to identify the
second-order phase transition in experiments. We also found that the critical point of phase transition can be
approximately described by the E(3) symmetry, which persists even for moderate N ∼ 10 protected by the scaling
behaviors of quantities at the critical point. In addition, a possible empirical example exhibiting roughly the E(3)
symmetry is discussed.
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I. INTRODUCTION

Recently, quantum phase transitions in mesoscopic systems
(systems with a finite number of particles N ), such as atomic
nuclei [1–19], molecules [20–22], atomic clusters [23], and
finite polymers, have been attracting a lot of interest. The
transitions in these systems are between different shapes,
geometric configurations, or modes of collective motions. It
is of great interest to study the characteristics of the phase
transitions subject to the finiteness of these systems [7].
Algebraic approaches provide a convenient way to investigate
the phase transitions in mesoscopic systems. The best example
may be the interacting bosons model (IBM) [5], which has
been widely implemented to study shape phase transitions in
nuclei.

Many features of the phase transitions and their orders in
nuclei have been well identified in the IBM (see, for example,
Refs. [1,7,11,12,16,17]). Another important algebraic model
is the U(4) vibron model [20,24], which has been mainly used
to characterize the relative motion of a dipole-deformation
in the three-dimensional space, so to provide an algebraic
framework to describe the behavior of rotational and vibra-
tional motions of two-body (or two-cluster) systems such
as diatomic molecules [24–26], binary clusters [27–30], qq̄

mesons [31,32], and so on. It has been shown that the U(4)
model involves two dynamical symmetries, namely U(3) and
O(4). Soon after the model was developed, the phase transition
from U(3) to O(4) symmetry was identified to be of second
order [33]. Nevertheless, there were contradictory predictions
that the phase transition was of first order [23]. In IBM,
the shape transition still persists even for the boson number
N ∼ 10 [7,11,12,16,17], which corresponds to the typical
number of pairs of the valence nucleons. The typical number
of bosons used to describe experiments in the vibron model
ranges also from tens to hundreds. Even though a general
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approach has been developed for two level systems [7,11,12],
detailed investigations on the phase transition in the vibron
model, especially the dependence on the boson number and
the critical behavior are still lack. Additionally, a new class
of symmetries, so-called representation symmetries [34,35],
was introduced by Iachello to describe the properties of nuclei
at the critical point of phase transitions in IBM and greatly
confirmed in experiments (see, for example, Refs. [36,37]),
although seen later in this article, this kind of symmetry can
also be found to work well at the critical point of the phase
transition in vibron model. We will then discuss the related
issues in this article.

The article is organized as follows. In Sec. II, we describe
briefly the U(4) vibron model and analyze the phase transition
in the model in large boson number limit. In Sec. III, we
analyze the phase transition in the case of finite boson number
and discuss the effect of the finiteness of boson number. In
Sec. IV, we discuss a possible empirical example of the system
in the E(3) symmetry. Finally in Sec. V, we give a summary
and some remarks.

II. PHASE TRANSITION IN U(4) VIBRON MODEL IN
LARGE N LIMIT

In the U(4) model, elementary excitations are dipole p

bosons with spin and parity Jπ = 1− and scalar s-bosons with
Jπ = 0+. Given the total number of bosons and the angular
momentum being conserved, there are only two dynamic
symmetry limits, U(3) and O(4). Accordingly, there exist two
dynamic symmetry chains:

U (4) ⊃ U (3) ⊃ O(3), (I) (1)

U (4) ⊃ O(4) ⊃ O(3). (II) (2)

It has been shown that the U(3) symmetry corresponds to
nonrigid ro-vibrations, whereas the O(4) symmetry represents
rigid ro-vibrations [24]. A general Hamiltonian of the U(4)
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vibron model with only one- and two-body interactions can be
expressed in terms of linear and quadratic invariant operators
(Casimir operators) of all the subgroups contained in the
dynamic group chains.

To study the characteristic of the phase transition from the
U(3) symmetry to the O(4) symmetry in the U(4) vibron model,
one starts usually with the Hamiltonian

Ĥ = ε[(1 − η)n̂p − η

f (N )
D̂ · D̂], (3)

where ε is a scale parameter and may be set to 1 for convenience
without loss of generality, n̂p = ∑

m

p
†
mpm is the number

operator of p bosons, D̂(1)
q = (s†p̃ + p†s)(1)

q is the electric
dipole operator with s̃ = s and p̃m = (−1)−mp−m, f (N ) is
a linear function of total number of bosons N , and η is a
control parameter for this model. It is straightforward to show
that such a Hamiltonian can be rewritten as

Ĥ = ε(1 − η)C1U (3) − ε
η

f (N )
C2O(4) + ε

η

f (N )
C2O(3). (4)

It is apparent that the system is in the U(3) symmetry when η =
0 and changed into the O(4) symmetry when η = 1. By varying
η ∈ [0, 1], one can realize a U(3)–O(4) phase transition.

We can investigate the geometric configuration of the model
in the framework of intrinsic coherent state approach (see,
for example, Ref. [20]; a method beyond the mean field can
be found in Refs. [11,12]). The classical limit corresponding
to the Hamiltonian in Eq. (3) is obtained by considering its
expectation value in the coherent state [20]

|N ; t〉 = (N !)−1/2[(1 − t∗ · t)1/2s† + t · p†]N |0〉, (5)

where t is a complex three-dimensional vector and its complex
conjugate is denoted by t∗. The classical Hamiltonian is given
by Hcl = 〈N ; t|H |N ; t〉. One may introduce the canonical
position and momentum variables x and q by the transfor-
mation [20]

t = (x + iq)/
√

2, t∗ = (x − iq)/
√

2. (6)

The classical potential is just the value of Hcl(q, x) with q = 0,
where |x| = x and |q| = q,

V (x) = Hcl(q = 0, x). (7)

When f (N ) in Eq. (3) is set to 3N , the potential in the
Hamiltonian can be nicely written as

V (x) = N
[
(1 − η)

x2

2
− η

3
x2(2 − x2)

]
. (8)

It is evident that the classical limit of the U(3) symmetry
is a three-dimensional harmonic vibrator with VU (3)(x) =
N
2 x2 [corresponding to η = 0 in Eq. (8)]. By contrast,
the classical potential becomes VO(4)(x) = −N

3 x2(2 − x2) in
the O(4) symmetry (corresponding to η = 1), which is just the
Morse potential commonly used to describe the ro-vibration
spectrum of rigid diatomic molecules, after a transformation of
variable x2 = e−β(r−re) [20], where r is the relative coordinate,
re is the equilibrium separation, and β is a range parameter.

FIG. 1. (Color online) The potential energy surface 1
N

V (x, η)
(in the range x � 0) as a function of x with the control parameter
η = 0, 1/7, 3/7, 5/7, 1, respectively, and the infinite well as an
approximation of the potential at the critical point η = 3/7.

The order of the phase transition U(3)–O(4) may be
determined with the standard approach (see, for instance,
Ref. [5]). By analyzing the stability of the system with the
potential of Eq. (8), we find that Vmin(x) = 0 for η < 3

7 ,

and Vmin(x) = − N
48

(7η−3)2

η
for η > 3

7 . It is evident that, at the

critical point ηc = 3
7 , ∂V (x)min

∂η
is continuous, but ∂2V (x)min

∂η2 is
discontinuous. It indicates apparently that the phase transition
from U(3) symmetry to O(4) symmetry is in second order,
which is consistent with the result given in Ref. [33] but
different from that in Ref. [23].

To understand the phase structure and the phase transition
further, we illustrate the classical potential 1

N
V (x, η) at several

values of the control parameter η in Fig. 1. Easily seen
from the figure, for η < 3

7 , the potential energy surface
has only one minimum at x = 0; for η > 3

7 , the potential
energy surface reaches minimum at nonzero values of x,

more specifically, at xe = ±
√

7η−3
4η

. xe can be taken as the

classical order parameter, then one can extract the critical
exponent u = 1/2 by expanding around the critical point ηc

as [xe − xe(ηc)] ∝ (η − ηc)u [7]. Furthermore, the potential
energy surface becomes rather flat around the critical point
ηc = 3

7 (to be more explicit, it takes the form Vcri(x) = N
7 x4)

and is similar to the bottom of infinite well. Such a variational
behavior confirms the second-order nature of the U(3)–O(4)
phase transition (analogous to that of the E(5) symmetry in the
vibration to γ -soft rotation, i.e., the U(5)–O(6) phase transition
in the IBM [34]), and the critical value of the control parameter
ηc = 3

7 [in general case of f (N ) = aN in Eq. (3), we have
ηc = a

4+a
]. In addition, it is consistent with the result given in

the catastrophe theory [38].
In view of the above characteristic of the potential energy

surface at the critical point (with ηc = 3
7 ), and following

Ref. [34], one may approximate the potential around the
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TABLE I. Excitation energies of low-lying states in the
E(3) symmetry (in arbitrary unit).

ξ = 1 ξ = 2 ξ = 3

L = 0 0 2.87 7.65
L = 1 1 4.83 10.57
L = 2 2.26 7.06 13.77
L = 3 3.77 9.56 17.23

critical point by a three-dimensional infinite well

V (x) =
{

0, x � xW ,

∞, x > xW .
(9)

As is well known, the dynamics in a three-dimensional infinite
well can be described with a Bessel equation with solutions
involving Bessel functions. One can then denote the symmetry
at the critical point in the vibron model as E(3), which differs
from that in the IBM (E(5) symmetry in the transition from
U(5) to O(6) symmetry [34]) only in the dimension. In E(3)
symmetry, all the quantities can be calculated as done in
E(5) symmetry. The excitation energy can be determined as
ELξ

= 2B
h̄

k2
ξ,L and kξ,L = yξ,L

xW
, where yξ,L is the ξ th zero of

JL+1/2(z) and B is a constant. Then, the eigenfunctions can be
written as ψ(x, θ, ϕ) = Ck,LjL(kx)YL,M (θ, ϕ), with jL(kx) =√

π
2kx

JL+1/2(kx) being the solution of radial equation, the
spheric harmonics function YL,M (θ, ϕ) is the solution of
angular part, and the normalization constants Ck,L can be deter-
mined by imposing the condition

∫ ∞
0 |Ck,LjL(kx)|2x2dx = 1.

We give in Table I the excitation energies of some low-lying
states in E(3) symmetry, where the energy of ground state is
set to zero and all energies are normalized to the energy of the
first excited state. Noteworthy from Table I are some typical
energies ratios such as E21/E11 , E31/E11 and so on, where
the state are denoted by Lξ . Electromagnetic transition rates
can also be calculated by taking matrix elements of the dipole
operator T (E1) = αxY1,M (θ, ϕ), where α is a scale factor. It
should be noted that the symmetry fixes uniquely all transition
rates B(E1, L → L−1) in terms of an overall scale; we are
more interested in the B(E1) ratios, some of which are listed
in Table II.

III. PHASE TRANSITION IN U(4) VIBRON MODEL IN
FINITE N CASE

The analysis above shows that a second-order phase
transition may take place in the U(4) vibron model in the large
N limit. However, the boson number N is always finite when
the vibron model is applied to real physical systems such as
diatomic molecules and nuclear molecules. For example, the
total boson number related to the number of the bound states in
diatomic molecules ranges from tens to hundreds [39]. It is thus
important to investigate how the characteristics of quantum
phase transitions in the vibron model change with respect to
the boson number N , especially in the case of N ranging from
tens to hundreds more concerned in experiments.

One way to study the phase transitions in a system with the
Hamiltonian of Eq. (3) at finite boson number N is to analyze
its spectrum. To diagonalize the Hamiltonian of Eq. (3), we
expand its eigenstates in terms of the wave function |NnpL〉
identified by the dynamical group chain U (4) ⊃ U (3) ⊃ O(3)
as

|NkL; η〉 =
∑
np

Ck
np

(η)|NnpL〉, (10)

where Ck
np

(η) is the expansion coefficient and k is an additional
quantum number to distinguish the eigenstates with the same
angular momentum L.

To show how the energy levels change as a function of
the control parameter η and the total boson number N , we
display the 25 low-lying energy levels with possible fixed
angular momentum L for the system with N = 10, 50, and
100 in Fig. 2. It is seen from the figure that there are minima
in the low-lying excitation energy and the locations of the
minima for different energy levels are different in the case of
N = 10, but with the increasing of the total boson number, all
the minima of different energies get closer and closer to each
other, and their locations converge to the critical point η =
3/7. This provides another signal that η = 3/7 is the critical
point for the quantum phase transition to occur. One may also
notice that some energy levels in different energy bands cross
each other at the critical point, where the level density grows
rather drastically and all the levels there tend to collapse to
zero with the increase of boson number N . It appears that the
physical system around the critical point may be more readily
excited.

TABLE II. Some typical energy ratios and B(E1) ratios with the E(3), U(3), and O(4) symmetries
together with those at the critical point of the transition U(3)-O(4) [with η = 3

7 in Eq. (3)] in the system with
N = 10, 50, 100.

E(3) Critical point U(3) O(4)

N = 10 N = 50 N = 100

E21/E11 2.26 2.25 2.18 2.17 2 3
E31/E11 3.77 3.72 3.52 3.48 3 6
E02/E11 2.87 2.49 2.45 2.44 2 2N
B(E1;21→11)
B(E1;11→01) 1.59 1.53 1.69 1.72 2(N−1)

N

6(N−1)(N+3)
5N(N+2)

B(E1;02→11)
B(E1;11→01) 0.98 1.00 1.25 1.30 2(N−1)

N
0
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FIG. 2. (Color online) Variance of the 25 low-lying energy levels (in arbitrary unit) of the Hamiltonian in Eq. (3) with respect to the control
parameter η for the system with N = 10 (left panel), 50 (middle panel), 100 (right panel).

We also give some typical energy ratios and B(E1) ratios at
the critical point η = 3/7 with different boson number together
with those in both the U(3) and O(4) symmetry limits in
Table II, where the E1 transition operator in vibron model
is taken as T (E1) = e1(s†p̃ + p†s̃)(1) with an effective charge
e1. The energies ratios, which is easy to be read out from
Table I, and B(E1) ratios in E(3) symmetry are also listed
in Table II for comparison. Seen from Table II, all the
energy ratios and B(E1) ratios in the E(3) symmetry are
well reproduced by those at the critical point; meanwhile,
all of them lie in the between of the values in U(3) and O(4)
symmetries. It should be noted that it is accidental that the
ratios in E(3) symmetry seem to be closer to the case for
N = 10 than those for larger N , because the true potential at
the critical point is not the infinite well but ∼x4 in the large
N limit, and the similar feature exists in IBM [40]. Whatever,
the E(3) symmetry can be taken as a good approximation
to describe the property of the states at the critical point of
U(3)-O(4) phase transition.

To identify the order of phase transition in the case of
finite N , one can also study the behavior of quantal order
parameter ρ = 〈n̂p〉/N , which is related with the classical
order parameter xe via the expression ρ = 1

2x2
e . According

to the Hellmann-Feynman theorem, ∂En

∂η
= 〈 ∂H

∂η
〉n, we have

∂E0
∂η

= 1
η
(E0 − np) and ∂2E0

∂η2 = − 1
η

∂np

∂η
, where E0 is the energy

of the ground state and np = 〈n̂p〉 is the number of p bosons
in the ground state. Following Refs. [7,16,17] for the U(6)
IBM, the quantum order parameter ρ, and its derivative,
ρ ′ = ∂ρ/∂η, can be taken as signatures of the phase transition.
The calculated results of ρ and its derivative, ρ ′ = ∂ρ/∂η,
as functions of η for the systems with N = 10, 50, 100, and
∞, respectively, are illustrated in Fig. 3, where the cases of
N = 10, 50, 100 represent those concerned in experiments and
the case of N = ∞ is obtained from the coherent state method.
One can notice from the upper panel of Fig. 3 that the order
parameter ρ increases gradually with the increasing of the
control parameter η. The η corresponding to the maximum
of ρ ′ = ∂ρ

∂η
is denoted as ηmax. Figure 3 manifests evidently

that the ρ ′|η=ηmax is not very large and the ηmax is quite large

for the system with relatively small N (for example, ηmax ≈ 0.6
in the case of N = 10). The ρ ′|η=ηmax becomes larger and larger,
whereas the ηmax gets smaller and smaller with the increase of
N and more and more approaches the critical point ηc = 3/7.
In the large N limit, ηmax = ηc, and the order parameter keeps
ρ = 0 in the left of ηc, whereas increases continuously with
η in the right of ηc. Seen from the lower panel of Fig. 3, the
peak of ρ ′ gets steeper and steeper at ηmax with the increasing
of N , and the value of ρ ′ at ηc is discontinuous in the large
N limit. It indicates that ∂2E0

∂η2 is discontinuous, whereas ∂E0
∂η

is
continuous, in the large N limit, because the energy of ground
state and the control parameter η are always continuous. Such a
result confirms once more that the phase transition from U(3)
symmetry to O(4) symmetry in the U(4) vibron model is a
second-order quantum phase transition. The effect of the finite
boson number N is only smoothing the transition process.

FIG. 3. (Color online) Calculated control parameter η depen-
dence of the quantal order parameter ρ and its derivative ρ ′ of
the system with the total bosons number N = 10, 50, 100, and ∞,
respectively.
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FIG. 4. (Color online) Calculated variation behavior of the
overlap of the ground-state wave function with that in the cases of
dynamical symmetries for the systems with total boson number N =
10, 50, 100, and 1000, respectively. The inset shows the overlaps at
a fixed N = 50 with f (N ) = N, 3N, 6N, and 10N in Eq. (3) as the
function of η (the solid curve represents |〈0g; η|0g; η = 0〉|, and the
dashed line denotes |〈0g; η|0g; η = 1〉|).

It has been shown previously that the overlap of the ground-
state wave function with that in the dynamical symmetries
may also serve as a signature of the phase transition [7,16,17],
although it is unable to distinguish the first-order from the
second-order transitions in the U(6) IBM [16,17]. We have
calculated the overlap of the ground-state wave functions of
the Hamiltonian in Eq. (3) |〈0g; η|0g; η0〉| with η0 = 0, 1 of
the systems with the total boson number N = 10, 50, 100,

and 1000, respectively, where the case for N = 1000 is used
to imitate the one for the large N limit. The obtained results
are illustrated in Fig. 4. It shows that there is a sharp change
in |〈0g; η|0g; η = 0〉| around the critical point η = 3/7 in the
system with relatively large N . It indicates that the largest
absolute value of the derivative of |〈0g; η|0g; η = 0〉| with
respect to η occurs around the critical point ηc = 3/7 in the
large N limit. As for |〈0g; η|0g; η = 1〉|, it cannot be taken to
locate the position of the critical point because a 1/N factor
depresses the O(4) symmetry in Hamiltonian and this point
can be seen more clearly in Fig. 1, where the ground states
with different η ∈ [0, ηc] are degenerate, and the degeneracy
is broken as η > ηc, so that the values of |〈0g; η|0g; η = 1〉|
gets nonzero only for those close to |η = 1〉. In the case of
moderate number of bosons N , this situation is smoothed out.
In addition, it can be clearly seen from the inset of Fig. 4 that
the critical point ηc changes with different choices of the
function f (N ) = aN . The larger the value of a, the larger the
value of the critical parameter ηc. ηc ∼ 0.2 for f (N ) = N ,

FIG. 5. (Color online) Calculated B(E1) ratios K1 = B(E1;21→11)
B(E1;11→01)

and K2 = B(E1;02→11)
B(E1;11→01) as a function of the control parameter η in the

case of total boson number N = 10, 50, 100, 1000, respectively.

whereas ηc ∼ 0.7 for f (N ) = 10N , which agree with the
analytical result in the large N limit (where ηc = a

4+a
).

The E1 transition rate ratios K1 = B(E1;21→11)
B(E1;11→01) and K2 =

B(E1;02→11)
B(E1;11→01) are also calculated, of which the values at the
critical point for several cases of N are listed in Table II.
It has been shown that the ratio of the cascade electromag-
netic transition rates could be a signature of the nuclear
shape phase transitions and distinguish their order [17]. The
obtained results for the system with total boson number
N = 10, 50, 100, 1000, respectively, are displayed in Fig. 5. It
shows clearly that the ratios K1 and K2 change smoothly and
monotonously against the increase of η in the case of small N ,
whereas there is a rather sharp change at the critical point when
N is sufficiently large. One may also notice that the B(E1) ratio
remains relatively flat as the control parameter takes values
smaller or larger than the critical one in the case of large total
boson number (e.g., N = 100, 1000 in the figure), which is
a peculiarity of a second-order phase transition, because the
global behavior of B(E1) ratio is very similar to the B(E2)
ratio in the second-order phase transition in the IBM [17].
Therefore, the B(E1) ratio, as an observable quantity, may
be taken as an effective order parameter [7] to identify the
quantum phase transition in U(4) vibron model and its order.
It may further help to identify experimental evidence for the
phase transition. Moreover, the energies ratios E21/E02 and
E31/E02 can also be taken as the effective order parameters to
identify phase transitions and its order according to the analysis
in Ref. [18], where the ratio E61/E02 was implemented to
distinguish the first-order from second-order phase transition
in IBM. The calculated results in the present U(4) vibron model
are shown in Fig. 6, where both ratios exhibit a rather flat
behavior in the region out of the critical point, and a sharp
change appears around the the critical point in the large N

case that is quite similar to the behavior of E61/E02 in the
U(5)-O(6) phase transition in IBM [18]. It manifests that the
energy ratios can work as well as the B(E1) ratios and would
be easier to measure in experiment.
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FIG. 6. (Color online) Calculated energiy ratios E21/E02 and
E31/E02 as a function of the control parameter η in the case of total
boson number N = 10, 50, 100, 1000, respectively.

As shown in Refs. [9,11,12,41], there exists a scaling feature
in the energy spectrum and other quantities at the critical point
of a second-order phase transition. We then investigate such
kind scaling characteristic of some quantities, including the
ground-state energy per boson e0, some typical excitation
energies, and the p-boson number in the ground states in
vibron model as well as that of some typical B(E1) transition
rates in numerical way. The obtained results are shown in
Fig. 7. From the figure we can learn that all the excitation
energies show a scaling property with E ∼ N−1/3 and all the
B(E1) transition rates display the other with B(E1) ∼ N4/3.
Actually, a method of calculating the scaling exponents at the
critical point in two-level boson systems has been introduced in
Ref. [11,12], where a physical quantity A at the critical point is
decomposed into a regular part and a singular part as AN (ηc) =
A

reg
N (ηc) + A

sing
N (ηc). The investigation in Ref. [11,12]

shows that only the singular part Asing
N (ηc) ∼ Nm, where m

is just the scaling exponent. Our present numerical results
here indicate that the regular parts Areg

N (ηc) of all the excitation
energies and B(E1) transition rates equate definitely zero and
in turn AN (ηc) ∼ Nm. Such a scaling behavior is apparently
consistent with that given in Ref. [11], where the finite-size
scaling behaviors of some typical quantities at the critical
point in two-level boson systems were studied by using the
continuous unitary transformation (CUT) method. As for the
ground-state energy per boson e0, the regular part is not zero,
therefore we need to take the CUT technique to work out
the regular part and the singular part of e0, respectively, and
extract the scaling exponent of the singular part. We only show
the concrete results because the CUT method in two-level
bosons systems has been described in detail in Ref. [11], where
the structure of Hamiltonian is very similar with that used
here.

In the CUT approach, one can find that e0 at ηc can be
written as e0(ηc) = e0

reg
N (ηc) + e0

sing
N (ηc), where e0

reg
N (ηc) =

l

l
FIG. 7. (Color online) Calculated variation behavior of some

typical energies ELξ
, E1 transition rates B(E1), ground-state energy

per boson e0, and p-boson number np (denoted as A in general) at the
critical point ηc = 3

7 with respect to the boson number N (in log2-log2

scale. For B(E1), the effective charge e1 has been set to 1. For e0 and
np , what shown here are only their singular parts).

− 3
2N

(1 − ηc) − 1
N2 ηc, and e0

sing
N (ηc) = 1

N

3
(ηc)1/2

2 + 1
N2 B1 +

1
N3 B2 + O(1/N4) with 
(ηc) = (1 − ηc)[ 7

3 (1 − ηc) − 4
3 ]. In

the vicinity of the critical point, the divergent terms have a
leading order contribution that is proportional to 
(ηc)−1 for
B1 and to 
(ηc)−5/2 for B2, then the singular part can be written
as e0

sing
N (ηc) ≈ 
(ηc)ξ�

Nn�
��[N
(ηc)3/2] with ��(y) ∼ y−2ξ�/3

according to the analysis in Ref. [11]. It is easy to gain
e0

sing
N (ηc) ∼ Nm, where the scaling exponent m = −(n� +

2ξ�/3). Consequently, e0
sing
N (ηc) ∼ N−4/3 because one has

n� = 1 and ξ� = 1/2 for e0, which is consistent with the
numerical results shown in the upper panel of Fig. 7, where
the scaling behaviors of e0 and np are in fact only their singular
part, respectively. One can also find the quantal order param-
eter ρ(ηc) with ρ

reg
N (ηc) = − 3

2 + 1
N

and ρ
sing
N (ηc) ∼ N−2/3 as

well as its derivative ρ ′(ηc) = ρ ′sing
N (ηc) ∼ N0 according to the

Hellmann-Feynman theorem. The result of ρ
sing
N (ηc) ∼ N−2/3

is consistent with that of np ∼ N1/3 shown in Fig. 7 because
ρ = np

N
, and ρ ′(ηc) ∼ N0 can be confirmed by the fact that

ρ ′(η)’s with different N cross with each other at almost one
point at ηc shown in the lower panel of Fig. 3. By the way,
it may be remarkable that one should pay more attention to
the quantities A with the singular part A

reg
N (ηc) = 0 when

discussing the scaling behavior in experiment, because it is
difficult to separate the Areg

N (ηc) and Asing
N (ηc) from each other

in measurement.
It has been well known that once two quantities have the

same scaling exponent, the ratio between them at the critical
point must approach a constant independent of the total bosons
number N . One can infer then that the E(3) symmetry defined
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in the classical limit should work well even in the case of
small N . Therefore, the results listed in Table II are just a
good manifestation of the scaling behavior of the quantities at
the critical point.

IV. A POSSIBLE EMPIRICAL EXAMPLE IN THE E(3)
SYMMETRY

The U(4) vibron model was originally developed to describe
the ro-vibration spectra of diatomic molecules, where most
diatomic molecules are quasirigid and deviate little from
the O(4) limit [39]. From the above analysis, we can learn
that the potential energy surface around the critical point is
rather flat, and the systems near the critical point may be
excited more easily. It appears that the U(3)-O(4) transition
may be used to describe the so-called floppy molecules
[42]. The U(4) vibron model may also be extended easily
to the case of polyatomic molecules [20], where there are
more abundant data concerning phase transitions, such as the
triatomic molecules corresponding to U(4)⊗U(4) model that
exhibit phase transitions from linear to bent shapes [21]. The
analysis in this article is general, because U(4) is the basic
building block of many other extended models. Due to the
similar structure of the spectra between U(4) and U(3) models
[43,44], the results in this article may help to understand the
dynamical behavior of U(2)-O(3) transitions in the U(3) model
with a finite boson number N . Actually, a detailed account of
the shape phase transition in U(3) model has been given in
Ref. [45].

Another application of the U(4) model is the description of
nuclear molecules [46–48]. A nuclear vibron model for nuclear
molecules consisting of two clusters holds a GC1 ⊗ GC2 ⊗
UR(4) dynamical symmetry, where the internal structure of
the ith cluster is described by GCi which may be, for example,
the U(6) IBM or SU(3) shell model, and the relative motion
between the clusters is described by the UR(4) vibron model.
Sometimes only the U(4) vibron model itself is sufficient to
describe the rotational and vibrational excitations in nuclear
molecules, where the internal structure of each cluster does
not play an essential role in the low-lying levels, such as the
narrow resonances in the 12C + 12C system [28,29]. Initially,
the O(4) limit of U(4) vibron model was proposed to describe
the resonant energies of 12C + 12C system [28], whereas the
analysis in Ref. [29] indicates that the U(3) limit may be
preferred when fitting the resonances. To compare directly
the experimental data with U(4) vibron model, we list some
ratios of the low-lying resonant energies of the 12C + 12C
system as well as the corresponding results with U(3), O(4),
and E(3) symmetries in Table III. One can find in Table III
that E(3) symmetry shows a better coincidence with the
experiment data than U(3) and O(4) symmetries. It provides a
clue that the bottom of the potential in the 12C + 12C system
is rather flat. An exception should be noted is that the ratio
E02/E21 is closed to zero which means E02 is approximatively
degenerate with the ground-state energy E01 , then E03/E21

shown in the parentheses of Table III can be implemented
to compare with the theoretical results instead of E02/E21 . As
for the higher resonant energies, there is a systematic deviation

TABLE III. The experimental energies ratios of 12C + 12C system
and the corresponding energies ratios with E(3), U(3), and O(4)
symmetry (the experiment data are taken from Ref. [48]).

Expt. E(3) U(3) O(4)

E41/E21 2.22 2.44 2 10
3

E61/E21 5.72 4.31 3 7

E02/E21 0.31(1.86) 1.27 1 2N

3

E22/E21 2.50 3.12 2 2N

3 + 1

E42/E21 4.48 5.44 3 2N

3 + 10
3

E62/E21 7.55 8.22 4 2N

3 + 7

between experiments and theory because the Hamiltonian used
here is rather simple, and more interaction terms in vibron
model as well as the effects of the internal structure of the
subcluster should be considered to completely reproduce the
resonant energies of 12C + 12C system [30]. These results
show globally that E(3) symmetry can be taken as a better
starting point than U(3) symmetry limit to fit the resonant
energies of 12C + 12C. One may infer then that 12C + 12C
system is an empirical example of the one with E(3) symmetry
approximately.

V. SUMMARY

In summary, we have analyzed the U(3)-O(4) quantum
phase transition in the U(4) vibron model for both the case
of large boson number limit and the situation of finite boson
number N . We show that the second-order phase transition still
persist for the boson number N ranging from tens to hundreds
in the U(4) vibron model, and the critical point with a relative
flat potential in large N limit can be approximately described
by the E(3) symmetry even for a more realistic bosons number.
Two ratios of E1 transition rates and two energies ratios can
be taken as effective order parameters to identify the phase
transition for both the large N limit and the finite N case.
Furthermore, the effect of a finite boson number is shown
to merely shift the location of the singular point ηmax away
from the critical point ηc, and smooth out the characteristic
of the phase transition in large N limit but maintain the
scaling properties well for the energies and E1 transition rates
that guarantees E(3) symmetry to work independent of the
bosons number N . It is easy to extend above conclusion
to other representation symmetries because the finite-size
scaling behavior exists universally in the second-order phase
transitions [11]. As for the first-order phase transition, the
representation symmetry seems to work well too [35], but
there is not a simple scaling behaviors for quantities at the
critical point, which is still an open question [9].

On the experimental side, there has been a preliminary
evidence of the E(3) symmetry. However more investigations
are needed to eventually confirm or disprove the theoretical
predictions. Related work is under progress.
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