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Measurement of the 2’Np(n, y) cross section from 20 meV to 500 keV with a high efficiency,
highly segmented 4 BaF, detector
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The 2'Np(n, y)*®Np cross section has been measured in the neutron energy range from 20 meV to
500 keV using the DANCE array at the Los Alamos National Laboratory. This new facility allows experiments
with submilligram samples and is therefore well suited to investigate isotopes with half-lives as low as a few
hundred days. In this benchmark measurement, only 0.42 mg of >*’Np was sufficient to determine differential
cross sections relative to the well-known resonance at 0.5 eV. The thermal cross section was measured to
0200m/s = 177 & 5 barn, 0x7=253 mev = 167 £ 4 barn and the resonance integral to R/ = 693 & 6 barn.
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I. INTRODUCTION

237Np is a major constituent of spent nuclear fuel. Estimates
place the amount of >*’Np bound for the Yucca Mountain
high-level waste repository at 40 metric tons. The Department
of Energy’s (DOE) Advanced Fuel Cycle Initiative (AFCI) is
evaluating methods for transmuting the actinide waste from
commercial nuclear power plants. The critical parameter that
defines the transmutation efficiency of actinide isotopes is the
neutron fission-to-capture ratio for the particular isotope in
a given neutron spectrum. The calculation of transmutation
efficiency therefore requires accurate fission and capture
cross sections [1]. Current 237Np evaluations available for
transmuter system studies show significant discrepancies in
both the fission and capture cross sections in the energy
regions of interest. So far, there are data from two types
of experiments investigating the neutron capture branch,
activation experiments and time-of-flight (TOF) experiments.
The main handicap of the activation experiments is the fact that
ZINp(n, y) has ahuge resonance at 0.49 eV, which disturbs the
cadmium difference method, since the Cd-cut-off is affected
by this resonance. Furthermore, the recommended value for
the y-ray intensity of the prominent 984 keV line of the >**Np
decay has significantly changed from the value used by the
authors [2-8]. All of the TOF experiments had to use samples
of at least one gram, which made significant corrections for
multiple scattering and self absorption necessary. Apart from
that, the background due to scattered neutrons is typically not
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at all discussed in the papers [9-13]. New preliminary data
have been reported from the n-TOF collaboration [14].

Since the DANCE array at the Los Alamos National
Laboratory allows differential neutron capture cross section
measurements between 10 meV and about 500 keV, the
discrepancies could be resolved with an independent mea-
surement using a different approach.

II. EXPERIMENT
A. The DANCE array

The Detector for Advanced Neutron Capture Experiments
(DANCE) is designed as a high efficiency, highly segmented
4m-BaF, detector for calorimetrically detecting y-rays fol-
lowing a neutron capture. This allows the disentanglement of
captures on different isotopes based on their reaction Q-value,
the sum of all y-ray energies emitted. DANCE is located
on a 20 m neutron flight path (FP14) at the Manuel Lujan
Jr. Neutron Scattering Center at the Los Alamos Neutron
Science Center (LANSCE) [15]. The neutron flux at the sample
position is 3 x 10° n/s/cm?/decade. The initial design work is
described in [16]. For practical reasons the detector modules
do not cover the entire solid angle. The design of the detector
is such that a full 47 array would consist of 162 crystals
of four different shapes, each shape covering the same solid
angle [17]. Two of the 162 crystals are left out in order to leave
space for the neutron beam pipe. Thus the full array hosts 160
out of 162 possible BaF, crystals. The dimensions of the bare
crystals are designed to form a BaF, shell with an inner radius
of 17 cm and a thickness of 15 cm. In reality the crystals
had to be moved outwards by 1 cm in order to leave space
for wrapping. Together with the fact that only 160 crystals
can be used, the actual solid angle covered by the detector is
reduced from 47 to about 3.6zr. The high granularity of the
array has two main advantages. First, the potentially high count
rate is distributed over several crystals and pile-up problems
are therefore less pronounced. The second advantage is that
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different components of the signal yield different multiplicity
distributions. Neutron capture events on the sample tend to
yield higher multiplicities than capture events of scattered
neutrons or radioactive decays [16,18].

This information can therefore be used to improve the
signal-to-background ratio. Further details can be found in
section IIT C of this article. Thanks to the fairly low repetition
rate of 20 Hz, measurements can in principle be carried out
over the whole energy range from 10 meV to 500 keV. This
combination of a strong neutron source and a high efficiency
y-ray detector allows measurements of (n, ) cross sections
on submilligram size samples, enabling experiments with
radioactive isotopes down to a few hundred days half-life.
Further details on the overall performance of the array can be
found in [18,19].

B. The neptunium target

The 2¥’Np target was manufactured by the Isotope and
Nuclear Chemistry group at Los Alamos National Laboratory.
The *’Np was first chemically separated from its decay
daughter 2*3Pa using anion-exchange column chemistry and
then electro-plated out of an ammonium sulfate solution onto
two 2 um thick Ti foils [20].

The foils were assayed by quantitative a-counting before
they were glued together with the 2’Np deposits facing each
other and re-assayed well after the experiment via y -counting.
Epoxy was used around the edge of the 25 mm square Ti
foils with small pathways left open for pump out. For second
containment the target was mounted in the center of an
aluminum cylinder (5 cm long, 4.2 cm diameter) with 50 um
thick Kapton entrance and exit windows [21]. The impact of
such Kapton windows on the background caused by scattered
neutrons is discussed in [18]. This target assembly was then
placed in the center of the DANCE array to perform the
neutron capture measurement. The total amount of 23’Np was
determined to be (1.06 4 0.03) x 10'® atoms corresponding
to 0.42 + 0.01 mg deposited with a diameter of 6.4 mm. The
chemical purity was better than 99%.

C. The neutron flux at DANCE

The energy dependence of the neutron flux was determined
using 7 Au data from DANCE and neutron monitor data taken
downstream of the DANCE array. A gold foil of 0.01 mm
thickness (20 mg/cm?) was placed in the center of the DANCE
array in the standard sample position. The gold data were taken
for the thermal regions and for the energy region above 1 keV.
Since the neutron cross section of gold varies over many orders
of magnitude in the resolved energy region between 1 eV and
~500 eV, it is not suited for neutron monitoring in this energy
region. Instead the well known ®Li(n, @)t and '°B(n, a)’Li
reactions were used as the flux-monitoring reaction. For that
purpose, an aluminum foil with a deposit of enriched °LiF was
placed downstream of the DANCE array. A silicon surface
barrier detector was used to detect the emitted alphas and
tritons from the °Li(n, «) ¢ reaction. The '°B(n, o)’Li reaction
was detected with a commercially available BF; detector from
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FIG. 1. The neutron flux at FP14. The neutron flux given per nA
and typically 100 A of beam are available during the experiment.

LND, Inc. (LND 2231). The neutron flux normalized to the
proton current is given in Fig. 1. The LANSCE accelerator
typically delivers 100 A to the Lujan Center.

The diameter of the neutron beam is approximately 1 cm
(FWHM) and is homogeneous over the in inner 0.6 cm.
This was determined with two methods—image plates and
a set of gold foils of different diameters, see [22] for details.
The diameters of the beam and sample are similar, which
makes it difficult to determine the exact number of neutrons
passing through the sample. Therefore we decided to make
this measurement relative to an energy region, where the cross
section is well known. If such an approach would not be
possible for other isotopes, since no other data are available,
the sample size should be chosen either significantly bigger,
or smaller than the beam.

D. Data acquisition

The BaF, signals were digitized for software preprocessing
using 320 channels of Acqiris model DC265 transient dig-
itizers (Agilent Tecnologies SA, Geneva, Switzerland). The
DC265 has a maximum sampling rate of 500 MS/s (million
samples per second), or 2 ns per sample. The configuration
for DANCE has a dedicated storage capacity of 128 kS per
channel. The digitizer cards were mounted in fourteen Acqiris
model CC108 CompactPCI crates, consisting of six digitizer
cards plus one single board computer for digitizer control and
readout per crate. One Acqiris crate supports twelve detectors,
since each detector signal was split into high and low gain
channels. The total available memory per channel can be
configured as a single contiguous block (up to 250 us), or
as several smaller regions of memory, each of which can store
a single acquired waveform. In the latter case it is possible to
perform several independent “sequential” acquisitions, each
with its own associated trigger, before stopping the acquisition
to read out the stored waveforms. Memory and processing
limitations, as well as dead-time and total run time concerns
eventually lead to the development of two distinct operating
modes based on these two extremes. These two modes are
aptly named continuous mode (one trigger per neutron spill)
and segmented mode (one trigger per signal). During the 2’ Np
experiment the neutron energy range from 10 meV to 10 keV
was investigated with the segmented mode and the energy
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range above 260 eV with the continuous mode. It was therefore
possible to normalize the two data sets in the overlapping
region between 260 eV and 10 keV to measure the entire cross
section relative to the well known resonance at 0.49 eV.

1. Low energies—segmented mode

The so-called segmented mode of the data acquisition was
used to cover up to 14 ms of neutron time of flight after the
y-flash, which is produced when the protons hit the tungsten
spallation target. This corresponds to neutron energies greater
than 11 meV. As explained above, the total available memory
of 128 KS per channel was divided into segments of 1000
samples, or 2 us. As soon as two of the 160 detectors showed
an energy deposition of more than 100 keV, the data acquisition
of the corresponding detectors was triggered. No additional
trigger was allowed for 3 us after that, which ensured that all
160 channels were ready to accept data for the next trigger. The
3 us dead time was necessary, because in addition to the 2 us
looking time, approximately 0.9 us is required to arm a new
segment in the Acqiris digitizers. The neutron scattering cross
section of >*’Np is smaller than the capture cross section for
neutron energies below 1 keV. The equation for the count rate
estimate given in [18] can therefore be applied. If the (n, y)
cross section is o (E) = c/«/E and Ngample is the number of
sample atoms, the instantaneous neutron capture rate at any
time during the duration of the neutron pulse would be

dC do dE E
E = E : E co( )'Nsample

1
=27 x 108'C'Nsample

JVkeVs cm?’

Inserting the values for the 23’ Np experiment of 2 kbarn at the
top of the resonance at 0.5 eV gives ¢ = 3.51072>*cm*v/keV.
The sample mass was 0.42 mg, or Ngmpe = 1.06 x 10'8,
resulting in an upper limit for maximum instantaneous neutron
capture rate of 4 x 10* s~!, or one capture every 25 us.
The actual count rate during the experiment was significantly
lower, mostly because of the fact that the accelerator was
not operating at 100 nA and the sample was not entirely
covered by the beam. A careful analysis of the dead-time
corrections necessary revealed that the dead time corrections
are very small at the peak of the strongest resonance and
entirely negligible elsewhere. This picture changes entirely
for neutron energies above 10 keV. Since the most dominant
reaction is neutron scattering, which does not decrease as
much as neutron capture with increasing neutron energies, the
instantaneous count rate at high energies is greater than in the
estimate given above. This implies the need for the continuous
data acquisition mode, since the segmented mode suffers
severely from the fixed dead time of 3 us. Approximately
one day of beam time was spent in the segmented mode with
looking times of 10 or 14 ms. One additional day was spent
on calibration and background runs. At this low energy, the
background in the region of interest around the Q-value of the
2INp(n, y) reaction was determined by neutron scattering
by the Kapton window and the titanium foil. The only
sample-related background component—neutron scattering
off neptunium is much smaller, because of the much smaller
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number of neptunium atoms in the beam. The background runs
were therefore taken with a blank target holder containing two
titanium foils—basically the sample without neptunium in the
beam.

2. High energies—continuous mode

The neutron energies above 260 eV were investigated with
the so-called continuous mode data acquisition. The main
advantage is that this mode allows much higher instantaneous
data rates than the segmented mode. There are two reasons
for this. First, the continuous mode works on a crystal-by-
crystal basis. That means that the dead-time in one crystal
is not influenced by counts in another crystal. Considering
an average crystal multiplicity of five for neutron-induced
events, an increased count rate of a factor of 32 can be handled.
Second, since this mode takes data continuously for 100 us,
the highest possible count rate is mainly determined by the
desired coincidence window and not by the fact that the data
acquisition needs to be stopped for a certain time in order
to be armed for the next event. This enables us to to use a
pile-up correction for the data instead of just the data rejection
required in the segmented mode, resulting in an increased rate
of at least a factor of 30. Altogether, the continuous mode is
able to handle up to three orders of magnitude higher count
rate. Dead time corrections were therefore not necessary in the
continuous mode. The data acquisition in the continuous mode
allowed presampling, which means that the beginning of the
actual data can be up to one segment length (100 us in this
case) before the trigger. The trigger in the Lujan Center is a
pick-up signal from the proton beam. We used the presampling
feature to take 10 us worth of data before the proton pulse
hits the tungsten target, which allows investigation of the
nonbeam related background. The remaining 90 us looking
time correspond to neutron energies of 260 eV and above, see
Fig. 2.

Neutron capture cross sections in the keV-region are
generally much smaller than at thermal energies, while the
background reactions, such as scattering often have similar
values in both regions. This implies the need for more beam
time in the higher energy regime. Approximately four days
of beam time were spent in the continuous mode irradiating
the neptunium sample. An additional three days were spent on
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FIG. 2. Typical time-of-flight spectrum at DANCE without fur-
ther cuts. The sharp peak at time O corresponds to the y-flash. Events
before the y-flash are mostly non-beam-related.
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FIG. 3. (Color online) Sum-energy spectra of different cluster
multiplicities (see text) for a lead sample inside DANCE with a
1.25 cm polyethylene block upstream of the sample. Since most
of the neutrons are scattered out of the beam, the remaining
spectrum corresponds to interactions of y-rays with the sample. The
pronounced peak at 1 MeV originates from pair production at the lead
sample. The spectrum corresponds to neutron energies above 30 eV.

different background runs. At the higher energies investigated
with the continuous mode, neutron scattering off the backing
and housing materials is not the only important background
component—in contrast to the late times investigated with the
segmented mode. Especially for times of flight less than 10 s
after the y -flash (neutron energies above 20 keV), interactions
of y-rays with the material in the beam are significant.
These y-rays originate from neutron captures on upstream
material, such as the water moderator or stainless steel and
aluminum windows [18]. Since the total interaction probability
for photons increases rapidly with the charge of the nucleus
for y-rays, the contribution due to the neptunium atoms is
no longer negligible. In order to subtract the contribution of
this background component in the energy region of interest, a
spectrum from a lead run with a 1.25 cm thick polyethylene
filter between the neutron production target and the sample was
analyzed. Such a filter scatters more than 90% of the neutrons
out of the beam, while it is more than 90% transparent for
gammas above 1 MeV. The lead spectrum was normalized at
the 1 MeV peak in the sum energy spectrum and subtracted
from the neptunium data after the contribution from an
empty radioactive target holder (RTH) with titanium foils was
subtracted. Figure 3 shows the sum energy spectrum of the
lead run summed over detector cluster multiplicities 2—5 (the
meaning of cluster multiplicities will be discussed in the next
section). The pronounced peak at 1 MeV is a direct result
of photon pair production—the most important interaction
mechanism for high energy photons. Above that peak, there is
no feature in the quickly declining spectrum. This is expected
based simulations carried out with GEANT 3.21 [18,23]. It
proves the assumption that the polyethylene filter clears the
beam off neutrons. The corrections in the region of the Q-value
peak of the 2’Np(n, y) reactions were always below 5%.

III. DATA ANALYSIS

The data analysis was split up into two branches and
several steps so that it was possible to retrace the work and
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FIG. 4. (Color online) 2D particle identification plot for crystal 0
using segmented mode. During the segmented mode neither fast nor
slow component are saturated and all y-ray induced events as well as
a-events are on two separated lines. The «-particle cut is indicated
by the black lines inside the figure.

commit to changes in a timely manner. The two branches
in the analysis represent the data from the continuous mode
and the segmented mode. It was necessary to analyze these
two measurements separately since they had different run-
times and needed to be normalized to the measured neutron
flux during the experiment. Once a cross section yield was
calculated for both data sets, the two analysis branches were
united and the cross section was determined.

A. Intrinsic detector background

The BaF, crystals have an intrinsic background that
originates from radium in the crystal. Because of its chemical
similarity to barium, radium cannot be completely separated
out of the crystal material. Therefore, radium and its daughters
generate an alpha background in the detectors. In contrast to
y-rays, a-particles do not produce a fast component when they
are stopped in the BaF, crystals. By using a two-dimensional
plot of fast integral versus slow integral, it is possible to
generate a particle identification and remove the «-decay
background from the data on a crystal-by-crystal base (see
Figs. 4 and 5). Figure 6 shows the isolated «-event energy in
arbitrary units. Overlaid over the data is the fit used to perform
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FIG. 5. (Color online) 2D particle identification plot for crystal
0 using continuous mode. During the continuous mode the fast
component is saturated for y-rays above 2 MeV. The y-rays induced
events are now on a shaped curve and the «-events are a separated
line. The a-particle cut is indicated by the black lines inside the figure.
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FIG. 6. (Color online) Counts from «-activity in crystal 0 and
respective fit used for energy calibration. This histogram contains
only events with a particle-ID corresponding to «-decays.

an a-energy calibration. The four dominant lines originate
from the a-decays of 2*Ra (4.8 MeV), **?Rn (5.5 MeV),
218pg (6.0 MeV), and ?'%Po (7.7 MeV).

B. Energy calibration of different runs

The initial energy calibration of the detector array was done
with standard radioactive sources. Since the data acquisition
software was not able to write data into file sizes larger than
2 GB, it was necessary to restart the data acquisition every 4 to
6 h. From the first run to the last run taken, a gain drift of about
15% was observed in the energy spectra of all crystals. In order
to compensate for this drift the energy values of each detector
for each different run had to be scaled. The shift of the peak
positions of the «-decay peaks in the detectors themselves were
used to determine the scaling factor. This method was chosen
since it provided a y-ray energy calibration for the 23’Np files
as well as for the background files. Once the energy calibration
was done, a data file with a tree structure was written using
the analysis package ROOT [24]. The tree consisted of high
and low gain integral (energy) for each detector fired, detector
number, number of detectors and number of clusters. A cluster
was defined as all detectors that triggered during one event
and were neighboring each other. In the continuous mode a
software coincidence gate of 100 ns was used to generate the
triggers of one event. As an example, Fig. 7 shows the time
difference between crystal 2 and crystal O for events in which
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FIG. 7. (Color online) Time difference of crystal 2 relative to
crystal 0 and respective fit used for time calibration.
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FIG. 8. (Color online) Comparison of cluster vs crystal multiplic-
ity for a8 calibration source. Of all decays 94% have y-multiplicity
2 and most of the remaining decays yield y-multiplicity 1 [25].

both fired. The fit gives a FWHM of 3.5 ns. The differences
for crystals of different cards of the Acquiris modules were
bigger, but never exceeded 10 ns FWHM, which means that
the 100 ns coincidence window is conservatively wide.

C. Data reduction

The DANCE array is able to separate events based on their
multiplicity. Neighboring crystals that fired during an event are
combined to one single cluster in order to make corrections
for cross-talk. Figure 8 illustrates the advantage of using the
cluster multiplicity over crystal multiplicity at the example of
the 8 decay. Obviously the cluster multiplicity is much closer
to the emitted y -ray multiplicity than the crystal multiplicity is.
If not otherwise specified, the term multiplicity refers therefore
to cluster multiplicity for the remainder of the article. Further
details on cluster multiplicities can be found in [16].

Neptunium capture events occur most frequently at cluster
multiplicity three, while most of the background events from
scattered neutrons yield multiplicities one and two. The
best foreground-to-background ratio was found for cluster
multiplicities three and four. After subtracting the intrinsic
alpha events out of the data, a cluster multiplicity cut for
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FIG. 9. (Color online) Total energy deposited in the ball as a
function of cluster multiplicity for neutron energies between 15 meV
and 25 meV.
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FIG. 10. (Color online) Total energy deposited in the ball as a
function of cluster multiplicity for neutron energies between 0.4 eV
and 0.6 eV (first resonance).

multiplicities of 3 and 4 was applied and event-by-event the
total energy deposition in the ball was collected in an energy
histogram. 12000 histograms were generated. Each histogram
contained the total energy deposition in the ball for a certain
neutron energy range. The neutron energy range was split
up into 1000 intervals per decade beginning at 107> eV. The
same cuts were applied to background runs that contained
no neptunium, but were otherwise identical to the neptunium
setup. Figure 9 shows the total energy deposition in the thermal
region. Figure 10 shows the total energy deposition in the first
resonance, Fig. 11 shows the energy deposition in the array for
the second and third resonance. In each energy region cluster
multiplicity of 3 and 4 are dominated by the neptunium capture
peak (Q = 5.5 MeV).

The pure Ti-runs were then used for subtracting the
background from the Np-signal. The Ti-runs were treated the
same way as the Np-runs. A multiplicity cut and a particle-ID
cut were applied. The same histograms as with the Np-runs
were generated. In order to subtract the two different signals
from each other, a Np peak region of interest, ROI(1), was
generated between 4.5 MeV and 5.5 MeV total y-ray energy.
A second region of interest, ROI(2), was generated for total
detected y-ray energies between 6.5 MeV and 10 MeV, which
is above events expected from 2’Np(n, y) with a Q-value
of 5.5 MeV. This second region of interest is dominated by
neutron captures on '3%137Ba in the crystals following neutron
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FIG. 11. (Color online) Total energy deposited in the ball as a
function of cluster multiplicity for neutron energies between 1.4 eV
and 1.6 eV (second and third resonance).
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FIG. 12. (Color online) Measured counts (black), *’Np yield
(blue), background (red) for low energies. These data were obtained
using the segmented mode data acquisition.

scattering off the sample as well as neutron captures on the
titanium backing. In order to compensate for the different
neutron irradiation doses in the Ti and Np-runs, we investigated
the following ratio for each energy histogram at each neutron
energy:

[ ROIQ)x,dE,

REn ron) =
( euto) fROI(Z)T,dEV

This ratio was then multiplied by the integral of ROI(1) in the
Ti spectrum. The product was then subtracted from the integral
of ROI(1) in the Np spectrum.

NNp(Eneutron):/ROI(I)diEy

—R/ ROI()dE,.

This calculated number represents a neutron capture yield
for 2>’Np at the given neutron energy. Figure 12 displays the
measured counts in the ROI(1) for the Neptunium (black),
the scaled background (red) and the subtraction (blue).
Figure 13 shows the same plot for higher neutron energies.
Since the count-rates per eV were lower at higher energies, the
bin width was chosen to be 10 bins per energy decade instead
of the 1000 bins per decade used at lower energies.
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FIG. 13. (Color online) Measured counts (black), >*’Np yield
(blue), background (red) for high energies. These data were obtained
using the continuous mode data acquisition.
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FIG. 14. (Color online) Comparison of the presently measured
2INp(n, y) cross sections with the data evaluations JENDL-3.3 [26],
ENDF/B-VI1.8 [27]. Fig. 15 shows the thermal region in more detail,
while Figs. 16 and 17 show the resolved and unresolved region.

The two independent analysis branches were combined
after the yield was determined by scaling the continuous mode
to the segmented mode yield in the overlap region of 260 eV
to 1 keV.

IV. RESULTS AND DISCUSSION

A. P"Np(n, y) cross sections and related uncertainties

In order to significantly reduce the systematic uncertainties,
the measured 2*’Np yield was normalized to the available
data evaluations (JENDL-3.3 [26], ENDF/B-VI.8 [27]) in the
region of the 0.49 eV resonance. All evaluations agree in this
region. A systematic uncertainty at other energies arises from
the determination of the neutron flux spectrum, which follows
a power law, ¢, (E) = const - E%, with ¢ = —1. A fit to the
existing flux data results in a systematic uncertainty of 0.5% for
«. This gives systematic uncertainties of 5% at the high-energy
end of the spectrum and less than 3% for all energies below
1 keV for the extrapolation from the normalization point
at 0.5 eV. Figure 14 shows a comparison of the resulting
capture cross section data including the statistical uncertainties
with evaluations and Figs. 15-17 emphasize the different
energy regions. The data are also available online through
the Experimental Nuclear Reaction Data (EXFOR) site and
the Electronic Physics Auxiliary Publication Service [28].
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10- * _

10" 1
NEUTRON ENERGY [eV]
FIG. 15. (Color online) Comparison of the presently measured

ZINp(n, y) cross sections with the data evaluations JENDL-3.3 [26],
ENDEF/B-VL.8 [27] in the thermal region.
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FIG. 16. (Color online) Comparison of the presently measured
2INp cross sections with the data evaluations JENDL-3.3 [26],
ENDF/B-VI1.8 [27] in the region of resolved resonances.

B. Discussion

These results can be compared with other differential
measurements and with integrated values. In the thermal and
resolved energy region, our results are consistent with those of
Weston [10] Kobayashi [29], see Fig. 18. Because of the beam
pulse width and the moderation at LANSCE, our resolution
is worse than [10] at higher energies, but better than the data
from [29], which result from a lead-slowing-down (LSDS)
experiment. In the region from 0.5 to over 100 keV, our values
are slightly lower than those of Weston [10] and Kobayashi
[29], but are in agreement with high-energy activation data
by Lindner [5] (see Fig. 19). The only reported single-shot
experiment by Semon [9] shows significantly lower results
than all other reported experiments (see Fig. 20). Also the
energy dependence of the single-shot experiment deviates from
other reported experiments.

A resonance analysis has not been performed, since the
main scope of this project was to resolve the inconsistencies in
the unresolved resonance region, which is the region of interest
for fast reactor applications.

Our value for the capture cross section at 25.3 meV is
02200mys = 176.7 = 5.0 barn, the Maxwellian averaged ther-
mal cross section i 0x7—253mev = 167.1 &= 0.3_stat £ 4.4
barn and the resonance integral above 0.5 eV is RI =
692.8 & 2.3t = 5.8,ys: barn. Very comprehensive reviews on
the existing experimental data for these values can be found

DANCE data
— ENDF/B-VL.8
— JENDL-3.3

CROSS SECTION [b]

l l l
10? 10° 10* 10°

NEUTRON ENERGY [eV]

FIG. 17. (Color online) Comparison of the presently measured
ZINp cross sections with the data evaluations JENDL-3.3 [26],
ENDF/B-VI.8 [27] in the unresolved energy region.
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FIG. 18. (Color online) Comparison of the presently measured
23Np cross sections with experimental TOF data from [29] and [10]
in the thermal region.

at [2,3]. Our derived thermal value is between the very low
JENDL-3.3 estimate (161.7 barn) [26] and the ENDF/B-VI.8
estimate (181 barn) [27], but is very close to the recommended
value by Mughabghab (175.942.9 barn) [30]. The trend to low
values of the thermal cross section seen by thermal activation
experiments can partly be attributed to an outdated value for
the y-ray intensity of the 984 keV line in the decay of 23¥Np.
The TOF experiments tend to support higher values [10,11].

V. MODEL CALCULATIONS

We performed model calculations of the 2>’ Np neutron cap-
ture cross section for the high-energy (continuum) region using
the code CoH [31]. This code uses Hauser-Feshbach statistical
theory with a width-fluctuation correction by Moldauer [32].
Moldauer proposed an estimate of the channel degree-of-
freedom parameter by using the Monte Carlo technique, and
this was refined by Ernebjerg and Herman [33] recently, which
was adopted in this study.

Neutron capture cross sections in the keV energy range
are sensitive to the optical potential that determines the total
compound cross section, and the ratio (I'}, ) / Dy that is used to
renormalize the y-ray transmission coefficients, where (I"))
is the averaged y-ray width and Dy is the averaged s-wave

_ 1 - DANCE data | |
Q8 [t Kobayashi 2002
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© e * Lindner 1976 |
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FIG. 19. (Color online) Comparison of the presently measured
ZNp cross sections with other experimental data in the unresolved
energy region [4,5,10,29].
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FIG. 20. (Color online) Comparison of the presently measured
ZNp cross sections with the only single-shot experiment using
Moxon-Rae detectors [9]. In order to make this plot more readable,
we chose not to show the rather large uncertainties of the Semon ez al.
data.

resonance spacing. The capture cross section is not so sensitive
to the level density of >**Np, when the y-ray transmission
coefficients are renormalized to the (I',) value. The level
densities are calculated with a systematic study of Kawano,
Chiba, and Koura [34].

The neutron transmission coefficients are calculated with
the coupled-channels theory. We started with the regional
coupled-channels potential parameters by Soukhovitskii et al.
[35], which were fitted to the experimental data of uranium
and plutonium isotopes. Four ground-state rotational band
levels, 5/2% —7/2% —9/2% — 11/2%, are coupled. The po-
tential parameters were slightly modified to reproduce the
experimental total cross section of Auchampaugh et al. [36]
and Kornilov ef al. [37], and the strength functions for s- and
p-waves. We found that deformation parameters, 8, = 0.205
and B4 = 0.06, together with a constant optical-model imagi-
nary surface term of Wp = 2.59 MeV at the low neutron in-
cident energies (E, < 1.1 MeV), give a reasonable agreement
with the observable quantities. The calculated neutron strength
functions are Sy = 0.97 x 10~* and S; = 2.1 x 10~*, which
are compared with the evaluated values Sy = (1.02 £ 0.06) x
10~* and S; = (2.0 £0.2) x 10~ [38]. Figure 21 shows a

o) Auchampaugh 1984[
3 Kornilov 1997 E
E 4" | —— CC Calculation H
w E
] E
(/)] —
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(o] —]
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|

2 3 i
o 2 E
'_ G " PR | " PR | " PR h

10°* 10° 10° 10
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FIG. 21. (Color online) Comparison of the calculated total
cross sections (coupled channels) with the experimental data of
Auchampaugh et al. [36] and Kornilov et al. [37].
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FIG. 22. (Color online) Comparison of the calculated capture
cross sections with the present experimental data. The solid curve
is the result of statistical model calculation with (I",,) = 0.0407 eV,
and the dashed curve is for (I')) = 0.0312 eV.

comparison of the calculated total cross sections with the
experimental data.

The averaged s-wave resonance spacing Dy and the aver-
aged y-ray width (I'), ) are taken to be 0.52 eV and 0.0407 eV,
respectively [38]. The calculated capture cross sections
shown as the solid curve are compared with the current
experimental data in Fig. 22. The calculation is not adjusted
to any experimental data, and the results shown by the dashed
line in Fig. 22 agree with the experimental data of Weston
and Todd [10]. Our experimental data are slightly lower
than the calculated cross sections, and the calculation with
(") = 0.0312 eV agrees very well with the DANCE data.

The uncertainty in the calculated capture cross sections in
the 10-100 keV range is mainly from the (I",) value adopted.
Our estimation for (I",,) differs from the value in [38] by 23%,

PHYSICAL REVIEW C 77, 034309 (2008)

and this reduction gives about 20% reduction in the calculated
capture cross section in the 100 keV range. Therefore the
model calculations have uncertainties of about 20% in the
high-energy region.

VI. SUMMARY

In summary, the neutron capture cross section of >*’Np has
been measured in the energy range from 20 meV to 500 keV
using only 0.42 mg of >’ Np. Neutron capture events were
detected using the Detector for Advanced Neutron Capture
Experiments (DANCE), a highly segmented, 47 array of BaF,
crystals. DANCE has a detection efficiency of about 90% for
y-rays following a neutron capture. It is therefore possible
to distinguish between neutron captures on different isotopes
by gating on different region in the sum energy spectrum,
which allows the determination of background due to capture
of scattered neutrons in the detector materials. The data are
in good agreement with newer time-of-flight measurements
and are in agreement with a higher value for the thermal
neutron capture cross section. Our experimental data were
complemented with the Hauser-Feshbach-Moldauer statistical
model in the energy range from 100 eV to 1 MeV. The averaged
y-ray width of 0.0312 eV yields a good fit to the data.
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