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The 14N(n, γ )15N reaction is a primary source of high-energy γ rays for use in the calibration of detectors
for other neutron-capture reactions. The γ -ray intensities of 15N produced by thermal neutron capture and the
γ -ray detection efficiency function have been simultaneously determined from γ -peak areas alone using the
basic principle of intensity balance. A least-squares fit was made to a new type of intensity balance calculation,
combined with traditional efficiency fitting of radioactive sources. This latter ensures the compatibility with
low-energy efficiencies, while providing an unbiased efficiency function for higher (up to 10 MeV) γ -ray
energies. The calculation is based on the assumption that the 15N decay scheme is complete. From the internal
consistency of the resulting intensities, it is believed that they are more accurate than previously published values.
The same is true for the derived efficiency function.
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I. INTRODUCTION

The full energy peak efficiency (FEPE) calibration of
modern germanium γ -ray detectors in the energy range of
0.1–10 MeV is a long-standing problem [1–5]. To determine
the FEPE one needs to have radioactive sources with precisely
known intensities. Unfortunately the commonly available,
well-calibrated sources only go up to a γ energy of 2.7 MeV
(24Na source). To determine intensities for higher energy
sources, one would need a good efficiency calibration and vice
versa, so Raman et al. accurately characterized this problem
as the chicken-egg dilemma [2].

An accurate and precise knowledge of the FEPE is needed
to calculate a large variety of important nuclear data from
experimental data. These important nuclear data quantities
include the thermal-neutron and other reaction cross sections
based on γ -ray spectroscopy. The uncertainty in the FEPE
also affects the precision of many nuclear analytical methods,
radiation dose calculations and measurements generated by
high-energy γ rays, and even the results of any planetary
prompt γ activation analysis (PGAA) [6–8]. There are also
medical, nuclear waste management [9], nuclear astrophysics
[9], and safeguard applications [10,11] that are affected. Thus,
it is important to obtain independent results for the intensities
of the higher energy calibration sources to be used in FEPE
determinations.

At low γ -ray energies, there are sources with sufficiently
simple level schemes for which absolute decay probabilities
can be determined from level scheme considerations, or there
are single γ -ray sources whose activities can be determined
by absolute methods, such as 4πβγ counting [2]. For sources
with two consecutive γ rays with 1:1 intensity ratios, the
higher energy FEPE can be inferred from the lower energy
FEPE [1]. This method, however, works only up to 2.7 MeV.
Above this energy, only multi-γ -ray sources are available,
like 56Co and 66Ga [2,12]. However, it was reported recently
that their intensities are in error above 2.7 MeV because
of erroneous extrapolations of the detector efficiency curves
used in their intensity measurements [12,13]. This observation

caused experts to review and update the IAEA recommended
calibration standards [14]. This work has been finished
recently and summarized by Nichols [10], and the most
commonly used radioactive source data from that recent
evaluation are listed in Ref. [15].

For even higher energies, only nuclear reactions such as
(n, γ ) or (p, γ ) can produce γ cascades with 1:1 intensity
ratios. Furthermore, capture reactions have only one source,
the capture state, which is fed directly by the reaction, while
other reactions such as (n, n′γ ) or (p, p′γ ) excite several states
at once, so they have several source levels. Decay scheme
considerations are much easier to use for the single-source-
level reactions. From the capture state, γ -ray cascades lead
to some drain level, which is the ground state. The (p, γ )
reaction in general suffers from the uncertainty caused by the
angular correlation [16], unlike the simpler case of the thermal
neutron (n, γ ) reaction, where the captured neutron is usually
in an s state. This favors the (n, γ ) reactions for producing
high-energy, high-precision calibration sources based on decay
scheme considerations.

Light nuclei have very simple level schemes; however, their
partial γ -ray production cross sections are usually extremely
low, which make them unsuitable for being an easy to use
source. The lightest nucleus with sufficient neutron-capture
cross section is 14N [2]. Thermal neutron capture on 14N
results in a relatively simple decay scheme in 15N. While
15N produced in the (n, γ ) reaction is considered to be a
primary source, the procedure previously used to determine
the 14N capture intensities is described as a long and painful
iterative process by Jurney et al. [3,17]. This makes it urgent
to obtain new, independent intensity data and to discover
a new procedure for obtaining the detector efficiency. The
only previous effort at performing a real least-squares fit to
the intensity balance calculations for the 15N neutron-capture
decay scheme was made by Kennett et al. [4], but they
used only pair spectrometer data, leaving out the low-energy
γ transitions. The most complete data for the 15N capture
decay scheme was published a decade later by Jurney et al. [3];
30 new and previously undetected weak γ rays were placed in
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FIG. 1. Compton suppressed urea-d (n, γ )
spectrum. Upper curve shows the low-energy
part of the spectrum, corresponding scale is
on the right. Lower curve is the high-energy
part, scale is on the left. The most intense
14N(n, γ )15N γ lines are labeled with their
energies. SE or DE denote the single- or double-
escape peaks. Star (�) shows the hydrogen cap-
ture line.

their decay scheme. A very recent work in Japan has confirmed
these results [5].

In this article, we report a least-squares fit to a new kind of
intensity balance calculation (named crossing intensity sum or
CIS) applied to γ rays observed in our experiments performed
with cold neutron capture on 14N at the Budapest PGAA-
NIPS facilities [18–21]. NISP in an acronym for Neutron
Induced Prompt-gamma-ray Spectroscopy. Some preliminary
results were presented at the 12th International Conference on
Capture Gamma-Ray Spectroscopy and Related Topics [22].
The details of this new analysis method will be published
elsewhere. As we will see below, the Ge detector efficiency and
the γ -ray intensities were obtained directly from the measured
peak areas utilizing this new method.

II. EXPERIMENTS

The neutron-capture experiments using urea-d
(ND2COND2) were performed at the PGAA-NIPS facilities
of the Budapest research reactor. Since the whole system
was previously described [18–21], we give here only a
brief description. For γ -ray-singles experiments the PGAA

experimental station was used. It consists of an evacuated
target chamber in which the cold neutron flux was measured
to be 5 × 107n/s cm2 at the target position. The beam size was
limited to 2 × 2 cm2 by a set of collimators. A mass of 1.194 g
of urea-d powder was put into a thin Teflon bag of 2 × 3 cm2

area to minimize γ -ray absorption. The bag was held in an
aluminum frame between thin Teflon strings. The frame had
an angle of 30◦ relative to the impinging neutron direction.
The 25% efficiency, collimated and Compton-suppressed
HPGe detector was set perpendicular to the beam direction,
and its end cap was 23 cm from the center of the sample. This
standard setup ensures negligible (<0.1%) true coincidence
summing. An experiment with a 2 mm thick and 2 cm diameter
pressed pellet of urea-d was also performed to determine the
contribution of the Teflon bag. The 14N(n, γ )15N spectrum
taken for about 264 000 s is shown in Fig. 1. The count rate
was about 43 counts per second (cps) with negligibly low
dead time. This spectrum was used for the new crossing
intensity sum fitting. The usual background rate for this setup
is about 4 cps. The background has already been studied in
detail, and the results are being published [23].
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γ -γ coincidence experiments were also done using the
pressed pellet to obtain placement information in the decay
scheme. The sample was placed in the sample holder of the
NIPS station, and its surface was set to 30◦ relative to the
impinging neutron beam. In these experiments, a 13% and a
30% HPGe detector were placed close to the target at 90◦ to the
neutron beam. A detailed description of the coincidence setup
can be found in Ref. [21]. The data were collected in list mode
for about 5 days, which yielded about 7.6 million events in the
time-integrated spectra. The energy gates were applied on the
30% detector to obtain a projection for the 13% detector. Peak
intensities down to about 1% of the most intense peak could
be observed in this way.

To obtain reliable results for the low-energy efficiency, we
included efficiency data determined for each recommended
peak from measurements performed on radioactive sources.
We used commercial 60Co, 133Ba, 152Eu, and 207Bi standard
radioactive sources and homemade 110Agm and 182Ta sources.

III. PREPARATION OF DATA FOR EFFICIENCY FITTING

All of the measured spectra used in this work were evaluated
with the HYPERMET PC program package [24–27] developed
in our department. This program provided peak areas and
positions, as well as their statistical uncertainties.

The identification of background peaks is based on direct
comparison of the nitrogen spectra with spectra taken from
possible background components [23]. The contributions from
these, including the single-escape(SE) and double-escape(DE)
peaks, were directly subtracted from the 15N peak areas. The
very low, but not negligible γ -ray absorption and neutron
absorption were calculated with numerical integration, and
the corresponding corrections made to the net peak areas.
A list of the identified 15N γ peaks and their absorption-
and interference-corrected net peak areas are presented in
Table I. Three weak γ rays (at 608.3, 2002.3 (close doublet
with 1999.7), and the 10 697.8 keV) could not be observed
out of the 58 γ rays reported by Jurney et al. [3]. However,
one additional γ ray, the 977.2-keV transition reported in the
Evaluated Nuclear Structure Data File (ENSDF) [28], was
detected. Though the very weak 383 keV γ ray has been
observed, no deexciting transition could be identified from the
10450 keV level, similar to the findings of Jurney et al. [3].

The close doublet at 9150 keV could not be resolved in
the singles spectrum, but we tried to resolve them in the
coincidence spectra. The coincidence experiment suggests a
10 to 1 ratio for the 9149 and 9152 keV peak areas with about
40% uncertainty on the smaller area.

Most importantly, we did not perceive the 10 697 keV
transition from the proton unstable 10 702 keV level, but
observed its weak feeding 131 keV transition. Contrary to
Jurney et al. [3], we believe that its γ -branching ratio is
so small relative to the proton decay branching that it is
impossible to detect. This is also confirmed by the results
of Warburton et al. [29]. By summing up all of our 14N(n, γ )
spectra, we were not able to discover it. Therefore, we left out
the 131 and 10 697 keV transitions from the fitting
procedure described below. They would not noticeably in-
fluence the crossing intensity sum calculations because most

TABLE I. γ -ray energies and net corrected peak areas (in counts)
of 15N excited in thermal neutron-capture reactions.

Eγ (keV) Net area Comments

131.4(1) 2251(249)
382.4(15) 159(147)
583.6(10)a 6916(444) 20F yield is subtracted
767.8(1) 2251(122)
770.3(5) 217(98)
831.1(3) 814(96)
908.4(1) 5164(129)
977.2(5)a 376(161) 20F yield is subtracted

1011.7(1) 3985(117)
1025.1(3) 289(83)
1053.5(2) 519(67)
1073.0(1) 2244(80)
1610.7(1) 1575(100)
1678.2(1) 147853(510)
1681.2(1) 30199(266)
1783.5(2) 4279(242)
1854.0(1) 10740(145)
1884.8(1) 313797(531)
1988.6(1) 6158(194)
1999.6(1) 64647(262)
2030.6(1) 1367(135)
2247.6(3) 261(66)
2261.9(1) 1111(72)
2293.4(8) 689(68)
2520.3(1) 71426(289)
2724.5(4) 280(69)
2830.7(1) 19754(122)
2898.2(4) 321(56)
3013.4(2)a 7540(130) 20F yield is subtracted
3269.2(2) 498(60)
3300.6(1) 1332(193)
3531.8(1) 83617(316)
3677.5(1) 128432(428)
3855.3(2) 6248(117)
3880.8(4) 475(107)
3884.0(2) 4800(138)
3923.1(4) 230(100) Yield of 13C 4945 keV DE is subtracted
4508.4(1) 116135(470)
4653.7(5) 182(46)
5268.7(1) 170764(501)
5297.4(1) 120068(833)
5533.0(1) 105005(481)
5561.6(1) 57083(287)
6322.0(2) 81222(379)
7153.1(3) 226(28)
7298.4(3) 33370(169) Yield of 8309 keV SE is subtracted
8309.4(3) 11793(114)
8567.7(5) 190(16)
9045.7(6) 460(29)
9148.0(4)b 3783(68)
9218.6(5) 64(11)
9755.2(7) 141(17)
9919.8(8) 280(25)
10059.8(6) 158(24)
10829.1(5) 22506(162)

aEnergy uncertainty is increased due to a major contribution from a
contaminating peak.
bArea of this peak is distributed in a 10:1 ratio (3439 and 344) for the
9149 and 9152 keV peak areas in the decay scheme, respectively.
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of the intensity found in the 131 keV transition would feed the
unobserved 14C and not other states in 15N. The 10 450 keV
level, fed by the 382 keV transition, was also taken out from
the fit, because of the missing deexciting transitions and their
very small contribution to the crossing intensity sums.

Otherwise, the decay scheme we used agrees with the decay
scheme of Jurney et al. [3] and the one in the recent ENSDF
[28]. For the CIS calculation, we used all of the 136 possible
transitions between the considered 17 levels, except for four
transitions below 100 keV, because they are unobserved and
improbable; in addition, the detector efficiency calculations
were not considered below that energy. We also excluded the
primary transition to the ground state, because its intensity is
not related to that of any other γ ray, and hence its intensity
cannot be determined by this procedure. Upper limits for the
peak areas of the undetected transitions were estimated from
the spectrum using Currie’s detection limit [30]. In the CIS
calculations, zero area was assumed for each unobserved γ ray
with an uncertainty equal to the value of the detection limit.

The data from the radioactive sources were used to calculate
the low energy (0.1 MeV<E<1.8 MeV) efficiency function
of our HPGe detector using the HYPERMET PC efficiency
subroutine [1,26]. In the calculations, the latest recommended
intensities [10,15] were used for each radioactive source.

IV. LEAST-SQUARES FIT OF EFFICIENCY AND
DETERMINATION OF INTENSITIES

A brief description of the new crossing intensity sum (CIS)
method is given here. Let us consider a decay scheme of a
nucleus with a number of levels n up to and including the
capture state (see Fig. 2, with n = 5). The arrows represent all
of the possible γ decay in the decay scheme. In this model, the
γ source is the capture state, the drain is the ground state, and
the crossing intensity sums represent the continuity equations
for this discrete problem. We will call a decay cascade any
decay path which connects the capture state to the ground
state with a consecutive series of two or more nonparallel
transitions (see thicker arrows in Fig. 2.). First we prove that
the sum of γ -ray intensities crossing any single line between

E1=0

E2

E3

E4

E5

I51 I52 I53 I54

1

2

3

4

I41 I43I42

I31 I32

I21

FIG. 2. Simplified decay scheme to demonstrate the CIS concept.
Dashed lines are crossing lines, arrows represent transitions between
states. Intensities of arrows passing through a crossing line must be
summed to obtain the crossing intensity sum for that crossing line.

any two neighboring states (see dashed lines in Fig. 2) is a
constant C. The crossing intensity means the intensity of a
γ ray, which crosses a dashed line, and the crossing intensity
sum is the sum of all such crossing intensities for a given
dashed line.

Without going into complicated mathematics, it is easy to
see that for any one decay cascade, e.g., as drawn with thicker
arrows in Fig. 2, going from the capture state to the ground
state will increase each of the n − 1 crossing intensity sums by
1 (the intensity of one photon is 1). Due to the statistical nature
of the decaying process, different paths are realized from one
excitation of the capture state (E5 in Fig. 2) to the next, but
transitions belonging to each decay cascade path will increase
each crossing intensity sum by 1. Thus, if we repeat the capture
excitation C times, then the value of each of the n − 1 crossing
intensity sums will be C. We mention here that the constancy
of the crossing intensity sums can also be proved with the
intensity balance principle and mathematical induction, but it
is rather lengthy and thus we will give it elsewhere.

The experimental intensity Ii,j of a certain γ ray deexciting
level i and feeding level j can be expressed with the inverse
FEPE ε−1(Ei,j ) and the corrected peak area Ai,j as

Ii,j = Ai,j ε
−1(Ei,j ) (1)

The corrected peak area can be obtained from the measured
γ -ray peak area A′

i,j by correcting it for the self-absorption in
the sample, for the electron conversion and pair conversion
events that are not detected in our case. Strictly speaking,
the intensity Ii,j represents the total electromagnetic decay
including the γ -ray intensity and the electron conversion and
pair conversion intensities. In our case, both the electron con-
version and the pair conversion corrections are negligible. The
equations can be generalized for transitions including other
particle decays, but we will not consider them in this article.

To simultaneously find out the unknown intensities and the
detector efficiency function, we can utilize the CIS method.
Instead of solving the direct CIS equations∑

i>f

j� f

Ii,j =
∑
i>f

j� f

Ai,j ε
−1(Ei,j ) = T ′

f = C

(2)
f = 1, 2, . . . n − 1,

which can be over determined, we minimize a least-squares
function, which is set up using the inverse efficiency for both
the γ lines of the radioactive sources and the crossing intensity
sums. In Eqs. (1) and (2), the indexes i and j denote the initial
and final state numbers, while index f = 1, 2, . . . , n − 1 runs
over all of the crossing lines. Before setting up the least-squares
function, we define the vector T with elements Tf = T ′

f − C,
which has 0 mean for all of its components. Because the Tf

values are not independent, we have to use their variance-
covariance matrix w

¯̄
as a weighting factor in the least-squares

function. Its elements can be calculated in the following way

wf,k = 〈δTf · δTk〉

=
〈
∑

i>f

j� f

δIi,j − δC





∑

l>k

m� k

δIl,m − δC




〉
, (3)
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here the bra-ket means averaging of statistical variables, and
the δ operator means the difference of the statistical variable
and its mean value. Since C is a constant, δC = 0, and we
obtain

wf,k =
∑

i>f l>k

j� f m� k

〈δIi,j · δIl,m〉, (4)

The uncertainties of the intensities (δIi,j , δIl,m) which
appear in Eq. (4) can be estimated using the corrected peak-
area uncertainties multiplied by the corresponding inverse
efficiency calculated from the known literature intensities.
Since we expect that the new, unknown inverse efficiency—
which we will determine—will not differ very much from the
inverse efficiency calculated from the literature values, this
will be a good first approximation for calculating the intensity
uncertainties. Iterations of the least-squares procedure with
the new intensities in a self-consistent manner can make it
independent of the literature values. From here, the calculation
of Eq. (4) is straightforward, because the measured peak areas
are independent, that is,

〈δIi,j · δIl,m〉 =



(δIi,j )2 = (δAi,j ε̂
−1(Ei,j ))2, if i = l

and j = m

0, else,
,

(5)

and ε̂−1(Ei,j ), an approximate fixed inverse detector efficiency
function taken from another experiment, is used to avoid the
nonlinear feature of the least-squares equation. Now we can
set it up as

χ2 =
∑

1� f � n−1
1� k� n−1

Tf w−1
f,kTk +

∑
m

(
ε̂−1
m − ε−1(Ei,j )

)2

σ 2
m

. (6)

The least-squares function consists of two terms. The first
represents the CIS principle, and the other uses radioactive
sources to fix the low-energy efficiency, where there are no
strong transitions in the 14N(n, γ ) reactions. In this way,
we can obtain a functional representation of the detector
efficiency and determine the intensities at the same time. In our
concrete case, the intensities Ii,j belong to the electromagnetic
transitions deexciting 15N, ε−1(Ei,j ) is the unknown inverse
detector efficiency function, the ε̂−1

m is the mth inverse detector
efficiency value determined from one of the corresponding
radioactive source γ lines and σ 2

m is its uncertainty. In a
previous article, we already showed that the inverse efficiency
of an HPGe detector can be well represented as a cubic
spline [31]. Thus, by determining the linear coefficients of
the cubic spline fit, we can obtain a good representation of the
efficiency function, and hence of the electromagnetic transition
intensities, in the least-squares fit procedure. In this work, we
used a cubic spline with nine linear coefficients as in Ref. [31].
More details about the CIS procedure will be published later.

The least-squares fit to the FEPE was performed with
a program named CUBICEFFI in which we implemented the
procedure outlined above, which is based on the basic principle
of CIS. The calculated FEP efficiency (full line) is shown in
Fig. 3 and is compared with our usual efficiency fit (dotted line)
to our peak areas, A′

i,j , divided by the intensities of Jurney

Eγ (keV)
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FIG. 3. FEP efficiency obtained from least-squares fit to radioac-
tive source intensities and the 15N crossing intensity sums. Solid circle
symbols are experimental efficiency values measured with radioactive
sources. Solid line represents the fit based on the principle of CIS.
Dotted line is the efficiency fit to the same radioactive source and
14N(n, γ )15N data with the efficiency subroutine of the HYPERMET PC

program, but the intensities of Jurney et al. [3] were used to calculate
the efficiency from the peak areas we obtained for the 14N(n, γ )15N
reactions.

et al. [3] using the HYPERMET PC [1,26] efficiency subroutine.
The upper panel shows the Z score of the fit for those points
obtained from the measured data for the radioactive sources.
Here we do not expect difference between the two calculations,
and the Z score shows really no difference.

The calibration sources were selected to minimize the
overlap between the strong nitrogen transitions. Indeed, the
highest γ -ray energy from the radioactive sources is at
1770 keV, which barely overlaps with the strong 1678 and
1681 keV transitions; above this energy, radioactive sources
have only a minor influence on the efficiency values.

The number of degrees of freedom of the fit can be
calculated from the number of data values (52) belonging to
the radioactive sources plus the number of crossing intensity
sums (16) minus the number of free parameters (9 + 1).
The resulting reduced χ2 is 0.73, which is rather close to
the expected 1. Nevertheless, the efficiency curve uncertainty
was determined from the uncertainties of the original Budapest
input data without adjusting their values to obtain the expected
χ2 value of 1. An iteration of the least-squares procedure
was also done, replacing the approximate efficiency used to
calculate the intensity uncertainties with the newly determined
efficiency and making the calculation independent of the
literature nitrogen intensities. This hardly changed the result
and yielded reduced χ2 of 0.72, so further iteration was not
performed. The influence of the neglected pair conversion [32]
was determined performing the correction; but the change
was only 0.05%, so we decided to keep the result with no
correction, because the uniqueness of the correction could
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TABLE II. Intensity values of the strongest γ rays used for
detector calibration from the 14N(n, γ )15N reaction. Intensities in this
work are normalized using the recently measured elemental partial
γ -ray cross section of 14.52(7) mb for the 1885 keV γ ray by Révay
et al. [33]. To calculate the isotopic cross sections, we a corrected
for the isotopic abundance of 14N (99.632%). Statistical uncertainty
values of this work have been increased by 0.5% in quadrate in order
to account for the neglected pair conversion correction and for the
absorption correction uncertainty.

Eγ (keV) Iγ (mb) Iγ (mb)
Jurney et al. [3] This work

1678 6.39(7) 6.26(4)
1681 1.32(3) 1.28(1)
1885 15.07(16) 14.57(9)
1999 3.30(4) 3.15(2)
2521 4.48(7) 4.29(4)
2831 1.37(3) 1.33(1)
3532 7.18(9) 7.13(6)
3678 11.66(13) 11.47(10)
4509 13.42(14) 13.28(11)
5269 23.98(24) 24.03(21)
5298 17.05(18) 17.08(19)
5533 15.72(17) 15.82(15)
5562 8.58(10) 8.67(9)
6322 14.64(18) 14.89(13)
7299 7.54(10) 7.68(8)
8310 3.31(7) 3.34(5)
9149 1.19(5) 1.14(5)
9152 0.12(3) 0.11(5)

10829 11.5(5) –

not be guarantied due to missing multipole mixing ratios for
many transitions in 15Ni . Furthermore, the correction had to
be extrapolated above 8 MeV, where theoretical calculations
had not been performed [32].

To determine the intensity values of the 14N capture
γ rays, each peak area was multiplied by the corresponding
inverse efficiency obtained after the iteration. To calculate
partial γ -ray production cross sections, we normalized them
to the elemental partial γ -ray production cross section value
of 0.01452(7) b for the 1885 keV γ ray, recently published
by Révay et al. [33], which is somewhat lower than the earlier
published value by Révay and Molnár [34]. We have to mention
that this value is not affected by the new efficiency, because
the 1885 keV γ energy is situated in the energy region where
the efficiency is unaltered. To obtain the isotopic production
cross section, we divided the elemental cross section by the
isotopic ratio of 14N, which is 0.99632(7) [15], which provides
0.01457(7) b. The new partial γ -ray cross section values are
listed in Table II for the strongest transitions. A compari-
son between the new intensity values and those of Jurney
et al. [3] was also carried out. The two sets of intensities
were normalized for the 1885 keV transition, and their ratios
were calculated; they are plotted in Fig. 4 for the strongest
transitions. A systematic discrepancy as a function of energy
is seen here between the present and previous results.

The crossing intensity sums were calculated for the new
least-squares intensities and for the intensities of Jurney
et al. [3] and are plotted in Fig. 5, where a systematic
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FIG. 4. (Color online) Ratios of intensities for the strongest 14N
capture γ rays. Intensities of Jurney et al. [3] were divided by
intensities from this work. Both data sets were normalized to the
1884 keV intensity.

discrepancy is also seen. While the new fit provides equal
intensities for all crossing lines of the considered decay
scheme, the CIS values based on the intensities of Jurney
et al. [3] deviate more and more from unity at lower crossing
line numbers. These latter were calculated for the same decay
scheme used in the new fit and were normalized to unity at
the 16th crossing line, while the values obtained from new CIS
fitting were normalized with the fitted constant C [see Eq. (2)].
The deviation at low crossing lines implies missing intensity
from the highest energy γ rays, as shown in Fig. 4.

The fit also gives a new cross section for the 14N thermal
neutron capture. The constant C provides a means to calculate
it. Its value can be renormalized using the intensity of the
1885 keV transition including a correction made for the
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FIG. 5. (Color online) Result of the crossing intensity sum
calculations. Filled squares represent the sum of intensities
[Eq. (2)] for each crossing line using CIS derived intensities of
this work; open circles represent the same sums with the intensity
values of Jurney et al. [3]. Transitions belonging to the 10 702 and
10 450 keV levels and the primary transition were excluded from both
calculations. The summed intensity defined in Eq. (2) was normalized
to 1 with fitted parameter C for this work and at the 16th crossing line
number for the Jurney et al. intensities.
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isotopic ratio of 14N. As a result, we obtained 68.77(56) mb
for the total radiative capture cross section of the considered
decay scheme. The uncertainty of this value contains a 0.5%
systematic uncertainty added quadratically to the statistical
one. The full cross section can only be determined if the partial
γ -ray production cross section of the 10 829 keV γ ray is given.
However, as we have mentioned, this cannot be determined
from our fit. In the literature, the partial γ -ray production
cross section of the 10 829 keV γ ray varies between 11 and
14 mb. Based on this range, we can say that the total capture
cross section is between 80 and 83 mb, which can overlap
with the recently evaluated value of 79.8(14) mb [35] within
uncertainties. With the most recent value of 11.5 (5) mb for
the partial γ -ray production cross section of the 10 829 keV
γ ray proposed by Jurney et al. [3], we obtain 80.3(8) mb,
which agrees well with Mughabghab’s evaluated value [35].
Some neglected transitions leading to the proton unstable states
should be included, but their effect is only minor on the total
capture cross section.

V. DISCUSSION

These new measurements, together with the CIS analysis
procedure, give intensity values with higher accuracy and
better or similar precision than those of Jurney et al. [3]. The
accuracy is ensured by the constant intensity sums.

The new 15N intensities, when used for detector calibration,
will cause changes in the calculated γ -ray intensities of other
nuclei, especially at high γ energy. This can be best checked by
the reevaluation of crossing intensities and will involve a large
amount of work, which has to be and will be done in the future.
In particular, the influence of the new 15N intensity values will
be quite large for the determination of those neutron-capture
cross sections that had been calculated from the sum of partial
γ -ray production cross sections de-exciting the capture state
[36], which are mostly high-energy γ rays.

It can be clearly seen that the new fit based on the basic
principle of CIS provides lower efficiency values at higher
energies, starting from about 2.7 MeV, than is obtained from
the use of the Jurney et al. [3] intensities. This difference can
be better demonstrated in a plot of the intensity ratios (see
Fig. 4). It clearly shows that above 2.7 MeV, the intensities
of Jurney et al. [3] are smaller than the values obtained in
this work. In fact, the dependence of the decrease can be well
approximated by a linear function starting at a value of 1
at about 2.7 MeV—the last well-established intensities from
radioactive sources—and reaching a value of about 0.95 at
6 MeV; then this trend seems to turn back at 7 MeV. However,
the decreasing accuracy of the last two points make further
statements very speculative.

It can now be seen that a more accurate measurement
of the intensity of the 10 829 keV γ ray of 14N(n, γ ) is
essential for any further reduction in the uncertainty of 14N
total capture cross section determined from the sum of partial
γ -ray production cross sections.

Since a complete decay scheme is a necessary assumption
for the use of the CIS method, it can be used as a quantitative
test of the completeness of the neutron-capture decay schemes
for other nuclei and can be a useful tool in the process of
building a decay scheme. Finally, we emphasize again that
the basic principle of CIS can be deduced from the intensity
balances of the levels, and thus it is equivalent with it. However,
it lends itself better to a graphical representation, as shown in
Fig. 5, than does the intensity balance of levels.
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A 503, 580 (2003).

[17] S. Raman, private communication, 1991.
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