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Secondary neutron-production cross sections from heavy-ion interactions in composite targets
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Secondary neutron-production cross sections have been measured from interactions of 290 MeV/nucleon C
and 600 MeV/nucleon Ne in a target composed of simulated Martian regolith and polyethylene, and from
400 MeV/nucleon Ne interactions in wall material from the International Space Station. The data were measured
between 5◦ and 80◦ in the laboratory. We report the double-differential cross sections, angular distributions, and
total neutron-production cross sections from all three systems. The spectra from all three systems exhibit behavior
previously reported in other heavy-ion neutron-production experiments, namely, a peak at forward angles near
the energy corresponding to the beam velocity, with the remaining spectra generated by pre-equilibrium and
equilibrium processes. The double-differential cross sections are fitted with a moving-source parametrization.
Also reported are the data without corrections for neutron flux attenuation in the target and other intervening
materials and for neutron production in nontarget materials near the target position. These uncorrected spectra are
compared with SHIELD-HIT and PHITS transport model calculations. The transport model calculations reproduce
the spectral shapes well but, on average, underestimate the magnitudes of the cross sections.
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I. INTRODUCTION

The establishment of a permanent human presence in space
has been a long-term vision for humans. It has been partially
realized with the International Space Station (ISS), and plans
are being made for the exploration and settlement of the
moon and Mars. One of the limiting factors to long-term
human activities in space is the health risk to astronauts from
exposure to the ionizing-radiation environment of space. The
ultimate limitation on long-term operations is maintaining the
radiation-induced cancer risks to acceptable levels. The most
effective method to decrease radiation exposure is the use of
intervening materials to reduce the radiation intensity within
an enclosed structure.

The National Aeronautics and Space Administration
(NASA) of the United States is currently supporting a ground-
based research program to study the effects of galactic cosmic
radiation (GCR) transport through spacecraft materials and
human tissue. The goal of the program is to provide a
reliable database of relevant nuclear cross sections and thick
target yields for the development and verification of transport
model calculations used for shielding designs applicable to
both low-Earth orbit and deep space. Any advances on the
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specification of shielding in spacecraft or for habitats on
the moon or Mars require measurements on the transmitted
neutron component within candidate shielding materials.

The ionizing-radiation environment of space is very com-
plex, consisting of a low-level background of GCR, transient
solar particle events (SPE), and, in Earth orbit, belts of
trapped radiation [1,2]. As these radiations traverse shielding
materials they interact with the materials through specific
atomic and nuclear processes, including breaking up the ions
into smaller fragments and producing secondary radiation that
can penetrate more deeply into the material. An important
component of the secondary-particle radiation field is the
neutron, which is deeply penetrating and can be extremely
damaging to biological tissue. Current theoretical models have
shown the secondary neutrons to be a significant contributor to
exposures within lunar habitats and on the Martian surface [3],
and recent studies have shown that neutrons could comprise
up to 30% of the dose equivalent on the ISS [4].

The peak of the GCR flux occurs between 200 and
600 MeV/nucleon, independent of the species of ion. GCR
energies can go to several TeV/nucleon, but in general
most of the flux is contained between 50 MeV/nucleon
and a few GeV/nucleon. Because of the complexity of the
radiation environment in space, it is impossible to measure the
effectiveness of every candidate shielding material for every
possible mission scenario using ground-based accelerator
measurements. The determination of shield effectiveness and,
ultimately, the radiation risk to humans in space will come
from transport model calculations used together with models
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of biological response to radiation. Both deterministic and
Monte Carlo approaches can be applied to transport model
calculations. A deterministic approach for heavy-ion transport
in complex media has undergone development at the NASA
Langley Research Center since the mid 1980s. It has yielded
a family of radiation transport codes mainly dedicated to
solving engineering problems in radiation-shielding analysis
for space missions [5–7]. One of these deterministic codes is
the high-charge-and-energy transport code HZETRN, based on
the one-dimensional formulation of the Boltzmann transport
equation with a straight-ahead approximation [8] and a semi-
empirical abrasion-ablation fragmentation model for nuclear
fragmentation processes. Using simplifying approximations,
this code can provide the radiation field in and around shielding
materials with an acceptable accuracy for space research.

Several Monte Carlo computer codes exist, or are in the
stage of development, for the simulation of the transport of
light and heavy ions in matter. Two codes for the simulation
of hadronic cascades (neutrons, protons, and pions), HETC [9]
and SHIELD [10], were developed in the early 1970s in the
United States (Oak Ridge) and the former USSR (Dubna),
respectively. The original HETC code was based on Bertini’s
model of intranuclear cascades [11]; SHIELD used the Dubna
cascade-evaporation model of nuclear reactions [12]. These
two codes have evolved considerably, and whereas SHIELD

has kept its original name until today, various spin-offs of
HETC have proliferated under the names of HERMES [13],
LAHET [14], MCNPX [15], NMTC/JAERI [16], and PHITS [17,18].
Other major Monte Carlo transport codes currently in use (but
not utilized in this paper) are MARS [19], FLUKA [20,21], and
GEANT3 [22]. The authors of these codes are in the process
of incorporating heavy-ion transport for all energies above at
least 100 MeV/nucleon, if they have not done so already.

The validation and verification of the output from transport
model calculations depends on a reliable set of experimental
nuclear data with which to compare. Until recently, the
amount of thin-target (cross sections) and thick-target (yields)
neutron-production data from heavy-ion interactions that was
applicable to the general problem of GCR transport was
scant. A number of thick-target (stopping-target) neutron
yields from high-energy (<100 MeV/nucleon) heavy-ion
experiments have been published [23–28] and these can be
used for direct confirmation of transport model calculations
of various components of the GCR field. Also, there are
some existing heavy-ion, neutron-production cross-section
measurements relevant to GCR transport [29–34].

In this paper we present neutron-production cross sections
from two specialized NASA targets: (1) A slab of simulated
Martian regolith mixed with polyethylene, referred to herein as
“marsbar,” and (2) a section of wall from the ISS. As opposed
to the previously mentioned measurements, the two targets
used here are composed of more than one element, and as
such they add another degree of complexity to the transport
model’s calculating ability to reproduce secondary-particle
spectra. In addition to the neutron-production cross sections,
the data are also presented without corrections for neutron flux
attenuation through the target and other intervening materials
or for neutron production in nontarget materials that are
near the target position. Because transport model calculations

incorporate the effects of attenuation and nontarget production,
SHIELD-HIT and PHITS calculations are compared with the
uncorrected data.

II. EXPERIMENTAL DETAILS

The measurements took place in April 2000 at the Heavy
Ion Medical Accelerator in Chiba (HIMAC) facility of the
National Institute of Radiological Sciences (NIRS), Japan.
Beams of 290 MeV/nucleon C, 400 MeV/nucleon Ne, and
600 MeV/nucleon were produced by HIMAC and transported
to the SB3 beam course. A schematic diagram of the
experimental setup in that beam course is shown in Fig. 1.

Beam pulses were delivered on target every 3.3 s. Pulse
length varied from 0.5 to 1 s, depending on beam ion and
energy. Typical pulse intensities varied between 104 and 105

particles per pulse. The beam spot size was a few millimeters
in diameter. The beam divergence was negligible compared
with the spread of the beam from Coulomb scattering by the
target and air constituents. The beam exited the vacuum beam
line through a 100-µm-thick aluminum window and passed
through a 0.5-mm-thick, 3-cm diameter NE102A scintillator
placed approximately 5 cm downstream from the exit window.
That scintillator, referred to as the trigger detector, was used to
count the number of beam particles incident upon the target.
It was also used to provide a timing signal for a time-of-flight
measurement with each event in the neutron detectors.

After passing through the trigger detector, the beam then
passed through the target position, approximately 10 cm
downstream from the exit window. The targets used in these

FIG. 1. (Color online) A schematic diagram of the experimental
setup on the SB3 beam course at HIMAC. The quadrupole magnets
are positioned at a concrete shielding wall separating the target hall
from the shield room where the beam dump was located.
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TABLE I. Martian regolith composition.

Element Atomic density (atoms/g)

O 1.67 × 1022

Mg 1.62 × 1021

Si 5.83 × 1021

Ca 7.81 × 1020

Fe 1.80 × 1021

measurements were provided by NASA’s Langley Research
Center. The target used with the 290 MeV/nucleon C and
600 MeV/nucleon Ne beams was a 5.0 g/cm2 thick (2.5-cm-
thick), 10-cm by 10-cm composite brick made of 85% (by
weight) simulated Martian regolith and 15% polyethylene,
referred to herein as “marsbar.” The marsbar is regarded as
a reasonable approximation of what may be used for habitat
construction on the surface of Mars: bricks composed of
Martian soil, with a polymer binder produced by mixing
components of Mars’ CO2 atmosphere and water. Table I
shows a breakdown of the elemental composition of Martian
soil. Factoring in the percentages (by weight) of polyethylene
and regolith in the marsbar target gives a total of 4.20 × 1022

atoms per gram of target. The marsbar is thick enough to
produce an appreciable energy loss as the beam traverses
through the target. The C beam has an incident energy of
290 MeV/nucleon and an exit energy of 240 MeV/nucleon
(with a median energy of 265 MeV/nucleon). The Ne beam
has an incident energy of 600 MeV/nucleon and an exit
energy of 540 MeV/nucleon (with a median energy of
570 MeV/nucleon). Based on previous measurements [34] it
is believed that the cross sections will not vary much over the
range of beam energies present through the target.

The target used for the 400 MeV/nucleon Ne measurements
is a section of the wall used in some parts of the ISS. It is
regarded as an example of typical material for the design of
transit vehicles and orbital vehicles used in space exploration.
The ISS wall is composed of 1.89 g/cm2 of aluminum,
0.218 g/cm2 of Nomex R© honeycomb wall, 0.08 g/cm2 of
Nomex R© cloth, 0.06 g/cm2 Durette R© batting, and 0.72 g/cm2

silicone rubber. The 1.89 g/cm2 aluminum is a combination of
two pieces: an outer “bumper” hull and an inner pressure wall.
Like the marsbar target, the ISS wall target was 10 cm wide
and 10 cm high. The 400 MeV/nucleon Ne beam incident upon
the ISS wall has an exit energy of 360 MeV/nucleon (with a
median energy of 380 MeV/nucleon).

After passing through the target, the beam then traveled
approximately 20 m before stopping in a beam dump located
in a second shielded room, downstream from the primary
experimental hall. A set of quadrupole magnets, located about
7 m downstream from the target at the concrete shielding
partition between the two halls, was used to focus the beam
into the beam dump. A shield constructed of iron blocks was
used to reduce possible “back-shine” of radiation from the
beam dump to the neutron detectors at forward angles.

Seven liquid-scintillator (NE213) neutron detectors were
placed in the laboratory between 5◦ and 80◦, at varying flight
paths from the target position. Table II contains information
regarding the positions of each detector. The flight path lengths

TABLE II. Neutron detector information. The uncertainty in the
solid angle is reported as a percentage.

Detector Flight path Laboratory Solid angle
length (cm) angle (deg) (msr)

N1 506 5 0.494 ± 5.0%
N2 506 10 0.494 ± 5.0%
N3 456 20 0.608 ± 5.6%
N4 456 30 0.608 ± 5.6%
N5 406 40 0.767 ± 6.2%
N6 356 60 0.998 ± 7.1%
N7 306 80 1.35 ± 8.3%

listed in Table II indicate the distance from target center
to detector center, in centimeters. The neutron detectors are
cylindrical cells 12.7 cm in diameter and 12.7 cm long, oriented
such that the cylindrical axis was along the line connecting
the target center to the detector center. Each detector cell
was directly coupled to a 12.7-cm-diameter phototube. The
intrinsic timing resolution of these detectors, as measured with
a 60Co source, is on the order of 700–800 ps.

A 5-mm thick, 12.7-cm by 12.7-cm square, solid plastic
(NE102A) scintillator (referred to as a “veto detector”) was
placed in front of each neutron detector. The veto detectors
were used to tag events in the neutron detectors that came from
charged particles produced in the target. The veto detectors
were thin enough that events where a neutron or γ ray
interacted in the veto detector and registered in the companion
neutron detector were ignored in the offline analysis.

Periodically during the experiment, iron bars were placed
in front of the neutron detectors. The iron bars, referred to as
“shadow bars,” were 60 cm long and 15 cm by 15 cm square.
When placed in front of a neutron detector, the shadow bar
blocks neutrons coming directly from the target, allowing only
background neutrons to enter the detector. Background neu-
trons include neutrons scattered off the floor, walls, ceilings,
and other materials placed in the target and beam-dump halls.
Two shadow bars were used, and their positions were shifted
from detector to detector during the measurements to ensure
that each neutron detector had an adequate determination of its
background spectrum. Event rates in detectors with a shadow
bar in front of a neighboring detector were checked against
event rates when that same detector had no shadow bar nearby.
It was determined that outscattering from the shadow bars had
a negligible effect on the measurements made in neighboring,
unshadowed detectors.

Data were acquired on an event-by-event basis. Acquisition
live times varied between 60% and 90%. The trigger for a
valid event was a coincidence between a signal in the trigger
detector and a signal in one (or more) of the neutron detectors.
For each event, the following information was recorded: (1) the
magnitude of the signal from the trigger detector, as measured
by a charge-integrating analog-to-digital converter (QDC); the
magnitudes of the (2) total and (3) slow components of the
pulse from the neutron detector’s photomultiplier tubes, as
measured by a QDC; (4) the time difference between the signal
from the trigger detector and the trigger-event coincidence
gate, as measured with a time-to-digital converter (TDC); and
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(5) the “self-time” difference between the signal from neutron
detector and the trigger-event gate signal. For a discussion of
the information contained in (2) and (3), see Ref. [35].

III. ANALYSIS DETAILS

A. Neutron-energy determination

Neutron energies were determined by the time-of-flight
method, using the signals from the neutron detectors and
trigger detector as the start and stop signals, respectively. For
each event, the neutron detector in which the event occurred
was identified using a self-time signal. For this analysis,
events in which two or more neutron detectors gave a valid
self-time signal were excluded. Those events accounted for
less than 2% of the total number of events. Neutron velocities
were calculated using the flight paths given in Table II and
the flight times determined from the trigger/neutron-detector
TDC data. An absolute time scale in each neutron detector’s
TDC spectrum was determined by locating the position of the
prompt γ -ray peak in the TDC spectrum. Prompt γ rays
refer to γ rays produced in the target by direct interactions
between the beam and target material. The overall timing
resolution, as determined by the full width at half-maximum
of the prompt γ -ray peak, was on the order of 1 ns for all
seven detectors. The overall timing resolution includes effects
such as constant-fraction-discriminator (CFD) walk and signal
noise folded with the intrinsic timing resolution of each
detector. Where possible, the data were corrected for excessive
CFD walk by using an offline analysis technique [36]. The
minimum TDC binwidth was set to 1 ns in the offline analysis.

The overall energy resolution is a function of the neutron
energy and can be calculated by using the following equation
from Ref. [34]:

�En

En

= En + Mn

En

β2

1 − β2

√(
�L

L

)2

+
(

�t

t

)2

, (1)

where �t refers to the overall timing resolution, t refers to the
time of flight, L refers to the flight path, En and β refer to the
usual kinematical quantities, Mn is the neutron rest mass (in
MeV/c2), and �L refers to the thickness of the neutron detector
(12.7 cm). For the 5◦ and 10◦ detectors, where the spectra are
dominated by high-energy neutrons, the energy resolutions
for 200-, 400-, and 600-MeV neutrons are approximately 8%,
11%, and 14%, respectively. A more complete listing of energy
resolutions for all seven detectors may be found in Ref. [34].

B. Discrimination of neutron events from other events

Charged-particle events were excluded by using informa-
tion from the veto detectors. Gamma-ray events were separated
from neutron events by using the pulse-shape properties of
NE-213 liquid scintillators [35]. By plotting the total QDC
pulse (Qtot) versus the slow component of the pulse (Qslow),
two clearly separated lines corresponding to γ -ray events and
neutron events can be seen. An example of such a plot may be
seen in Ref. [34]. Background neutrons were subtracted offline
by using data taken when the shadow bars were directly in front
of the detectors.
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FIG. 2. Pulse-height-to-energy calibration of the charge-
integrating analog-to-digital converter. The open, square symbols
show the fit to the Compton-edge data, and the closed, diamond-
shaped symbols show the data from the maximum-recoil method.

C. QDC calibration

Threshold cuts were applied to the QDC spectra to
correct for the neutron-detection efficiency. The QDC spectra
were calibrated with two methods: (1) using 60Co and
AmBe sources to produce Compton spectra, and convert-
ing the electron-equivalent MeV (MeVee) values to MeV,
and (2) plotting QDC versus TDC for neutron events,
identifying the points of maximum recoil energy (see
Ref. [27] for details), and converting the corresponding TDC
values to energy, in MeV. The Compton spectra provide a
good calibration at lower energies, whereas the maximum-
recoil method provides a good calibration at higher energies.
Figure 2 shows a plot of the QDC calibration for detector N1.
The square symbols show the fit to the Compton edge spectra,
and the diamond-shaped symbols show the calibration using
the maximum-recoil method. Good agreement is seen in the
area of overlap between the two methods. The uncertainty in
the QDC calibration, as determined by multiple trials with both
methods, is ±15 channels.

D. Normalization

Cross sections were normalized to the number of incoming
beam particles. The number of incident beam particles was
counted using the trigger detector. Events in which the
trigger detector fired more than once during the trigger-
detector/neutron-detector coincidence were excluded from the
analysis, and the number of beam particles in those events
were excluded from the normalization.

To express the cross sections in units of barns, the data
were also normalized to the number of scattering sites per
unit area. For both targets used, each atomic constituent of
the material was considered a scattering site. Thus, for the
marsbar target, a normalization factor of 0.2102 scattering sites
per barn was calculated using the information from Table I,
along with the reported ratio of polyethylene to marsbar in the
target. For the ISS wall target, a normalization factor of 0.0632
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FIG. 3. Plot of neutron-detection efficiency (in percent) as a
function of neutron energy. Efficiencies are shown for thresholds
of 3 MeV (0.92 electron-equivalent MeV), 5 MeV (1.90 electron-
equivalent MeV), and 20 MeV (11.5 electron-equivalent MeV) in
neutron energy.

scattering sites per barn was calculated using information from
the manufacturer. If one wishes to express the cross sections
in units of number of neutrons per incoming ion per g/cm2 of
target, then (1) for the marsbar target, multiply cross sections
expressed in barns by 0.042 (= 0.2102 ÷ 5.0 g/cm2) and (2)
for the ISS wall target, multiply cross sections expressed in
barns by 0.0213 (= 0.0632 ÷ 2.97 g/cm2).

The neutron spectra were corrected for neutron-detection
efficiency by using the code of Cecil et al. [37]. The uncertainty
in the efficiency is taken to be 10%, based on previous experi-
ence [38] in comparisons of the Cecil code with another effi-
ciency calculation, and based on the observations in Ref. [39].
Figure 3 shows the efficiency calculation for 3-, 5-, and
20-MeV thresholds.

E. Corrections applied to the cross sections

To estimate the effect of neutron flux attenuation on the
spectra, the loss of neutron flux through the marsbar target was
calculated using the energy-dependant half-value thicknesses
(the thickness of material that will reduce the flux by one-half)
for neutrons in concrete [40]. The marsbar target is similar
in composition to concrete, and in the calculation it was
assumed that the neutrons were produced at the midpoint of
the target. In addition to the target, the attenuation of neutron
flux through air and veto detector was also calculated using
a code described in Ref. [38]. Figure 4 shows the result of
the calculation for neutron flux measured at 5◦ and at 80◦. The
calculated attenuation is largest for low-energy neutrons at 80◦
(about 50% for 3-MeV neutrons), where the amount of target
that is traversed is greatest. Similar results were obtained for
calculations using the ISS wall target.

Just before striking the target, the beam passes through an
exit window and beam scintillator (described in Sec. II). After
passing through the target, the beam continues through an air
column, eventually stopping in a beam dump well downstream
from the target. Neutrons produced in the beam-course exit
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FIG. 4. An estimation of the fraction of neutron flux that does not
make it to the neutron detector owing to absorption and out-scattering
in the marsbar target and other intervening materials between the
target and detector. The open, square symbols show the fraction lost
from the detector at 5◦, and the closed, diamond-shaped symbols
show the fraction lost from the detector at 80◦.

window, in the beam-trigger scintillator, and in parts of the air
column are blocked when the shadow bars are in place, and as
such they are not subtracted from the data when the shadow-bar
correction is applied. Thus, it is possible for invalid neutrons
(neutrons not from the target) to contaminate the measured
spectra. The contribution of nontarget neutrons to the measured
spectra is estimated here using the following equation:

P =
∑

ρnttntd�nt

ρtgtttgtd�tgt + ∑
ρnttntd�nt

, (2)

where P is the estimated fraction of neutrons in the measured
spectra that come from nontarget materials, ρ is the material
density (with nontarget materials denoted by the subscript “nt”
and target materials by “tgt”), t is the material thickness, and
d� is the solid-angular acceptance at the point of production
in those materials. The sum runs over all nontarget materials
that contaminate the measured spectra (i.e., exit window,
trigger detector, and air column). Table III shows the estimated
percentage of neutron flux from nontarget materials in the
measured spectra.

TABLE III. The estimated percentage of contamination in the
measured spectra from neutrons produced in nontarget materials.
The amount of contamination is shown for both targets used.

Detector Marsbar target (%) ISS Wall target (%)

N1 (5◦) 22 33
N2 (10◦) 22 32
N3 (20◦) 19 28
N4 (30◦) 13 21
N5 (40◦) 7.9 13
N6 (60◦) 3.8 6.3
N7 (80◦) 2.3 3.8
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F. Systematic uncertainties

The systematic uncertainties considered here are uncertain-
ties in angular acceptance of the neutron detectors, neutron
detection efficiency, QDC calibration, and the estimations
described in Sec. III E. The uncertainties vary from detector
to detector.

The angular acceptance of each detector depends on where
the neutron interacts in the detector. The maximum acceptance
occurs when the neutron interacts at the front face of the detec-
tor, and the minimum acceptance occurs when the interaction
takes place at the back of the detector. Half of the difference
between the front-face acceptance and the back-face accep-
tance is taken as the systematic uncertainty in the angular
acceptance. Table II shows the solid angle subtended by each
detector (in millisteradians), along with the percent uncertainty
in each solid angle.

Another source of systematic uncertainty is the effect of
the uncertainty in QDC calibration on threshold determination
and its ultimate effect on the magnitude of the extracted
cross sections. The uncertainty in the QDC calibration is
±15 channels. To determine the effect that uncertainty has
on the extracted cross sections, TDC spectra were generated
for three thresholds: one threshold set at the calibrated QDC
channel and two thresholds set at ±15 QDC channels from the
calibrated point. Double-differential spectra d2σ/(dE · d�)
were then generated from the three TDC spectra by using
the same detection-efficiency correction for all three. The
spectra were then integrated over energy to produce dσ/d�

spectra at each angle. The spread in dσ/d� over the three
thresholds was used to quantify the systematic uncertainty
in the precision of the threshold determination. The second
column in Table III shows the percent systematic uncertainty
in threshold precision for each detector.

The systematic uncertainty in the accuracy of the QDC
calibration was estimated in the following manner: (1) Double-
differential spectra were generated from data at each detector
by using three different threshold settings. Typically, the
thresholds used were 2, 5, and 20 MeV (in neutron energy).
The appropriate efficiency file was used for each threshold. (2)
The spectra were integrated over energy to produce dσ/d�

spectra for each threshold and angle. (3) The dσ/d� yields
from the three different threshold settings were compared with
each other for each detector. To compare the dσ/d� yields at
all three thresholds, a lower limit of 20 MeV was used when
integrating the double-differential spectra. The third column
in Table IV shows the percent systematic uncertainty in the
extracted spectra owing to the uncertainty in the accuracy of
the QDC calibration.

The systematic uncertainty in the attenuation calculation
(Sec. III E) was estimated from comparisons with MCNP

calculations. The two calculations disagreed by no more than
7%, and a conservative estimate of 10% in the uncertainty
was determined from that value. The systematic uncertainty in
the production of neutrons from nontarget materials [Eq. (2)]
was dominated by the uncertainties in the determination of
the amount of air that contributed to that production. The total
uncertainty in nontarget production was estimated to be 15%.

The systematic uncertainties were applied to the angular
distributions and total cross sections (next section). The

TABLE IV. Systematic uncertainties in the precision of the
threshold determination (second column) and the accuracy of the
threshold determination (third column). Percent uncertainties are
shown.

Detector Threshold precision (%) Threshold accuracy (%)

N1 (5◦) ±2.3 ±4.7
N2 (10◦) ±2.0 ±5.0
N3 (20◦) ±2.6 ±2.8
N4 (30◦) ±4.0 ±4.9
N5 (40◦) ±4.3 ±8.0
N6 (60◦) ±2.2 ±3.1
N7 (80◦) ±2.8 ±7.4

total systematic uncertainty for a particular neutron detector
was determined by adding the individual uncertainties in
quadrature.

IV. EXPERIMENTAL RESULTS

A. Double-differential spectra

Figure 5 shows the double-differential spectra from the
290 MeV/nucleon C + marsbar system. 290 MeV/nucleon
is the energy incident upon the target; the beam energy
at the midpoint of the target is 265 MeV/nucleon. Spectra
from all seven angles are shown, along with the statistical
uncertainties. The symbols show the data after all of the
corrections previously described. The dashed line (red online)
shows the data before the corrections for attenuation and for
neutron production by nontarget materials. The spectrum at 5◦
is dominated by neutrons from the breakup of the projectile,
resulting in a peak that is centered near the beam ion’s specific
energy (i.e., energy per nucleon). At 10◦ and 20◦, evidence
of neutrons from projectile-like fragments can still be seen,
although the peaks are broader and centered at lower energies.
At larger angles, the spectra appear to be generated from two
distinct sources: (1) evaporation from the target residues that
dominates the spectra below 20 MeV and (2) decay of the
overlap region between the projectile and target that produce
neutrons with energies from a few MeV up to hundreds
of MeV.

Figure 6 shows the double-differential spectra from the
400 MeV/nucleon Ne + ISS wall system (400 MeV/nucleon
incident upon the target, 380 MeV/nucleon at the midpoint
of the target). Double-differential spectra from the 600 MeV/
nucleon Ne + marsbar (570 MeV/nucleon at target midpoint)
system are shown in Fig. 7. Only statistical uncertainties are
shown. As with the 290 MeV/nucleon C + marsbar spectra,
neutrons can be observed coming from a projectile-like source,
a target-breakup source, and a pre-equilibrium source.

B. Angular distributions

Figures 8–10 show the angular distribution spectra
for the 290 MeV/nucleon C, 400 MeV/nucleon Ne, and
600 MeV/nucleon Ne systems, respectively. The data points,
shown with the symbols, were obtained by integrating the
experimental double-differential spectra over energy for neu-
tron energies greater than 3 MeV. The error bars include both
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FIG. 5. (Color online) Double-differential
neutron spectra from 290 MeV/nucleon C +
marsbar, at the indicated laboratory angles. The
error bars represent the statistical uncertainties.
The symbols show the data after all of cor-
rections described in Secs. III D and III E.
The dashed (red) line shows the data before
the corrections for attenuation and production
from nontarget materials. The solid (black) lines
show the fit to the data using a moving-source
parametrization. The (green) dashed histograms
show the results from a SHIELD-HIT calculation.
Results from PHITS calculations are shown with
the solid (blue) histograms. The spectra and
fits are offset by successive factors of 10, as
indicated in the legend.

statistical and systematic uncertainties. The solid lines show
the fits to the data using the following parametrization:

dσ/d� = a1 exp(−a2θ ) + a3 exp(−a4θ ), (3)

where θ is in degrees, and a1, a2, a3, and a4 are the fit
parameters. Table V shows the fitted parameters from all
three systems. The dashed lines (red online) show the data
without corrections for attenuation and for production from
nontarget materials. The dotted (blue online) and dot-dashed
(green online) lines come from calculations described in Sec V.

C. Total cross sections

Table VI contains the total cross sections, in barns, from all
three systems. The total cross sections are obtained for both the
corrected and uncorrected data. The values were obtained by
integrating the experimental double-differential spectra over
energy (for energies above 3 MeV) and over angles from 0◦ to
90◦. The data at 5◦ were integrated from 0◦ to 7.5◦; the 10◦ data

were integrated from 7.5◦ to 15◦; the 20◦ data were integrated
from 15◦ to 25◦; the 30◦ data were integrated from 25◦ to 35◦;
the 40◦ data were integrated from 35◦ to 50◦; the 60◦ data were
integrated from 50◦ to 70◦; and the 80◦ data were integrated
from 70◦ to 90◦. The uncertainties include both statistical and
systematic uncertainties. The statistical uncertainties are on
the order of 1–2%.

The total yields of neutrons per unit target mass, expressed
in units of number of neutrons per incoming ion per g/cm2 of
target, are also reported in Table VI for the corrected data only.
Those numbers were obtained by multiplying the values in the
second column by the conversion factors reported in Sec. III C.

V. MODEL COMPARISONS

A. Moving-source parametrization

The solid lines in Figures 5–7 show the fits to the corrected
data using a moving source parametrization. Three sources
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FIG. 6. (Color online) Double-differential
neutron spectra from 400 MeV/nucleon Ne +
ISS wall, at the indicated laboratory angles.
The error bars represent the statistical uncer-
tainties. The symbols show the data after all of
corrections described in Secs. III D and III E.
The dashed (red) line shows the data before
the corrections for attenuation and production
from nontarget materials. The solid (black) lines
show the fit to the data using a moving-source
parametrization. The (green) dashed histograms
show the results from a SHIELD-HIT calculation.
Results from PHITS calculations are shown with
the solid (blue) histograms. The spectra and
fits are offset by successive factors of 10, as
indicated in the legend.
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FIG. 7. (Color online) Double-differential
neutron spectra from 600 MeV/nucleon Ne +
marsbar, at the indicated laboratory angles. The
error bars represent the statistical uncertainties.
The symbols show the data after all of cor-
rections described in Secs. III D and III E.
The dashed (red) line shows the data before
the corrections for attenuation and production
from nontarget materials. The solid (black) lines
show the fit to the data using a moving-source
parametrization. The (green) dashed histograms
show the results from a SHIELD-HIT calculation.
Results from PHITS calculations are shown with
the solid (blue) histograms. The spectra and
fits are offset by successive factors of 10, as
indicated in the legend.

were assumed in the fitting: (1) breakup of the projectile, (2)
breakup of the decay of the overlap region, and (3) decay of
the target remnant.

As was done in Ref. [34], the projectile-like source was
assumed to have the form

d2σ

p2
cdpcd�c

= N exp

(
− p2

c

2σ 2

)
, (4)

where pc is the momentum of the neutron in the rest frame
of the source and σ is a width parameter that is related to
the internal momentum of nucleons within the source [41].
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FIG. 8. (Color online) Angular distribution for the 290 MeV/
nucleon C + marsbar system. The data are shown with the symbols.
The error bars include both systematic and statistical uncertainties.
The dashed (red) line shows the data without corrections for
attenuation and for production from nontarget materials. Results from
PHITS and SHIELD-HIT calculations are shown with the dotted (blue)
and dot-dashed (green) lines, respectively. The solid line comes from
a fit explained in the text.

The double-differential spectra reported here are related to the
cross section in Eq. (3) by

d2σ

dEd�
= pEc

d2σ

p2
cdpcd�c

, (5)

where Ec is the neutron’s kinetic energy in the source’s frame,
and p is the neutron’s momentum in the lab frame. Ec is related
to the kinetic energy in the lab frame by

Ec = γ (E − βp cos θ ), (6)

where β is the source velocity (v/c), γ is the Lorentz factor,
and θ is the lab angle.
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FIG. 9. (Color online) Angular distribution for the 400 MeV/
nucleon Ne + ISS wall system. The data are shown with the symbols.
The error bars include both systematic and statistical uncertainties.
The dashed (red) line shows the data without corrections for
attenuation and for production from nontarget materials. Results from
PHITS and SHIELD-HIT calculations are shown with the dotted (blue)
and dot-dashed (green) lines, respectively. The solid line comes from
a fit explained in the text.
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FIG. 10. (Color online) Angular distribution for the 600 MeV/
nucleon Ne + marsbar system. The data are shown with the symbols.
The error bars include both systematic and statistical uncertainties.
The dashed (red) line shows the data without corrections for
attenuation and for production from nontarget materials. Results from
PHITS and SHIELD-HIT calculations are shown with the dotted (blue)
and dot-dashed (green) lines, respectively. The solid line comes from
a fit explained in the text.

If one assumes an isotropic decay in their rest frame the
other two sources are given by the following Maxwellian form
(in the rest frame):

d2σ

p2
cdpcd�c

= N

(2πT )3/2
exp

(
− p2

c

2mT

)
. (7)

Table VII shows the fit parameters from all three systems.
The utility of the moving-source model is that it provides
a good parametrization of the data. However, it should be
cautioned that the set of fitted parameters is not a unique
solution, and as such no attempt should be made to extrapolate
the values listed in Table VII to model other systems involving
other projectiles, projectile energies, or targets.

In general, the moving-source parametrization does a
good job in reproducing the data. The parameters extracted
here follow the general trends of the parameters reported in
Ref. [34], with the notable exception of the width parameter
(σ ) extracted from the fit to the 290 MeV/nucleon C + marsbar
system. The value of that width parameter is lower than other
reported values, and it is lower than what is expected from the
distribution of momenta arising from the internal motion of
nucleons within the nucleus.

B. Transport model calculations

Transport model calculations are capable of tracking
primary radiation fields as they slow down or break up
in complex shielding configurations. All secondary particles
produced by nuclear interactions are tracked as well, leading
to a well-defined description of the radiation field in or
beyond shielding. The two models used here to compare
with the measured data transport the primary beam through
the beam exit window, beam scintillator, target, and air gap,
producing neutrons in any of those materials. After neutrons
are produced, they are transported through any intervening
materials between the point of production and the neutron
detector. Consequently, a more meaningful comparison be-
tween the data and transport model calculations involves
the data before any corrections for neutron production in
nontarget materials that are shadowed by the shadow bars,
or for neutron attenuation in the intervening materials. Thus,
when comparing transport model calculations with the data in
Figs. 5–10, the comparisons should be made with the solid red
lines that represent the data before the corrections previously
mentioned.

1. SHIELD-HIT model calculations

The code SHIELD-HIT [42] is an adaptation of the general-
purpose code SHIELD. It simulates the interactions of hadrons
and atomic nuclei of arbitrary charge and mass number
(Z, A) with complex extended targets in an energy range from
1 TeV/nucleon down to 1 MeV/nucleon, and to thermal
energies in the case of neutrons.

Nuclear reactions in SHIELD-HIT are simulated using
Russian nuclear models where all stages of hadron-nucleus and
nucleus-nucleus inelastic interaction are described, keeping
track of the generation and transport of all types of sec-
ondary particles down to the cutoff energy of the simulation
process. SHIELD-HIT describes inelastic nuclear reactions
using the many stage dynamical model (MSDM) [43]. The
MSDM assumes that inelastic nuclear interactions proceed
through the following subsequent stages: fast cascade, coales-
cence, pre-equilibrium decay of residual nuclei, and, finally,
equilibrated de-excitation of a nucleus. The fast cascade stage
of nuclear reactions reduces the projectile-target interaction
to a series of binary collisions between nuclear constituents
and/or produced hadrons. Below 1 GeV this stage is modeled
using the Dubna cascade model [44]. At the end of the cascade
stage, nucleons that are close to each other in momentum
space can coalesce to form complex particles such as 2H,
3H, 3He nuclei, and α particles [44]. Evolution of the excited
residual nucleus toward equilibrium is described in terms of the

TABLE V. Fit parameters for the angular distributions from all three systems, using Eq. (3). The units for a1 and a3 are b/sr, and the units
for a2 and a4 are deg−1.

System a1 a2 a3 a4

290 C + marsbar 26.9 ± 1.1 0.241 ± 0.007 1.66 ± 0.08 0.0219 ± 0.0009
400 Ne + ISS wall 30.6 ± 2.0 0.177 ± 0.011 3.9 ± 0.3 0.0169 ± 0.0012
600 Ne + marsbar 90. ± 5. 0.274 ± 0.012 5.5 ± 0.3 0.0297 ± 0.0010
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TABLE VI. Total cross sections above 3 MeV, integrated between 0◦ and 90◦, from all three systems. The second column shows the total
cross sections for the corrected data. The third column displays the total cross sections converted to units of number of neutrons/incoming ion/
g-cm2 of material. The fourth column displays the total cross sections for data not corrected for neutron attenuation and for neutron production
in nontarget materials. The results from transport model calculations (fifth and sixth columns) should be compared with the uncorrected data.

System σ (b) Neutrons/ion/(g/cm2) Uncorrected σ (b) SHIELD-HIT (b) PHITS (b)

290 MeV/nucleon C + marsbar 4.3 ± 0.4 0.18 ± 0.02 4.2 ± 0.4 3.8 2.8
400 MeV/nucleon Ne + ISS wall 12.3 ± 1.2 0.26 ± 0.03 12.7 ± 1.2 12.4 10.0
600 MeV/nucleon Ne + marsbar 10.3 ± 0.9 0.43 ± 0.04 10.6 ± 0.9 6.6 5.7

pre-equilibrium model based on a Monte Carlo solution of the
corresponding master equation [45]. In this stage nucleons and
light nuclei (A < 16) can be emitted during the equilibration
process. Further equilibrated de-excitation of the residual nu-
cleus is included through several mechanisms. For light nuclei
a modified model of the Fermi breakup [43] is used. Medium
and heavy nuclei under moderate excitation (E∗/A < 2 MeV)
suffer successive particle evaporation, including competition
of evaporation and fission for heavy nuclei [43,46]. Highly
excited nuclei (E∗/A > 2 MeV) can be disintegrated into
several excited fragments according to the statistical model
of multifragmentation (SMM) [47] with subsequent emission
of particles from the fragments.

In the default output of SHIELD-HIT, spatial distributions of
the energy deposition from ionization losses of heavy charged
particles—such as primary particles, nuclear fragments, re-
coil nuclei, and charged secondary particles from neutron
interactions—are scored. An accurate track-length algorithm
for the evaluation of the fluence differential in energy,
of both the primary ions and their secondaries, including
higher order generations of all particles, at selected regions
(zones) in the simulated geometry has been implemented.
In addition, the energy spectra of the secondary neutrons
produced inside the geometry and the decelerated spectra of
neutrons transported through and flying out from the geometry
can be scored, providing useful data for radiation protection
aspects of heavy-ion beam irradiation. For neutrons leaving the
geometry, the spectra differential in both energy and angle are
evaluated.

SHIELD-HIT calculations of the double-differential spectra
from all three systems are shown with the dashed (green online)

histograms in Figs. 5–7. The statistical uncertainties in the
calculations are less than 10%. In general, the calculations do
an excellent job in reproducing the spectral shapes shown with
the dashed (red online) lines at each angle in all three systems,
although the magnitudes of the calculated spectra are generally
lower than the measured magnitudes. SHIELD-HIT calculations
of the yields above 3 MeV at each angle are shown with the dot-
dashed (green online) lines in Figs. 8–10. The relevant data to
compare with are shown with the dashed (red online) lines. At
5◦, SHIELD-HIT underestimates the yield by over a factor of 2 in
both systems that used the marsbar target. The calculated yields
at 80◦ are underestimated in all three systems. At most other
angles, the calculated yields are in general agreement with the
data, and in some cases (notably the 290 MeV/nucleon C sys-
tem) the agreement is excellent. Calculated total yields above
3 MeV and integrated between 0◦ and 90◦ are within 10% of
the experimental yields for the 290 and 400 MeV/nucleon
systems (see Table VI). Agreement with the experimental
total yield for the 600 MeV/nucleon system is worse; the
calculated yield is 40% lower than the measured yield. In all
three systems, the calculated yields are less than the measured
yields.

2. PHITS model calculations

The heavy-ion transport code PHITS (particle and heavy
ion transport code system) [17] is based on the NMTC/JAM

code [48]. NMTC/JAM is a nucleon and meson transport code
that uses the high-energy nucleon-nucleus reaction code JAM

[49] for the intranuclear cascade calculation and GEM [50]

TABLE VII. Moving-source model fit parameters for the given systems. Source 1 is the projectile source, source 2 is the overlap-region
source, and source 3 is the target-remnant source.

290 C + marsbar 400 Ne + ISS wall 600 Ne + marsbar

Source 1 N (b) (1.44 ± 0.04) ×10−7 (1.24 ± 0.06) ×10−7 (1.20 ± 0.03) ×10−7

σ (MeV/c) 63.0 ± 0.7 86.5 ± 1.9 98.6 ± 1.0
β 0.598 ± 0.001 0.673 ± 0.002 0.756 ± 0.001

Source 2 N (b) 2.66 ± 0.05 9.9 ± 0.3 7.53 ± 0.14
T (MeV) 51.6 ± 0.6 82.2 ± 1.3 99 ± 2

β 0.346 ± 0.005 0.29 ± 0.01 0.36 ± 0.01

Source 3 N (b) 1.72 ± 0.06 5.1 ± 0.3 3.01 ± 0.14
T (MeV) 10.4 ± 0.6 4.0 ± 0.5 7.3 ± 0.6

β 0.000 ± 0.002 0.000 ± 0.001 0.000 ± 0.001
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for the evaporation and fission processes. To extend the
capabilities of NMTC/JAM to include heavy-ion transport,
PHITS uses Shen’s formula [51] to calculate the heavy-ion
total-reaction cross section, the SPAR code [52] to calculate
the stopping powers and ranges, and JQMD [53] to simulate
heavy-ion nuclear interactions. JQMD is based on the QMD

model in which nuclei are described as a self-binding system
of nucleons that are interacting with each other within the
framework of molecular dynamics. PHITS is a sophisticated
simulation code, containing many built-in tallies commonly
used for studying radiation effects, such as track length,
surface crossing, heat deposition, displacements per atom,
“star,” and reaction product yields. Both the Complex Ge-
ometry (CG) system (typically used in HETC, LAHET, and
NMTC calculations) and the General Geometry (GG) system
(used in MCNP calculations) are available for use in PHITS.

PHITS calculations of the double-differential spectra from
all three systems are shown with the solid (blue online)
histograms in Figs. 5–7. As with the SHIELD-HIT calculations,
the PHITS calculations do an excellent job in reproducing
the spectral shapes shown with the dashed (red online) lines
at each angle in all three systems. The magnitudes of the
calculated PHITS spectra are generally lower than the measured
magnitudes. PHITS calculations of the yields above 3 MeV
at each angle are shown with the dotted (blue online) lines
in Figs. 8–10. The relevant data to compare with are shown
with the dashed (red online) lines. At 5◦, PHITS calculations
underestimate the yield in both systems that used the marsbar
target, although they are somewhat closer to the measured
values than the corresponding SHIELD-HIT calculations. At
most angles, the calculated yields are in general agreement
with the measured values. Calculated total yields above
3 MeV and integrated between 0◦ and 90◦ are within 30%
of the experimental yields for the 290 MeV/nucleon system,
20% of those for the 400 MeV/nucleon system, and 45%
of those for the 600 MeV/nucleon system (see Table VI).
Comparisons of PHITS calculations with double-differential
neutron spectra from 290 MeV/nucleon C interacting in a
carbon target [17] show much better agreement with the data
than is observed here with the 290 MeV/nucleon C + marsbar
system. One possible explanation may be the thickness of
the marsbar target. Whereas PHITS calculations of thin-target
cross sections are in excellent agreement, the calculations of
stopping target neutron yields [17] typically underestimate the
measured yields, especially at forward angles. The marsbar
target used here is much thicker (5 g/cm2) than the targets
used in the 290 MeV/nucleon C + C measurement (1.8 g/
cm2) [34]. The underestimation of the data observed here
may be indicative of a trend with PHITS calculations and the
thickness of the target. It is interesting to note that the best
agreement between PHITS and data is with the thinnest target

(2.97 g/cm2 ISS wall, which is still thicker than the carbon
target used in the previous measurement).

VI. SUMMARY

Double-differential secondary neutron-production cross
sections from 290 MeV/nucleon C + marsbar (a composite
material made of simulated Martian regolith and polyethy-
lene), 600 MeV/nucleon Ne + marsbar, and 400 MeV/nucleon
Ne + ISS wall (a section of wall material from the International
Space Station) have been measured. The data were corrected
for neutron flux attenuation in intervening materials and for the
production of neutrons by materials near the target location. At
5◦, the most forward measurement in the laboratory, the spectra
show a strong contribution from projectile fragmentation,
resulting in a peak in the distribution centered about the
mean beam energy (per nucleon) in the target. Broader, less
pronounced peaks caused by projectile fragmentation can also
be seen at 10◦ and 20◦, but it is at these angles where the decay
of the overlap region between the target and projectile begins to
dominate the spectra. At the most backward angles measured
(60◦ and 80◦) the effects of target evaporation are evidenced
by the exponential behavior of the spectra for neutron energies
less than 50 MeV. Angular distributions and total production
cross sections for neutron energies above 3 MeV were also
extracted from the data. Also shown were the data without
corrections for neutron flux attenuation through the target and
for neutron production in nontarget materials. Comparisons
of the uncorrected data with SHIELD-HIT and PHITS Monte
Carlo calculations show that the codes do an excellent job of
reproducing the spectral shapes at each angle, for all three
systems. The calculations of the uncorrected angular yields
underestimate the data, in general, although in some cases the
agreement is very good. Both codes show that the calculated
magnitudes of the total uncorrected yields are underestimated
by 10–45%.
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