PHYSICAL REVIEW C 70, 034606(2004)

Dynamics of the quasielastic-®0(e,e’p) reaction at Q?~0.8 (GeV/c)?
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The physics program in Hall A at Jefferson Lab commenced in the summer of 1997 with a detailed
investigation of the'®O(e,e’p) reaction in quasielastic, constaft}, ) kinematics atQ?~ 0.8 (GeV/c)?, q
~1 GeV/c, andw=445 MeV. Use of a self-calibrating, self-normalizing, thin-film waterfall target enabled a
systematically rigorous measurement. Five-fold differential cross-section data for the removal of protons from
the Ip-shell have been obtained for<QOpn,ss<350 MeV/c. Six-fold differential cross-section data for
0<Eniss< 120 MeV were obtained for € py,iss< 340 MeV/c. These results have been used to extraciihe
asymmetry and th& , Ry, R 1, andR .17 effective response functions over a large rang&gfs and ppiss
Detailed comparisons of thepishell data with Relativistic Distorted-Wave Impulse ApproximatiDWIA),
Relativistic Optical-Model Eikonal ApproximatiotROMEA), and Relativistic Multiple-Scattering Glauber
Approximation(RMSGA) calculations indicate that two-body currents stemming from meson-exchange cur-
rents (MEC) and isobar current$lC) are not needed to explain the data at tQi& Further, dynamical
relativistic effects are strongly indicated by the observed structurédin at pniss=300 MeV/c. For
25<Ep,iss<50 MeV and piss= 50 MeV/c, proton knockout from the g,,-state dominates, and ROMEA
calculations do an excellent job of explaining the data. Howeveas,,asincreases, the single-particle behavior
of the reaction is increasingly hidden by more complicated processes, and ferp2RQ<340 MeV/c,
ROMEA calculations together with two-body currents stemming from MEC and IC account for the shape and
transverse nature of the data, but only about half the magnitude of the measured cross section. For
50< Epniss< 120 MeV and 145 p,iss< 340 MeV/c, (e,e’ pN) calculations which include the contributions of
central and tensor correlatioiisvo-nucleon correlationstogether with MEC and IGtwo-nucleon currenjs
account for only about half of the measured cross section. The kinematic consistency pfdhellIlnormal-
ization factors extracted from these data with respect to all availéble, e’ p) data is also examined in detail.
Finally, the Q?>-dependence of the normalization factors is discussed.

DOI: 10.1103/PhysRevC.70.034606 PACS nuni)er25.30.Fj, 24.70ts, 27.20+n

[. INTRODUCTION tool for the study of nuclear electromagnetic respor(ses
Refs.[1-4]). Cross-section data have provided information
used to study the single-nucleon aspects of nuclear structure
and the momentum distributions of protons bound inside the
nucleus, as well as to search for non-nucleonic degrees of
freedom and to stringently test nuclear theories. Effective

Exclusive and semi-exclusi\e, €’p) in quasielasti€QE)
kinematics has long been used as a precision

*Corresponding author. Email address: response-function separatiSr’rmve been used to extract de-
kevin.fissum@nuclear.lu.se tailed information about the different reaction mechanisms

"Present address: University of Connecticut, Storrs, Connecticutontributing to the cross section since they are selectively
06269, USA. sensitive to different aspects of the nuclear current.

*Present address: TRIUMF, Vancouver, British Columbia, Canada Some of the first (e,e’p) energy- and momentum-
V6T 2A3. distribution measurements were made by Amaidal. [5].

Spresent address: NIKHEF, Amsterdam, The Netherlands. These results, and those which followeszte Refs[1,2,6),

'Present address: Carnegie Mellon University, Pittsburgh, Pennwere interpreted within the framework of single-particle
sylvania 15217, USA. knockout from nuclear valence states, even though the mea-

1Kinematically, an electron scattered through an amglgansfers  sured cross-section data was as much as 40% lower than
momentumq and energyw with Q°=q*-w® The ejected proton predicted by the models of the time. The first relativistic

has massn,, momentump,,, energyE,, and kinetic energyf,. In - calculations for(e,e’p) bound-state proton knockout were
QE kinematics,wzQZIZmp. The cross section is typically mea-

sured as a function of missing eneyjss=w—-T,-Tgand missing

momentumpmissz|q—pp|. Tg is the kinetic energy of the residual 2In the One-Photon Exchange Approximati@PEA), the unpo-
nucleus. The lab polar angle between the ejected proton and virtuédrized (e,e’p) cross section can be expressed as the sum of four
photon isf),, and the azimuthal angle is. 6,,>0° corresponds to  independent response functio: (longitudina), Ry (transversg
¢=180°, 6,> 6, and Pmiss Gpq<<0° corresponds to¢=0°, R 1 (longitudinal-transverse interferenceand Ry (transverse-
0p< 0y and Prjss transverse interferengeSee also Eq4).
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performed by Picklesimer, Van Orden, and Wallg@e9].

Such Relativistic Distorted-Wave Impulse Approximation g
(RDWIA) calculations are generally expected to be more ac—g
curate at highe®?, since QEe,e'p) is expected to be domi-

0-,

= [
nated by single-particle interactions in this regime of four- & oL
momentum transfer. E —— Q2=0.2(GeV/c)® (filled) o
Other aspects of the structure as well as of the reactior I Q2= 0.3 (GeV/c)2 (open) V2
mechanism have generally been studied at higher missing ;
energy(Emisd- While it is experimentally convenient to per- | P E N T T S

form measurements spanning the valence-state knockout ar ofF -
higher E,;;ss €Xcitation regions simultaneously, there is as of "E :
yet no rigorous, coherent theoretical picture that uniformly = -
explains the data for alEss and all missing momentum r
(Pmis9- In the past, the theoretical tools used to describe the® -1of
two energy regimes have been somewhat different. Mithel :
and Dickhoff[10] suggest that the regions are related mainly -
by the transfer of strength from the valence states to highe! r

Emiss ool v v L b e L L
The nucleus'®0 has long been a favorite of theorists, 0 100 200 300
since it has a doubly closed shell whose structure is thus Pmiss [MeVic]
easier to model than other nuclei. It is also a convenient
target for experimentalists. While the knockout gi-ghell FIG. 1. Longitudinal-transverse interference effective responses

protons from'®0 has been studied extensively in the past afi.t @s a function ofpp;ss for the removal of protons from the
lower Q2, few data were available at highEr,<sand no data 1p-shell of 0. The open and filled circles were extracted from QE

. . . . H H 2 — 2
were available at highe®? when this experiment was con- data obtained b2y Chinitzet 2‘3"- at Q°=0.3(GeVi/c) ang
ceived in 1989. Spaltroet al. at Q“=0.2 (GeV/c)4, respectively. The dashdd

=0.3(GeV/c)?] and solid[Q?=0.2 (GeV/c)?] curves are modern
RDWIA calculations. Overall, agreement is good, and improves

o o
A. 1p-shell knockout with increasingQ”.

The knockout of p-shell protons in®O(e,e’p) was
studied by Bernheinet al. [11] and Chinitzet al. [12] at
Saclay, Spaltroet al. [13] and Leuschnert al. [14] at  fight asymmetryA " to “spinor distortion”(see Appendix
NIKHEF, and Blomqvist et al. [15] at Mainz at A1), especially for the removal of bound-state protons. Such
Q?<0.4(GeV/c)2 In these experiments, cross-sectioncalculations predict that proper inclusion of these dynamical
data for the lowest-lying fragments of each shell wererelativistic effects is needed to simultaneously reproduce the
measured as a function @, and normalization factors Cross-section data v, andRr.
(relating how much lower the measured cross-section data Figure 1 shows the effective resporigg as a function of
were than predictad were extracted. These published Prmissfor the removal of protons from thepishell of *°0 for
normalization factors ranged between 0.5 and 0.7, but Kellfhe QE data obtained by Chiniez al. at Q°=0.3(GeV/c)?
[2,4] has since demonstrated that the Mainz data suggeé®pen circley and Spaltroet al. at Q°=0.2 (GeV/c)? (solid
a significantly smaller normalization fact¢see also Table circles together with modern RDWIA calculationgsee
X). Secs. IV and V for a complete discussion of the calcula-
Several calculations exigsee Refs[16—21) which dem-  tions). The solid lines correspond to the G@eV/c)? data,
onstrate the sensitivifyof the longitudinal-transverse inter- while the dashed lines correspond to 9&=0.3 (GeV/c)?
ference response functioR ;1 and the corresponding left- data. Overall, agreement is good, and as anticipated, im-
proves with increasing?.

%n the nonrelativistic Plane-Wave Impulse Approximation B. Higher missing energies

(PWIA), the transverse amplitude in tig 1 response is uniquely Few data are available f3fO(e, e’p) at higherE, s and

determined by the convection current. At highef, it is well- )\, of what is known about this excitation region is from
known that the convection current yields small matrix elements. As

a result, the nonrelativistic Impulse Approximatigi\) contribu-

tions which dominateR_ and Ry are suppressed iR_t (and thus Ar=[c(p=0°)-0o(p=180°)]1/[o(p=0°)+0o(=180°]. At

A_1). Hence, these observables are particularly sensitive to anis a particularly useful quantity for experimentalists because it is
mechanisms beyond the IA, such as channel coupling and relativsystematically much less challenging to extract than either an abso-
istic and two-body current mechanisif&9]. lute cross section or an effective response function.
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studies of other nuclei such &C. At MIT-Bates, a series of tracking somtillators
12C(e,e’p) experiments have been performed at missing en- chamber
ergies above the two-nucleon emission threshiskk Refs.

[22—-2§). The resulting cross-section data were much larger

than the predictions of single-particle knockout modelis.

particular, Ulmeret al. [23] identified a marked increase in

the transverse-longitudinal dif'feren&—s_.6 A similar in-

crease has subsequently been observed by Lahah for @
8Li [27], by van der Steenhovest al. for *2C [28], and most ~ 5EM  BPMs

recently by Duttaet al. for *°C [29], *®Fe, and'®’Au [30].

The transverse increase exists over a large range of four scaitering @ @ S
momentum transfers, though the excess at loygy, seems chamber gibeis
to decrease with increasin®?. Theoretical attempts by scintillators
Takaki [31], the Ghent Grougd32], and Gil et al. [33] to
[31] 132 [33] HRS, 2032

explain the data at higB,ss using two-body knockout mod-
els coupled to Final-State Interactio(8Sl) have not suc-
ceeded. Even for QE kinematics, this transverse increasi
which starts at the two-nucleon knockout threshold seems tc
be a strong signature of multinucleon currents.

>

to beam dump o

FIG. 2. The experimental infrastructure in Hall A at Jefferson
Il. EXPERIMENT Lab at the time of this experiment. The electron beam passed
through a beam-current monitdBCM) and beam-position moni-
&ors(BPMs) before striking a waterfall target located in the scatter-
ing chamber. Scattered electrons were detected in the,HR8le

This experimen{34,35, first proposed by Bertozzt al.
in 1989, was the inaugural physics investigation performe

in Hall A [36] (the High Resolution Spectrometer Hai the knocked-out protons were detected in the RBoninteracting

Thomas f]eﬁerson National AC_Celerator Facinﬂ)ta@ [37]. . electrons were dumped. The spectrometers could be rotated about
An overview of the apparatus in the Hall at the time of this o central pivot.

measurement is shown in Fig. 2. For a thorough discussion
of the experimental infrastructure and its capabilities, the in- .
terested reader is directed to the paper by Alcetral. [38]. ered fo the target to an accuracy of 24@]. Beam-position

For the sake of completeness, a subset of the aforemention n't?[ﬁ(BbPMs) [‘:3;544{ wercf used to ensutrﬁ th%t 2the Io?a—
information is presented here. ion of the beam at the target was no more than 0.2 mm from

the beamline axis, and that the instantaneous angle between
the beam and the beamline axis was no larger than
A. Electron beam 0.15 mrad. The readout from the BCM and BPMs was con-

Unpolarized 70uA continuous electron beams with ener- tinuously passed into th_e data stre_@ﬁ]. Nqninteracting
gies of 0.843, 1.643, and 2.442 Gevorresponding to the electrons were dumped in a well-shielded, high-power beam

virtual photon polarizations shown in Tablgwere used for dump([46] located roughly 30 m from the target.

this experiment. A subsequent analysis of the data demon-

strated that the actual beam energies were within 0.3% of the B. Target

nominal valueg39]. The typical laboratory +& beam enve- A waterfall target[47] positioned inside a scattering
lope at the target was 0.5 m¢horizonta) by 0.1 mm(ver-  champer located at the center of the Hall provided th® H
tical). Beam-current monitorigt0] (calibrated using an Unser se for this study of°0. The target canister was a rectan-
monitor [41]) were used to determine the total charge deIiv—gu|ar box 20 cm long 15 cm widex 10 cm high contain-

ing air at atmospheric pressure. The beam entrance and exit

51s-shell nucleons are generally knocked out from high-densityVindows to this canister were, respectively, &t and
regions of the target nucleus. In these high-density regions, the IA i€9 #m gold-plated beryllium foils. Inside the canister, three
expected to be less valid than for knockout from the valence
1p-shell states lying near the surface. In this region of “less-valid” TABLE I. The QE, constantq,») kinematics employed in this
IA, sizeable contributions to thesishell cross-section data arise measurement. At each beam energy; 1 GeV/c, w=445 MeV,
from two-nucleon current contributions stemming from meson-and Q?~0.8 (GeV/c)2.
exchange currentdMEC) and isobar currentdC). In addition to
affecting the single-nucleon knockout cross section, the two- Epeam 6e Virtual photon 0,

nucleon currents can result in substantial multi-nucleon knockout (Gev) ©) polarization (Eg
contributions to the higheE, s continuum cross sectiof89].

®The transverse-longitudinal difference 8-S, where S, 0.843  100.76 0.21 0, 8, 16
= oMo xRx/ 0%, and Xe{T,L}. o, represents components of the  1.643 37.17 0.78 0, +8
off-shell ep cross section and may be calculated using the CC1, 5442 23.36 0.90 0,+2.5, +8, +16, +20

CC2, or CC3 prescriptions of de Ford4t7].
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TABLE Il. Selected results from the optics commissioning.  racy of 0.3 mrad at every angular locatifs0]. The status of
the magnets was continuously monitored and logjgksl.

Resolution Reconstruction The detector packages were located in well-shielded de-
Parameter (FWHM) accuracy  tector huts built on decks located above each spectrometer
Out-of-plane angle 6.00 mrad £0.60 mrad (approximately 25 m from the target and 15 m above the

floor of the Hal). The bulk of the instrumentation electronics
was also located in these huts, and operated remotely from
Yiarget 2.00 mm 0.20 mm  the Counting House. The HRSletector package consisted
Ap/p 2.5x10% of a pair of thin scintillator planef51] used to create trig-
gers, a Vertical Drift ChambeivDC) package 52,53 used

for particle tracking, and a GaSerenkov countef54] used
thin, parallel, flowing water films served as targets. Thisto distinguish betweem™ and electron events. Identical ele-
three-film configuration was superior to a single filnx 3  ments, except for the Ga€erenkov counter, were also
thicker because it reduced the target-associated multiple scagresent in the HRSdetector package. The status of the vari-
tering and energy loss for particles originating in the first twoous detector subsystems was continuously monitored and
films and it allowed for the determination of the film in logged[45]. The individual operating efficiencies of each of
which the scattering vertex was located, thereby facilitating ahese three devices was99%.

better overall correction for energy loss. The films were de-

fined by 2 mmx 2 mm stainless-steel posts. Each film was

separated by 25 mm along the direction of the beam, and D. Electronics and data acquisition

was rotated beam right SECh. that the normal to the f|.Im U™ Eora given spectrometer, a coincidence between signals
face made an angle of 30° with respect to the beam dlrectlor%ro

This geometry ensured that particles originating from an m the two trigger-scintillator planes indicated a "single-
IS ge y ; P 9 g frc Yarm” event. Simultaneous HR%nd HRS singles events
given film would not intersect any other film on their way

. were recorded as “coincidence” events. The basic trigger
into the spectrometers. : : :
. logic [55] allowed a prescaled fraction of single-arm events

%o be written to the data stream. Enough HR&gles were

the speed of the water f.IOW thrpugh the target qup via ataken for a 1% statistictH(e, e) cross-section measurement
pump. The average film thicknesses were fixed at

C t each kinematics. Each spectrometer had its own VME
(130+2.5% mg/cn? along the direction of the beam a
throughout the experiment, which provided a good trade-o rate (for scalery and FASTBUS crate(for ADCs and

between resolution and target thickness. The thickness of th DCs). The crates were managed by readout controllers

cetral vate fim was determined by compariiple.) | CC. 1 SO0 (o overseeing the sae of e . 2
cross-section data measured @t=330 MeV/c obtained 99 P g 99

. the ROCs to read out the crates on an event-by-event basis.
0,
frqm both fche ﬂlm. and 4155:+1.5%9 mg/cn? BeO target The VME (scalej crate was also read out every ten seconds.
foil placed in a solid-target ladder mounted beneath the targ n event builde(EB) collected the resulting data shards into
canister. The thicknesses of the side films were determine

b ing th | ol ents. An analyzer/data distribut¢ANA/DD) analyzed
y comparing the concurrently measuréd(e,e) cross sec- and/or sent these events to the disk of the data-acquisition

tion obtained from these side films to that obtained from thecomputer. The entire data-acquisition system was managed
central film. Instantaneous variations in the target-film thick-using the software toolkitoDA [56].

nesses were monitored throughout the entire experiment by Typical scaler events were about 0.5 kb in length. Typical

continuously measuring thiH(e,e) cross section. single-arm events were also about 0.5 kb, while typical co-
incidence events were about 1.0 kb. The acquisition dead-
C. Spectrometers and detectors time was monitored by measuring the TS output-to-input ra-
_ . . tio for each event type. The event rates were set by varying
The base apparatus used in the experiment was a pair gfe prescale factors and the beam current such that the DAQ
qptlcally identical 4 GeV¢ superconducting High Resolu- computer was busy at most only 20% of the time. This re-
tion SpectrometeréHRS) [48]. These spectrometers have a g jied in a relatively low event rata few kH2), at which the
nominal 9% momentum bite and a FWHM momentum resojecironics deadtime was1%. Online analyzergs7] were
lution Ap/p of roughly 104, The nominal laboratory angular sed to monitor the quality of the data as it was taken. Even-
acceptance is +25 mrathorizontaj by +50 mrad(vertica).  ya]ly, the data were transferred to magnetic tape. The ulti-
Scattered electrons were detected in the Electron Spectrofjsate data analysis was performed on the DEC-8400 CPU
eter (HRS,), and knocked-out protons were detected in thegarm ABACUS [58] at the Massachusetts Institute of Tech-

Hadron SpectrometéHRS,) (see Fig. 2 Before the experi- nology using the analysis packagsPACE[59].
ment, the absolute momentum calibration of the spectrom-

eters was determined tp/p=1.5x 1073 [39]. Before and

during the experiment, both the optical properties and accep- 1. ANALYSIS

tances of the spectrometers were studi&®. Some optical

parameters are presented in Table Il. During the experiment, The interested reader is directed to the Ph.D. theses of
the locations of the spectrometers were surveyed to an accao[60] and Liyanagd61] for a complete discussion of the

In-plane angle 2.30 mrad +0.23 mrad
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suggested by Owen$2]. These per-film yields were then
normalized individually.

B. Normalization

The relative focal-plane efficiencies for each of the two
spectrometers were measured independently for each of the
three water films at every spectrometer excitation used in the
experiment. By measuring the same single-arm cross section

Pmiss [MeV/c]

100 i Lo '1' S E— at different locations on the spectrometer focal planes, varia-
P32

tions in the relative efficiencies were identified. The position
variation across the focal plane was investigated by system-
atically shifting the central excitation of the spectrometer
about the mean momentum setting in a series of discrete
steps such that the full momentum acceptance was
“mapped”. A smooth, slowly varying dip-region cross sec-
tion was used instead of a single discrete peak for continuous
coverage of the focal plane. The relative-efficiency profiles

Counts

Counts

100 -

200 204 208
Coincidence Time-of-Flight [ns]

0 S S were unfolded from these data using the progmBLEFF
0 20 40 60 8  [63] by Baghaei. For each water film, solid-angle cuts were
Epics  [MeV] then applied to select the “flat” regions of the angular accep-

tance. These cuts reduced the spectrometer apertures by

FIG. 3. Yield spectrum obtained &.,=0.843 GeV andd,, roughly 20% to about 4.8 msr. Finally, r_elative-momentum
=+8°, corresponding tp,<s=148 MeV/c. Pion rejection has been CUts were applied to select the flat regions of momentum
performed, and all timing corrections have been applied. The toficceptance. These cuts reduced the spectrometer momentum
panel shows a scatterplot @f,ss VersusE,«s The dark vertical —acceptance by roughly 22% to —3.7€65<3.3%. The re-
bands project into the peaks located at 12.1 and 18.3 MeV in théulting acceptance profile of each spectrometer was uniform
bottom panel. These peaks correspond to protons knocked-out 6 within 1%.
the 1p,/,- and Ipy,-states of*®0, respectively. Th& s resolution The absolute efficiency at which the two spectrometers
was roughly 0.9 MeV FWHM, which did not allow for separation operated in coincidence mode was given by
of the Z,,,1dgs,-doublet located atE,ss=17.4 MeV from the
1psjo-state at 18.3 MeV. The bump located at roughly 23 MeV is a €= € €p " Ecoins 1)
negative-parity doublet which was not investigated. The inserRN
shows the corresponding optimized coincidence TOF peak whiclg
has a FWHM of 1.8 ns. The signal-to-noise ratio was about 8:1 ir}
these kinematics.

here €. was the single-arm HRSefficiency, €, was the
ingle-arm HR§ efficiency, ande.,, was the coincidence-
rigger efficiency. The quantitye,-e.,) was measured at
0pq=0° andEye,,=0.843 GeV using théH(e, e) reaction. A
0.7 msr collimator was placed in front of the HR$ these
Rﬁ'lematics, the cone of recoil protons fit entirely into the
central flat-acceptance region of the HR$he number of
'H(e,e) events where the proton was also detected was com-
pared to the number dH(e,e) events where the proton was
The identification of coincidencée,e’p) events was in not detected to yield a product of efficienciés,- ecoin) Of
general a straightforward process. Software corrections wer@8.9%. The 1.1% effect was due to proton absorption in the
applied to remove timing variations induced by the trigger-waterfall target exit windows, spectrometer windows, and
scintillator circuit and thus sharpen all flight-time peaks.the first layer of trigger scintillators. Since the central field of
These included corrections to proton flight times due tothe HRS was held constant throughout the entire experi-
variations in the proton kinetic energies, and corrections foiment, this measurement was applicable to each of the hadron
variations in the electron and proton path lengths through th&inematics employed. A similar method was used to deter-
spectrometers. Pion rejection was performed using a flightmine the quantity(e,-e.0in) at each of the three HRSield
time cut for 7*s in the HRG and the Ga€erenkov forr™s  settings. Instead of a collimator, software cuts applied to the
in the HRS. A sharp, clear, coincidence Time-of-Flight recoil protons were used to ensure that the cone of scattered
(TOF) peak with a FWHM of 1.8 ns resulte@ee Fig. 3. electrons fit entirely into the central flat-acceptance region of
High-energy correlated protons which punched through théhe HRS. This product of efficiencies was99%. Thus, the
HRS, collimator (<10% of the prompt yielgwere rejected coincidence efficiency.,, was firmly established at nearly
by requiring both spectrometers to independently reconstruct00%. A nominal systematic uncertainty of +1.5% was at-
the coincidence-event vertex in the vicinity of the same wadtributed toe.
ter film. The resulting prompt-peak yields for each water film  The quantity(L - €.), whereL is the luminosity(the prod-
were corrected for uncorrelatgdandomn) events present in uct of the effective target thickness and the number of inci-
the peak-time region on a bin-by-bin basis as per the methodent electronswas determined to +4% by comparing the

data analysis. For the sake of completeness, a subset of t
aforementioned information is presented here.

A. Timing corrections and particle identification
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1.2

than the experimental acceptance in all dimensiprishe
pseudodata were binned exactly as the real data, and uni-
fitis 1.00 + 0.01 formly on both sides of]. At each kinematics, the bin with
the largest volumé&V,,,, was located. Only bins subtending
11k volumes larger than 50% dfV,,,, were analyzed further.

Corrections based on the TS output-to-input ratio were
applied to the data to account for the acquisition deadtime to
coincidence events. On average, these corrections were
roughly 20%. An acquisition Monte Carlo by Liaf§6] was
TE $ § $ used to cross-check these corrections and establish the abso-

' lute uncertainty in them at 2%.

Corrections to the per-film cross-section data for electron
radiation before and after scattering were calculated on a
bin-by-bin basis in two ways: first using a version of the
codeRADCOR by Quint[67] modified by Florizong68], and
independently, the prescriptions of Borie and Dresg¢h8]
modified by Temploret al.[70] for use within the simulation
packagemceep written by Ulmer[71]. The two approaches
N R T T S agreed to within the statistical uncertainty of the data and
amounted to<55% of the measured cross section for the
bound states, anec15% of the measured cross section for

FIG. 4. MeasuredH(e,e) cross-section data normalized to the the continuum. Corrections foor proton radiation at these en-
absolute predictions of a parametrization at simi@# Statistical ergies are much less than 1% and were not performed.
error bars are shown. The data shown were taken over the course of

a three-month run period. The different data points for e&gh,
represent different HRSangular settings.

H(e,e) measured / H(e,e) parametrized
—-—
—-—

0.843 GeV 1.643 GeV 2.442 GeV

time [arb. units]

C. Cross section

The radiatively corrected average cross section in the bin

B(AE iss: APmisss Aw, AQ?) was calculated according to
measuredH(e,e) cross section for each film at each of the

electron 2kinematics to a parametrization established at a déo > Risoeerp) ( Y, ) 3
similar Q- by Simonet al. [64] and Priceet al.[65] (see Fig. _ =T Ay )
4). The results reported in this paper have all been normal- dwdQedEmisdQp/n (L - €)(€&p - €coin) \AVp
ized in this fashion. As a consistency check, a direct absoluteshere Y,, was the total number of real events which were
calculation of(L -e,) using information from the BCMs, the detected iNb(AEiss, APmisss Aw,AQ?), AV, was the phase-
calibrated thicknesses of the water films, and the single-arrapace volume, an®Rispe,erp) Was a correction applied to
HRS, efficiency agrees to within uncertainty. account for events which radiated in or out &%,. The

At every kinematics, a Monte Carlo of the phase-spaceaverage cross section was calculated as a functioB,@f
volume subtended by each experimental bin was performedor a given kinematic settingBound-state cross-section data
For each water foilN, software(e,e’p) events were gener- for the Ip-shell were extracted by integrating over the appro-
ated, uniformly distributed over the scattered-electron angbriate range inE,, Weighting with the appropriate
knocked-out proton momeni@, p,) and in-plane and out- Jacobiar?.
of-plane angleg g, b, ¢y, 6,). For each of these events, all
of the kinematic quantities were calculated. The flat-
acceptance cuts determined in the analysis of the relative
focal-plane efficiency data were then applied, as were all In the One-Photon Exchange Approximation, the unpolar-
other cuts that had been performed on the actual data. Theed six-fold differential cross section may be expressed in
pristine detection volumaVy(Emiss Pmisss @, Q%) Subtended
by a binb(AE s APmisss Aw, AQ?) containingN, pseudoev-
ents was thus

D. Asymmetries and response functions

"When necessary, the differential dependencies of the measured
cross-section data were changed to match those employed in the
theoretical calculations. The pristine detection volume
AVp(Emiss: Pmisss @, Q%) Was changed to a weighted detection vol-
ume by weighting each of the trials with the appropriate Jacobi-
an(s).

8The difference between cross-section data averaged over the re-

) duced spectrometer acceptances and calculated for a small region of
the central kinematics was no more than 1%. Thus, the finite accep-
tance of the spectrometers was not an issue.

where the quantityApg-AQ,) - (Ap,-AQ,) was the total vol- *This Jacobian is given bYIE miss/ IPp=Pp/ Ep+Pp-Pe/ PpEg.
ume sampled over in the Monte Caxlpurposely set larger whereEg=p3+m.

N
AV (Eniss Priss Q%) = 1 L(APe + AQ0) - (Ap, - AQy)],
0
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terms of four independent response functiongdsee Refs. TABLE 1ll. Kinematic-dependent systematic uncertainties

[2,9,72) folded into themceEeP simulation series.

d°r Quantity Description )

dwdOdE, d0. Kovor[vi R+ vtRr + v 1R 1 cog¢h)
erTmissTER Ebeam Beam energy 181073
+vr7Rrr cOS24)], (4) Poeam In-plane beam angle Ignoréd
whereK is a phase-space factary,, is the Mott cross sec- bheam Out-of-plane beam angle 2.0 mrad
tion, and thev; are dimensionless kinematic factdPddeal Pe Scattered electron momentum  X30°3
response functions are not directly measurable because elec- de In-plane scattered electron angle 0.3 mrad
be separated exactly. The effective response functions which D Proton momentum 1.8 1073
are extracted by applying E¢4) to the data are denotdr| P
o S o In-plane proton angle 0.3 mrad

(longitudinal, Ry (transversg R, 1 (longitudinal-transverge
and Ry (transverse-transverseThey contain all the infor- O Out-of-plane proton angle 2.0 mrad

mation which may be extracted from the hadronic systenfas previously mentioned, the angle of incidence of the electron

using (e,e’'p). Note that they; depend only onw,Q?, 6,),
while the response functions depend @n Q?, Eiss Prmis)-

beam was determined using a pair of BPMs located upstream of the
target(see Fig. 2 The BPM readback was calibrated by comparing

The individual contributions of the effective responsethe location of survey fiducials along the beamline to the Hall A
functions may be separated by performing a series of crossurvey fiducials. Thus, in principle, uncertainty in the knowledge of

section measurements varyingand/or¢, but keepingy and

the incident electron-beam angle should be included in this analysis.

o constant! In the case where the proton is knocked-out ofHowever, the simultaneous measurement of the kinematically over-

the nucleus in a direction parallel tp (“parallel” kinemat-
ics), the interference termR  andRyr vanish, and a Rosen-
bluth separatior73] may be performed to separa® and

Rr. In the case where the proton is knocked-out of th

nucleus in the scattering plane with a finite anglg with
respect taq (“quasiperpendicular” kinematigsthe asymme-

determinele(e,ep) reaction allowed for a calibration of the abso-
lute kinematics, and thus an elimination of this uncertainty. That is,
the direction of the beam defined the axis relative to which all

eangles were measured Vibl(e,ep).

dependent uncertainties and scale uncertainties. For a com-
plete discussion of how these uncertainties were evaluated,

try Air and the interferenc® r may be separated by per- the interested reader is directed to a report by Fissum and
forming symmetric cross-section measurements on eithedimer [74]. For the sake of completeness, a subset of the

side ofq (¢=0° and$=180°. The contribution oR; can-
not be separated from that Bf with only in-plane measure-

aforementioned information is presented here.
In a series of simulations performed after the experiment,

ments; however, by combining the two techniques, an intermceer was used to investigate the intrinsic behavior of the

combination of response functiol®, R, and

esting
2 may be extracted.

RL+TT

cross-section data when constituent kinematic parameters
were varied over the appropriate experimentally determined

For these data, effective response-function separationginges presented in Table Ill. Based on the experimental
were performed where the phase-space overlap between kiata, the higtg, s region was modeled as the superposition
nematics permitted. For these separations, bins were selectefla peak-like %,,,-state on a flat continuum. Contributions

only if their phase-space volumesV, were all simulta-
neously=50% of AV, 4

E. Systematic uncertainties

to the systematic uncertainty from this flat continuum were
taken to be small, leaving only those from ths;J-state.

The®O(e, e’ p) simulations incorporated as physics input the
bound-nucleon RDWIA calculations detailed in Sec. V A,

The systematic uncertainties in the cross-section measur#hich were based on the experimentatghell data.

ments were classified

%The phase-space factdt is given in Eq.(A2), while oyen
= a?c0S( 0,/ 2) 1 42, ,,sin(6e/ 2). The dimensionless kinematic fac-
tors are as follows:v, =Q*/q*% vr=Q%/2q%+tark(6./2), v T

=(Q%/9?)\Q?/g?+tarf(6./2), andvr=Q?%/2q2.

The accuracy of the effective response-function separation d

pends on precisely matching the valuesgofind w at each of the

into two categories—kinematic-

For each kinematics, the central water foil was consid-
ered, and 1M events were generated. In evaluating the simu-
lation results, the exact cuts applied in the actual data analy-
ses were applied to the pseudo-data, and the cross section
was evaluated for the identicp),ss bins used to present the
results. The experimental constraints to the kinematic-
dependent observables afforded by the overdetermined

erH(e,ep) reaction were exploited to calibrate and constrain

different kinematic settings. This precise matching was achieved bj'® €xperimental setup. The in-plane electron and proton

measuring'H(e, ep) with a pinhole collimatoin practice, the cen-
tral hole of the sieve-slit collimatoiplaced in front of the HRS
The measured proton momentum was thu¥he 'H(e,ep) proton
momentum peak was determined Ap/p=1.5X 1074, which al-
lowed for an identical matching af for the different kinematic
settings.

YRirr=R+(Vrr/ VDR

angles ¢, and ¢, were chosen as independent parameters.
When a known shift ing, was madeg, was held constant
and the complementary variablBg,,m Pe, andp, were var-

ied as required by the constraints enforced by 'tHée, ep)
reaction. Similarly, when a known shift i, was made g,
was held constant and the complementary variaBlgg,

Pe: and p, were varied as appropriate. The overall con-
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TABLE IV. A summary of the scale systematic uncertainties The scale systematic uncertainties which affect each of
contributing to the cross-section data. The first seven entries do nghe cross-section measurements are presented in Table IV. As
contribute to the systematic uncertainties in the reported crosgpreviously mentioned, thé6O(e,e’p) cross-section results
section dat.a as théey contribute equally to Jth.iée,e) cross-section reported in this paper have been normalized by comparing
data to which theé“O(e,e'p) data are normalized. simultaneously measuré#i(e,e) cross-section data to a pa-
rametrization established at a simil@? Thus, the first
seven listed uncertainties simply divide out of the quotient,
7IbAQ Data acquisition deadtime correction 2.0 Such that only the subsequent uncertainties affect the results.

The average systematic uncertainty associated with a

Quantity Description & (%)

Telec Flectronics deadtime correction 1.0 1p-shell cross section was 5.6%, while that for the con-
Pt EﬁeCt'V? tgrget thickness 25 tinuum was 5.9%. The small difference was due to contami-
Ne Number of incident electrons 2.0 pation of the highE,, data by collimator punch-through
€e Electron detection efficiency 1.0 events.
AQZ2 HRS, solid angle 2.0 The quality of these data in terms of their associated sys-
€e €p” €coin Product of electron, proton, and 1.5  tematic uncertainties was clearly demonstrated by the results
coincidence efficiencies obtained for the effective response-function separations. In
_ Fig. 5, cross-section data for th@-shell measured in paral-
L-e Obtained from a form-factor 4.0

lel kinematics at three different beam energies are shown as

parametrization ofH(e,e) a function of the separation lever amn/v,. The values of

Risoeerp)” Radiative correction to the 2.0 the effective response functiog (offset and Ry (slope
*%0(e,e'p) data were extracted from the fitted line. The extremely linear
Riyee  Radiative correction to théH(e,e) data 2.0  trend in the data indicated that the magnitude of the system-
€p* €coin Product of proton and coincidence<1.0  atic uncertainties was small, and that statistical uncertainties
efficiencies dominated. This is not simply a test of the One-Photon Ex-
AQ® HRS, solid angle 2.0 change ApproximatiotOPEA) employed in the data analy-
Punchthrough Protons which punched through 2.0 SIS as it has been demonstrated by Trahial. [75] and
the HRS, collimator Udias [76] that the linear behavior of the Rosenbluth plot

*The systematic uncertainties in the solid angi€k, andAQ, were
quantified by studying sieve-slit collimator optics data at each of the
spectrometer central momenta employed. The angular locations o
each of the reconstructed peaks corresponding to thé [attice of

holes in the sieve-slit plate were compared to the locations pre-
dicted by spectrometer surveys, and the overall uncertainy wasg
taken to be the quadratic sum of the individual uncertainties.

bAt first glance, it may be surprising to note that the uncertainty due
to the radiative correction to the data is included as a scale uncer
tainty. In general, the radiative correction is strongly dependent on
kinematics. However, theptshell data analysis, and for that matter .OE
any bound-state data analysis, involNBggs cuts. These cutstoa ¥ 30F R =(235£1.18) fm®
large extent remove the strong kinematic dependence of the radiaB Ry = (9.40 £ 1.39) fm3
tive correction, since only relatively small photon energies are in-
volved. In order to compensate for any remaining weak kinematic
dependence, the uncertainty due to the radiative correction wa:
slightly overestimated. 10
High Epss data only.

30 R =(1.82%1.17)m®
Rr=(7.58 % 1.42) fm®

£
=
—_
o |
>
=
S

strained uncertainty was taken to be the quadratic sum of the
two contributions.

The global convergence of the uncertainty estimate was
examined for certain extreme kinematics, where 10M-event
simulations(which demonstrated the same beha)llwer.e p-shell of *0 measured in parallel kinematics at three different
performed. The behavior of the uncertainty as a function of ., energies as a function of the separation leveraim . The
Prmiss Was also in\{estiga_ted by examining the uncertainty ir?data points correspond to beam energies of 2.442, 1.643, and
the momentum bins adjacent to the reported momentum bi§ g43 Gev from left to right. The effective response functicts
in exactly the same fashion. The kinematically induced sySioffset andR; (slopg have been extracted from the fitted line. The
tematic uncertainty in thé°O(e, e'p) cross-section data was yncertainties shown are statistical only. The extremely linear behav-
determined to be dependent uppg;ss With an average ior of the data(which persists even after corrections for Coulomb
value of 1.4%. The corresponding uncertainties in thedistortion are appliedindicates that the statistical uncertainties
'H(e,e) cross-section data were determined to be negligiblewere dominantsee Sec. Il E for a complete discussion

v/ v

FIG. 5. Cross-section data for the removal of protons from the
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FIG. 6. R.1 for 6,;=%8° (pmiss= 145 MeV/c) as a function of _
Epniss fOr Epean=1.643 GeV and 2.442 GeV. Statistical uncertainties ~ FIG. 7. Comparisons between RPWIA and RDW(J4( cal-
only are shown. The statistical agreement over a broad range @hlations for the removal of protons from thp,}-state of'0 as a
Enmiss €mphasizes the systematic precision of the measurefseat  function of pyss for Epeani=2.442 GeV. In the upper panels, the
Sec. Il E for a complete discussipnNote that the averages of solid curves represent the reduced cross section for both the
theseR, 1 values are presented as fhg.=145 MeV/c data in Fig. RDWIAopg) and the RPWIA calculationgsee the text for de-
22. tails). The dashed curves correspond to the momentum distribu-
tions. In the lower panels, RDW|Aopq/RPWIA reduced cross-
section ratios are shown. Agreement to much better than 1% is

persists even after Coulomb distortion is included. ) _ : .
eobtalned for both kinematics over the entpgiss range.

Given the applicability of the OPEA at these energies, th
quality of the data was also demonstrated by the results ex-
tracted from identical measurements which were performedent to RDWIA for largeQ?, but more efficient because a
in different electron kinematics. The asymmetrigs: and  partial-wave expansion is avoided. The Relativistic Multiple-
effective response function® 1 for QE proton knockout Scattering Glauber ApproximatioRMSGA) also uses the
were extracted for bothE,.,,=1.643 GeV and 2.442 GeV EA but instead evaluates multiple scattering by the nucleon-
for 6,q=+8° (Pmiss= 148 MeV/c). They agree within the sta- nucleon(NN) interaction directly rather than through a mean
tistical uncertainty. Figure 6 shows the ; results for field. Comparisons between til@DWIA and ROMEA and
1p-shell knockout forQ?)~0.8 (GeV/c)?, (w)=436 MeV, = RMSGA approaches are presented in Sec. IV B.

(T)=427 MeV, and 25 E;e,< 60 MeV.
A. RDWIA

As previously mentioned, the Relativistic Distorted-Wave
IV. THEORETICAL PRIMER Impulse ApproximatiofRDWIA) was pioneered by Pickles-
In Sec. V, the data will be compared with calculationsimer, Van Orden, and Wallad@—9] and subsequently devel-
based upon three different approaches where the overlap b@P€d in more detail by several groupgsee Refs.
tween initial and final nuclear states differing by a single[16,21,77—8)). The RDWIA formalism is presented in detail
proton is represented by a bound state of the Dirac equatiof? Appendix A 1. _ o
In this section, comparisons are first made between each of Figure 7 illustrates a comparison petween the Relativistic
these approaches. The most important differences are fourilane-Wave — Impulse  Approximation (RPWIA) — and
in the treatment of the FSI. RDWIA (yorig) calculations made by Kelly usingeA for the
The Relativistic Distorted-Wave Impulse Approximation removal of protons from theps,-state of'°0 as a function
(RDWIA) uses a partial-wave expansion of the Dirac equaOf Pmiss for both quasiperpendicular and parallel kinematics
tion with complex scalar and vector potentials. Comparison$or Epeani=2.442 GeV.
presented in Sec. IV A show that two different implementa- The RDWIAyepg calculations employed a partial-wave
tions based upon either first- or second-order representatiomxpansion of the second-order Dirac equation with optical
of the Dirac equation yield equivalent results. The Relativispotentials nullified and the target mass artificially set to
tic Optical-Model Eikonal ApproximationROMEA) em- 16001 to minimize recoil corrections and frame ambigu-
ploys an Eikonal ApproximatiofEA) that should be equiva- ities. The RPWIA calculationésee Ref[5]) are based upon
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. . . FIG. 9. Comparison baseline RDWIA calculations for thgr

Fl.G' 8. Comparison baseline RDWIA calculations by the asymmetry by the Madrid Group and Kellyea) for the removal of
Madrid Group and KellyLEA) for the removal of protons from the 1 :
1n-shell of 50 functi for Ev.. =2.442 GeV. For th protons from the f-shell of %0 as a function ofpmigs for Epeam

p-shell o fth?‘s afunction Op’t“rifs or ‘;e.a”;_ b h Fi .I t(')r € =2.442 GeV. For the purposes of this comparison, the input into

purposes ot this comparison, the input Ito both calcuialions Way i, acylations was identicedee Table Y. Overall agreement is
identical(see Table V. Overall agreement is very good, and agree- excellent over the entirg, . range
ment is excellent for —258 pyiss< 250 MeV/c. miss '

the Fourier transforms of the upper and lower components of _
the overlap function; that is, no partial-wave expansion ighe differences increase to about 10% by about 400 MeV/

involved. In the upper panels, the solid curves represent thilevertheless, Fig. 9 shows that excellent agreement is ob-
reduced cross section for both the RDWlhw, and tained forA t over this entire range qf,,ss With only a very
RPWIA calculations as the differences are indistinguishablemall observable shift. The agreement of the strong oscilla-
on this scale. The dashed curves show the momentum distiiions in A 1 for pmiss=~300 MeV/c predicted by both meth-
butions. In the lower panels, the ratios betweengds demonstrates that they are equivalent with respect to
RDWIA yorgy and RPWIA reduced cross sections aregpinor distortion. The small differences in the cross section
shown. With suitable choices for step size and maximfum for large ppiss appear to be independent of the input choices
(here 0.05 fm and 80 agreement to much better than 1% and probably arise from numerical errors in the integration of
over the entire range of missing momentum is obtained, verigjtferential equationgperhaps due to initial conditionsbut
fying the accuracy ofeA for plane waves. Similar results the origin has not yet been identified. Regardless, it is re-
are obtained with the Madrid code of Udiesal. (see be-  markaple to achieve this level of agreement between two
low). Lo . independent codes under conditions in which the cross sec-
The similarity between the reduced cross sections and t on spans three orders of magnitude
momentum distributions demonstrates that the violation o '
factorization produced by the distortion of the bound-state
spinor is mild, but tends to increase wiphss Nevertheless, : . .
ogservables such & ¢ that are sensiti\fﬁntsg the interference TABLE V A Summa:y of .the,, basic R.DWIA options which
rved as input to the “baseline” comparison calculations of the

between the lower and upper components are more strong . A
affected by the violation of factorization. &eadnd Group and KellyLEA). Results are shown in Figs. 8 and 9.

Figures 8 and 9 compare calculations for the removal of

protons from the p-shell of *°0 as a function ofp,;s for Input parameter Option
Epeani=2.442 GeV. The calculations made by KelB2] us- Bound-nucleon wave function NLSH—Sharrenal. [83]
ing LEA employ a second-order representation of the Dirac Optical Model  EDAI-O—C t al. (84
equation while those of the Madrid group use the standard _p |ca. 0 .e 0opee a.[. _]_
first-order representation. Both calculations employ the set of Nucleon spinor distortion Relativistic
baseline options summarized in Table V, which were chosen Electron distortion None
to provide the most rigorous numerical test of the codes Current operator cc2
without necessarily being optimal physics choices. Nucleon form factors Dipole
Figure 8 demonstrates that baseline cross-section calcula- Gauge Coulomb

tions agree to better than 2% fpf,iss< 250 MeV /c, but that
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TABLE VI. A summary of the basic options which served as
input to the comparison between the RDWIA calculations and the
“bare” RMSGA(no MEC nor IQ calculations of the Ghent Group. C
Results are shown in Fig. 10. .

Py

Input parameter Option
Bound-nucleon wave function Furnstagtl al. [90] ‘Et
Optical Model EDAI-O ,,?m
Nucleon spinor distortion Relativistic 2
Electron distortion None §
Current operator ccz2  z
Nucleon form factors Dipole "-2

Gauge Coulomb

B. ROMEA/RMSGA

The alternate relativistic model developed by the Ghent C
Group[85—89 for A(e,e’N)B processes is presented in Ap-
pendix A 2. With respect to the construction of the bound-
nucleon wave functions and the nuclear-current operator, ar Pmiss [MeVic]
approach similar to standard RDWIA is followed. The )

(RDWIA and ROMEA and RMSGA frameworks are sub- FIG. 10. RDWIA galculatlons compared to “bargio MEC nor
stantially different in the way they address FSI. While the!C) RMSGA calculations by the Ghent Gr_oup for the removal of
RDWIA and ROMEA models are both essentially one-bodyProtons from the g-shell of %0 as a function ofss for Epeam
approaches in which all FSI effects are implemented througf 2.442 GeV. Both calculations employ tlhe |np.ut presenFed in Table
effective potentials, the RMSGA framework is a full-fledged, VI. Apart from the treatment of FSI, all ingredients are identical.
multi-nucleon scattering model based on the EA and the con-

cept of frozen spectators. As such, when formulated in an V. RESULTS FOR Q?=~0.8 (GeV/c)?

unfactorized and relativistic framework, Glauber calculations . . .
are numerically involved and the process of computing the The data were interpreted in subsets corresponding to the

scattering state and the transition matrix elements involvedP-shell and to the & ,-state and continuum. The interested
numerical methods which are different from those adopted iféader is directed to the works of Gao al. [91] and Liy-
RDWIA frameworks. For example, foh(e,e'N)B calcula- anageet al. [92], where these results have been briefly high-

tions in the ROMEA and the RMSGA, partial-wave eXp‘,;m_lighted. Note that when data are presented in the following
sions are simply not a viable option. ’ discussion, statistical uncertainties only are shown. For a

The testing of the mutual consistency of the RDWIA angcomplete archive of the data, including systematic uncertain-

“bare” RMSGA [no meson-exchange current®IEC) nor ties, please see our deposit at the EPAPS webk&8.
isobar currentgIC)] calculations began by considering the
special case of vanishing FSI. In this limit, where all the A. 1p-shell knockout
Glauber phases are nullified in RMSGA and
(RDWIA—RPWIA), the two calculations were determined
to reproduce one another to 4% over the entifgs range, The consistency of the normalization fact@ssuggested
thereby establishing the validity of the numerics. Theby the Ip-shell data forp,,ss<350 MeV/c obtained in this
Glauber phases were then enabled. The basic options whicheasurement at 2.442 GeV was examined within the
then served as input to the comparison between the RDWIRDWIA framework in a detailed study by the Madrid Group
calculations and the RMSGA calculations of the Ghent[93]. The study involved systematically varying a wide range
Group[89] are presented in Table VI. of inputs to the RDWIA calculations, and then performing
Figure 10 shows the ratio of the bare RMSGA calcula-least-squares fits of the predictions to the cross-section data.
tions of the Ghent Group together with RDWIA calculations The results of the study are presented in Table VII.
for the removal of protons from thepishell of %0 as a Three basic approaches were considered: the fully relativ-
function of pyiss for Epean=2.442 GeV. Apart from the treat- istic approach, the projected approach of Udital.[20,21],
ment of FSI, all other ingredients to the calculations are idenand the EMA-noSMEMA denotes the Effective Momentum
tical (see Table V). For pyss below the Fermi momentum, Approximatior) approach of Kelly[4,94). All three ap-
the variation between the predictions of the two approacheproaches included the effects of electron distortion. While
is at most 25%, with the RDWIA approach predicting athe fully relativistic approach involved solving the Dirac
smaller cross sectiofstronger absorptive effegtshan the equation directly in configuration space, the projected ap-
RMSGA model. Not surprisingly, at largex,ss (correspond-  proach included only the positive-energy components, and as
ingly larger polar angles the differences between the two a result, mosibut not al) of the spinor distortion was re-
approaches grow. moved from the wave functions. Within the EMA-noSV ap-

-400 -200 0 200 400

1. Sensitivity to RDWIA variations
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TABLE VII. Normalization factors derived from the 2.442 Ge\p-$hell cross-section data using the CC1 and CC2 current operators. The first term in each column is f(_ﬂé the

1py/-state, while the second term is for thpsb-state. ;Z>

=

Bound- Nucleon 0

nucleon Optical FF Doublet 8

Prescription wave function Gauge potential model (%) S, X 3

NLS EDA m

Fully EMA- ——— e GK+ O

rel  proj noSV H HP HS C W L |-O D1 D2 MRW RLF GK d QMC 100 50 O CC1 Ccc2 CC1 cc2 jC>

* * * * * * 0.68 0.62 0.74 067 55 53 20 310 %

* * * * * * 0.78 0.73 0.76 0.71 170 79.0 8.0 700 5

* * * * * * 0.72 0.66 075 069 23 650 22 650 %

* * * * * * 0.60 052 063 054 100 97.0 150 1150 &

* oo * * 0.62 0.61 0.65 065 100 6.7 180 410 %

* * * * * * 0.63 059 0.76 070 250 92 26 220 2‘

* * oo * 0.69 063 073 067 37 64 25 340 T
* * * * * * 0.64 0.60 0.72 0.67 29.0 120 4.8 82
* * * * * * 0.64 059 071 065 150 64 0.7 150
* * * * * * 0.62 0.60 0.71 0.67 350 110 7.6 7.3
* * * * * * 0.61 058 0.70 0.65 410 120 6.1 7.9
* * * * * * 069 063 075 068 48 59 21 310
* * * * * 0.65 061 072 066 11.0 33 05 16.0

* * * * * * 0.64 0.70 6.1 33.0
* * * * * * 0.66 0.72 7.4 35.0

#002)909%7€0 ‘0.0 MIIATY TVIISAHI
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@ 100 — R - . . :
£ E scattered-nucleon spinor distortion
= 3 A|_1- S EPPPRR no nucleon spinor distortion
2 E
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— E | | | i | | |
e 3 0.5 RDWIA (full)
3 ALT I bound-nucleon spinor distortion
__________ - | ---------- scattered-nucleon spinor distortion
E oF - no nucleon spinor distortion
10 =5
0 100 200 300 400 500
Pmiss [MeVic]
FIG. 11. Momentum distributions for the HS, NLSH, and Do b b b b b n b n b

NLSH-P models. There is only a slight difference between HS and 0 100 200 300 400
NLSH—for the Ips,-state, HS is broader spatially and thus drops Pmiss [MeV/c]

off faster with increasing,ss On the other hand, NLSH-P differs

appreciably from both HS and NLSH, and is clearly distinguishable ~ FIG. 12. Left-right asymmetryA 1 together with RDWIA cal-

for pmiss> 250 MeV/c for both the Py~ and Ips-states. Note culations for the removal of protons from the-ghell of 160 as a
that both the NLSH and NLSH-P wave functions predict binding function of ppjssfor Epean=2.442 GeV. Uncertainties are statistical.
energies, single-particle energies, and a charge radid§@owhich Note that the solid curves shown here are identical to those shown
are all in good agreement with the data. in Figs. 13 and 15.

proach, a relativized Schrédinger equation was solved usintion of Leuschneget al. and normalization factors were fit to
the EMA, and all of the spinor distortion was removed. Thissaid data using RDWIA calculations. Factors for both states
made the calculation similar to a factorized calculation, al-of 0.123) relative to full occupancy were determined. The
though spin-orbit effects in the initial and final stateshich  sensitivity of the present data to this incoherent admixture
cause small deviations from the factorized reguétee in-  was evaluated by scaling the fitted doublet contribution using
cluded in EMA-noSV. factors of 0.0, 0.5, and 1.0.

The current operator was changed between CC1 and CC2. Qualitatively, the fully relativistic approach clearly did the
Three bound-nucleon wave functiofsee Fig. 11 derived best job of reproducing the data. Fully relativistic results
from relativistic Lagrangians were considered: HS bywere shown to be much less gauge-dependent than the non-
Horowitz and Sero{95,96, NLSH by Sharmaet al. [83], relativistic results. The CC2 current operator was in general
and NLSH-P by Udiaset al. [97] (which resulted from a less sensitive to choice of gauge, and the data discouraged
Lagrangian fine-tuned to reproduce the Leuscheeral. the choice of the Weyl gauge. The different optical models
datg. Note that both the NLSH and NLSH-P wave functions had little effect on the shape of the calculations, but instead
predict binding energies, single-particle energies, and &hanged the overall magnitude. Both the GK and dipole
charge radius fot°0 which are all in good agreement with nucleon form-factor models produced nearly identical re-
the data. sults. The change in the calculated GK+QMC cross section

The gauge prescription was changed between Coulombyas modest, being most pronounced iA; for
Weyl, and Landau. The nucleon distortion was evaluated usps<> 300 MeV/c. The results were best for a 100% contri-
ing three purely phenomenologic&V optical potentials bution of the strength of the s2,1ds,,-doublet to the
(EDAI-O, EDAD1, and EDAD2 by Cooperet al. [84], as  1ps.-State, although the data were not terribly sensitive to
well as MRW by McNeilet al. [98] and RLF by Horowitz  this degree of freedom.

[99] and Murdock100]. The nucleon form-factor model was Figure 12 shows the left-right asymmetdy; together
changed between GK by Gari and Krimpelmdaf1] and  with RDWIA calculations for the removal of protons from
the dipole model. Further, the QMC model of lat al. the Ip-shell of 0 as a function ofpyiss fOr Epeam
[102,103 predicts a density dependence for form factors that=2.442 GeV. The origin of the large change in the slope of
was calculated and applied to the GK form factors using the\ ; at p,iss=300 MeV/c is addressed by the various calcu-
Local Density ApproximatiofLDA—see Ref.[80]). lations. This “ripple” effect is due to the distortion of the

Note that the calculations for thepi,-state include bound-nucleon and ejectile spinors, as evidenced by the
the incoherent contributions of the unresolvedother three curves shown, in which the full RDWIA calcula-
2s,,51ds5,,-doublet. The bound-nucleon wave functions fortions have been decomposed. It is important to note that
these positive-parity states were taken from the parametrizahese three curves all retain the same basic ingredients, par-
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TABLE VIII. A summary of the basic options which served as
input to the single-nucleon current RDWIA, ROMEA, and RMSGA
comparison calculations. Results are shown in Figs. 14-16.

___________ Input parameter RDWIA ROMEA

- current operator varied and RMSGA
N IR P ETEEPE IPEPEN PRI PP

Bound-nucleon wave function NLSH HS
Optical Model EDAI-O EDAI-O

Nucleon spinor distortion Relativistic Relativistic

C Electron distortion Yes Yes

C b°“|”‘|j‘|m"°‘"9.°? ?"’."’“I’elfr‘“lclﬁ‘?”“’lafie‘d. L Current operator Ccc2 cc2

Nucleon form factors GK Dipole

Gauge Coulomb Coulomb

optical potential varied i More high-precision data, particularly for
L 150< piss<400 MeV/c, are clearly needed to accurately
0 100 200 300 400 and simultaneously determine the current operator, the
bound-state wave function, the optical potential, and of
course the normalization factors. This experiment has re-

FIG. 13. Left-right asymmetnA_ 1 together with RDWIA cal- ~ cently been performed in Hall A at Jefferson Lab by Seha
culations for the removal of protons from thp,J-state oflé0 asa  al- [104], and the results are currently under analysis.
fll_Jr?Ct'OT dOfpm'SSfor Ebl‘laiﬁ_z 442 GleV Uphcertalntles 3“9 Staé'snfal 't . Comparison to RDWIA, ROMEA, and RMSGA calculations

e solid curves in all three panels are the same and are identical to considering single-nucleon currents

those shown for the removal of protons from thg j4-state of'60
in Figs. 12 and 15. In this section, the data are compared to RDWIA and bare

ROMEA and RMSGA calculationéwhich take into consid-

ticularly the fully relativistic current operator and the upper €ration single-nucleon currents only—no MEC or)IChe
components of the Dirac spinors. Of the three curves, th&asic options employed in the calculations are summarized
dotted line resulted from a calculation where only the bound-
nucleon spinor distortion was included, the dashed line re-
sulted from a calculation where only the scattered-state
spinor distortion was included, and the dashed-dotted line
resulted from a calculation where undistorted spirfessen- & 1025
tially identical to a factorized calculatiprwere considered. i
Clearly, the inclusion of the bound-nucleon spinor distortion T
is more important than the inclusion of the scattered-state @
spinor distortion, but both are necessary to describe the datc.n
The effects of variations in the ingredients to the calcula- =
tions of the left-right asymmetnp, 1 for the 1p,,,-state only a 10°F
are shown in Fig. 13. Note that the data are identical to thoses, i
presented in Fig. 12, as are the solid curves. In the top paneC}
the EDAI-O optical potential and NLSH bound-nucleon 3
wave function were used for all the calculations, but the -
choice of current operator was varied between Cdzksheg, i
CC2 (solid), and CC3(dashed-dottexl resulting in a change 102 /0 RMSGA (bare)
in both the height and thp,,sslocation of the ripple inA, 1. i
In the middle panel, the current operator CC2 and EDAI-O o
optical potential were used for all the calculations, but the -400 200 0 200 400
choice of bound-nucleon wave function was varied between
NLSH-P (dasheg, NLSH (solid), and HS(dashed-dotted
resulting in a change in the;sslocation of the ripple, but a FIG. 14. Measured cross-section data for the removal of protons
I‘e|atlve|y constant he'ght In the bOttom panel the Currentrom the :lp -shell of 160 as a function OfmeSS as Compared to
operator CC2 and NLSH bound-nucleon wave function wergelativistic calculations aEpe,.=2.442 GeV. Uncertainties are sta-
used for all the calculations, but the choice of optical potentistical and, on average, there is an additional +5.6% systematic
tial was varied between EDAD({dashey, EDAI-O (solid), uncertainty associated with the data. The solid line is the RDWIA
and EDAD?2 (dashed-dottexl resulting in a change in the calculation, while the dashed and dashed-dotted lines are, respec-
height of the ripple, but a relatively constaptsslocation. tively, the bare ROMEA and RMSGA calculations.

Pmiss [MeV/c]

B\ 1Py (X 100)

——— RDWIA

d

........ ROMEA (bare)

déc

Pmiss [MeV/c]
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FIG. 16. Data from this work together with relativistic calcula-

FIG. 15. Left-right asymmetr, t together with relativistic cal- ~ tions for theR ,r1, R_1, andRy effective response functions for the
culations of theA, ; asymmetry for the removal of protons from the removal of protons from theptshell of *%0 as a function oppss
1p-shell of %0 as a function 0Ppmigs for Epean=2.442 GeV. Uncer-  Uncertainties are statistical. The solid line is the RDWIA calcula-
tainties are statistical. The solid line is the RDWIA calculation, tion, while the dashed and dashed-dotted lines are, respectively, the
while the dashed and dashed-dotted lines are, respectively, the bdpare ROMEA and RMSGA calculations.

ROMEA and RMSGA calculations. Note that the solid curves

shown here are identical to those shown in Figs. 12 and 13. )
moval of protons from the g-shell of 0 as a function of

in Table VIII. Note that both the EA-based calculations stopPmiss Note that the data point located piss=52 MeV/c
at pyis=350 MeV/c as the approximation becomes invalid. comes from the parallel kinematics measuremé&htshile

Figure 14 shows measured cross-section data for the rébe other data points come from the quasiperpendicular kine-
moval of protons from the g:shell of 1°0 as a function of ~Matics measurements. The solid line is the RDWIA calcula-

Pmiss @S compared to relativistic calculations &.,, 10N While the dashed and dashed-dotted lines are, respec-

=2.442 GeV. The solid line is the RDWIA calculation, while tively, the bare ROMEA and RMSGA calculations. The
the dashed and dashed-dotted lines are, respectively, the ba@eement, particularly between the RDWIA calculations
ROMEA and RMSGA calculations. The normalization fac- and the data, is very good. The spinor distortions in the
tors for the RDWIA calculations are 0.73 and 0.72 for theRDWIA calculations which were required to predict the
1p,/o-State and fiy/,-State, respectively. For the ROMEA and change in slope oAt at pmiss=300 MeV/c in Fig. 12 are
RMSGA calculations, they are 0.6 and 0.7 for thi,d-state ~ @lso essential to the description Bfy. The agreement be-
and Ipy-state, respectively. The RDWIA calculations do afween the RMSGA calculations and the data, particularly for

far better job of representing the data over the enifggs ~ Rum: is markedly poorer.

range. Qualitatively, it should again be noted that none of the
Figure 15 shows the left-right asymmetsy; together ~ calculations presented so far have included contributions

with relativistic calculations for the removal of protons from from two-body currents. The good agreement between the

the Ip-shell of %0 as a function ofpys for Enean Calculations and the data indicates that these currents are

=2.442 GeV. The solid line is the RDWIA calculation, while already small aQ?~0.8 (GeV/c)*. This observation is sup-

the dashed and dashed-dotted lines are, respectively, the b&¥erted by independent calculations by Amaet al.

ROMEA and RMSGA calculations. Note again the large[105,10§ which estimate the importance of such currents

change in the slope ot at pmise=300 MeV/c. While all ~ (which are highly dependent opiy;s9 to be large at lower

three calculations undergo a similar change in slope, th&’, butonly 2% for the b -state and 8% for thep -state

RDWIA calculation does the best job of reproducing thein these kinematics. It should also be noted that the RDWIA

data. The ROMEA calculation reproduces the data well forresults presented here are comparable with those obtained in

Pmiss< 300 MeV/c, but substantially overestimateg ; for

Pmiss> 300 MeV/c. The RMSGA calculation does well with  3syrictly speaking, the effective longitudinal response funcipn

the overall trend in the data, but struggles with reproducingould not be separated from the quasiperpendicular kinematics data.

the data for the p,,-state. However, since both Kelly and Udiast al. calculate the term
Figure 16 shows thB_ .71, R_ T, andRy effective response  (vr1/v )Ryt to be <10% of R .77 in these kinematicsR, and

functions together with relativistic calculations for the re- R .t responses are both presented on the same plot.

034606-16



DYNAMICS OF THE QUASIELASTIC*0(e,e'p)... PHYSICAL REVIEW C70, 034606(2004)
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FIG. 17. Measured cross-section data for the removal of protons Pmiss [MeV/c]

from the Ip-shell of %0 as a function opy,iss together with calcu-

lations by the Ghent Group &e,n=2.442 GeV. Uncertainties are FIG. 18. Left-right asymmetnA, 1 together with calculations by

statistical and, on average, there is an additional +5.6% systemattbe Ghent Group of thé, r asymmetry for the removal of protons

uncertainty. The curves labeled “bare” are identical to those showfrom the Ip-shell of 0 as a function of ppss for Epeam

in Fig. 14. =2.442 GeV. Error bars are statistical. The curves labeled “bare”
are identical to those shown in Fig. 15.

independent RDWIA analyses of our data by the Pavia

Group—see Meuccét al. [81]. L " )
P [81] two-body current contributions to the transition matrix ele-

3. Comparison to ROMEA and RMSGA calculations including ~Ments does not markedly improve the overall agreement be-
two-body currents tween the calculations and the data.
Figure 18 shows the left-right asymmetA; together

In this section, two-body current contributions to the . .
ROMEA and RMSGA calculations stemming from MEC and with calculations by the quent Group for. the removal of
rotons from the f-shell of *°O as a function ofp,ss fOr

IC are presented. These contributions to the transition matri _

elements were determined within the nonrelativistic frame-g.beam_z'442 GeV. In the top tvyo panels, ROMEA calculg-
work outlined by the Ghent Group in R4L07]. Recall that 't|ons'are shown. The Qashed lines are t'he bare calculations
the basic options employed in the calculations have beelfl€ntical to those previously shown in Fig. 15, the dashed-
summarized in Table VIII. Note again that both the EA-dotted line includes MEC, and the solid line includes both

based calculations stop pt,iss=350 MeV/c as the approxi- MEC and IC. In the bottom panel, RMSGA calculations are
mation becomes invalid. shown. The dashed line is the bare calculation, the dashed-

Figure 17 shows measured cross-section data for the ralotted line includes MEC, and the solid line includes both
moval of protons from the @-shell of 160 as a function of MEC and IC. While all three calculations undergo a change
Pmiss @ compared to calculations by the Ghent Group whichin slope atppss~300 MeV/c, it is again clearly the bare
include MEC and IC aE,.,,=2.442 GeV. In the top panel, calculations which best represent the data. Note that in gen-
ROMEA calculations are shown. The dashed line is the bareral, the IC were observed to produce larger effects than the
calculation, the dashed-dotted line includes MEC, and thé/EC.
solid line includes both MEC and IC. In the bottom panel, Figures 19 and 20 show the effecti®e, 11, R.1, andRy
RMSGA calculations are shown. The dashed line is the bareesponse functions together with ROMEA and RMSGA cal-
calculation, the dashed-dotted line includes MEC, and theulations by the Ghent Group for the removal of protons
solid line includes both MEC and IC. Note that the curvesfrom the Ip-shell of %0 as a function op,,s The dashed
labeled “bare” in this figure are identical to those shown inlines are the bare ROMEA and RMSGA calculations identi-
Fig. 14. The normalization factors are 0.6 and 0.7 for thecal to those previously shown in Fig. 16, while the solid lines
1p,-state and fbyo-State, respectively. The impact of the include both MEC and IC. In contrast to the cross-section
two-body currents on the computed differential cross sectiofgrecall Fig. 13 andA, 1 (recall Fig. 18 situations, the agree-
for the knockout of p-shell protons from*®0 is no more ment between the effective response-function data and the
than a few percent for low,,ss but gradually increases with calculations improves with the explicit inclusion of the two-
increasingpmiss Surprisingly, the explicit inclusion of the body current contributions to the transition matrix elements.
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~ FIG. 19. Data from this work together with ROMEA calcula-  fiG. 21, Data from this work together with ROMEA calcula-
tions by the Ghent Group for the_,r1, Riy, andRy effective re-  tions by the Ghent Group for thE,<sdependence of the cross

sponse functions for the removal of protons from teshell of  section obtained aEpey,=2.442 GeV. The data are the averaged
160 as a function ops Uncertainties are statistical. The curves cross section measured on either sideaft eachd,, Normaliza-

labeled “bare” are identical to those shown in Fig. 16. tion factors of 0.6, 0.7, and 1.0 have been used for g4 1pa/o-,
) o ) and Is;,,-states, respectively. Uncertainties are statistical and, on
B. Higher missing energies average, there is an additional +5.9% systematic uncertainty asso-

In this section, ROMEA calculations are compared to theciated with the data. Also shown are calculations by the Ghent
higherE s data. The basic options employed in the calcu-Group for the(e,e’pN) contribution.
lations have been summarized in Table VIII.

Figure 21 presents averaged measured cross-section d%?%[,
as a function ofEss obtained atEpe,,=2.442 GeV for '

discrete  HRS angular settings ranging from
< 6pq<20°, corresponding to average values Wi
increasing from 50 to 340 Me\¢/ The cross-section values
shown are the averaged values of the cross section measured
on either side ofg at eachd,,. The strong peaks & y;ss
Eoee- RMSGA (bare) ; =12.1 and 18.3 MeV correspond t@-shell proton removal
3 +MEC +1C 3 from 0. As in Sec. V A, the dashed curves corresponding
; to these peaks are the bare ROMEA calculations, while the
solid lines include both MEC and IC. The normalization fac-
tors remain 0.6 and 0.7 for the,- and Ip;,-States, respec-
tively.

For 20<E,;ss<30 MeV, the spectra behave in a com-
pletely different fashion. Appreciable strength exists which
scales roughly with the tshell fragments and is not ad-
dressed by the present calculations of two-nucleon knockout.
The high-resolution experiment of Leuschmeemal. identified
two additional Dg-fragments and several positive-parity
states in this region which are populated primarily by single-
proton knockout from @2h components of the ground-state
wave function. Two-body currents and channel-coupling in
the final state also contribute. This strength has also been
studied in(y, p) experiments, and has been interpreted by the

Pmiss [MeVic] Ghent G_rouq108] as t_he post-photoabsorption population of
states with a predominanp2h character via two-body cur-

FIG. 20. Data from this work together with RMSGA calculation rents.
by the Ghent Group for th& .11, R_1, andR; effective response For Epmiss>30 MeV, in the top panel for pyss
functions for the removal of protons from th@-shell of %0 as a =50 MeV/c, there is a broad and prominent peak centered at
function of pniss Uncertainties are statistical. The curves labeledE, ;=40 MeV corresponding largely to the knockout of
“bare” are identical to those shown in Fig. 16. 1s,,,-state protons. As can be seen in the lower panels, the

P42 P32

Rt [fm3]

20

R.r [fm3]

Ry [fm3]

0 200 400
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strength of this peak diminishes with increasipges and Pmiss = 145 MeV/c Pmiss = 280 MeV/c
completely vanishes beneath a flat background physs T —_ ROMEA (bare)
=280 MeV/c. For Ess>60 MeV and ppss=280 MeV/c, 2 02| — +MEC+IC x10
the cross section decreases only very weakly as a function o == (e,€'pp) + (e,epn)
Pmiss @nd is completely independent Bf,ss = +L«LLL.:N_ i L b + *

In order to estimate the amount of the cross section ob- 5 00 =¥ . "-F"T “““ |
served for Enics>25 MeV that can be explained by the & A T W P B Lo ben il
single-particle knockout of protons from the, t-state, the <
data were compared to the ROMEA calculations of theg 0.0

3

Ghent Group. The dashed curves are the bare calculation:

£
while the solid lines include both MEC and IC. A normaliza- 5

tion factor of 1.0 for the & ,-state single-particle strength &' 0.2
was used. The two calculations are indistinguishable for _
Pmiss<= 145 MeV/c, and the agreement between these calcu-‘% 02
lations and the measured cross-section data is reasqsable £ |
the top two panels of Fig. 21 where there is an identifiable £
1s,)-state peak ak,;ss~40 MeV). At higher p,,ss (Where & 00

there is no clear g, ,-state peak &E,iss~40 MeV), the data
are substantially larger than the calculated bare cross sectiol
The inclusion of MEC and IC improves the agreement, but E
there is still roughly an order-of-magnitude discrepancy. The
RDWIA calculations demonstrate similar behavior. Thus, the FIG. 22. Data from this work together with ROMEA calcula-
Pmiss= 280 MeV /c data are not dominated by single-particle tions by the Ghent Group for thEyssdependence of th& .1r,
knockout. Note that the magnitude 8;—S ) is consistent R, 1, andR; effective response functions. Uncertainities are statisti-
with that anticipated based on the measurements of Uéner cal. Also shown is thée,e’pN) contribution.
al. at Q°=0.14(GeV/c)? and Duttaet al. at Q?=0.6 and
1.8 (GeV/c)%. Together, these data suggest that transverse 145 MeV/c, the bare calculation is consistently about 60%
processes associated with the knockout of more than onef the magnitude of the data. The inclusion of MEC and IC
nucleon decrease with increasig. does not appreciably change the calcula®g, but does
Also shown as dashed-dotted curves in Fig. 21 are th@nprove the agreement between data and calculatioRfer
calculations by the Ghent Groljp09] for the (e,e’pp) and  and R;. The measured respon&g. 1 (Which is essentially
(e,e’pn) contributions to thée,e’p) cross section performed equal toR, since (vr/v )Ryt is roughly 7% ofR, in these
within a Hartree-Fock framework. This two-particle knock- kinematics—see Ref{80]) is larger than the calculation for
out cross section was determined using the Spectator AfE,iss<50 MeV and smaller than the calculation for
proximation, in a calculation which included MEC, IC, and Ess>50 MeV. The agreement between the calculation and
both central short-range correlationSRCO and tensor the data forR 1 is very good over the entir&,,s range.
medium-range correlations. Note that in these kinematicsSince the measured responsB t is nonzero for
this calculation performed with SRC alone produced onlyEss>50 MeV, the measured resporlRemust also be non-
2% of the two-particle knockout cross section, while includ-zero. The measured resporiReis somewhat larger than the
ing both SRC and tensor correlations produced only 15% otalculation forE,ss<60 MeV.
the two-particle knockout cross section. The calculated two- At pn,iss=280 MeV/c, the bare calculation does not repro-
particle knockout cross section is essentially transverse iduce theEssdependence of any of the measured effective
nature, since the two-body currents are predominantly trangesponse functions. The inclusion of MEC and IC in the
verse. The calculated strength underestimates the measurealculation substantially increases the magnitude of all three
cross section by about 50% but has the observed flat shapalculated response functions, and thus improves the agree-
for Eniss>50 MeV. It is thus possible that heavier mesonment between data and calculation. The measwReg+
exchange and processes involving th(ee more nucleons (which is dominated byR, ) is consistent with both the cal-
could provide a complete description of the data. culation and with zero. The measurBgd; is about twice the
The measured effective response functidistr, R.t,  magnitude of the calculation. Since the measRggis non-
and R; together with ROMEA calculations forp,iss  zero over the entir&;ss range, the measurgg must also
=145 MeV/c and p,,;s<=280 MeV/c are presented in Fig. be nonzero. The measurlg is significantly larger than both
22. Kinematic overlap restricted separations tothe calculations and nonzero out to at leBgis~ 60 MeV.
Eniss<60 MeV. The dashed curves are the bare ROMEAThe fact that the measurdg} is much larger than the mea-
calculations, while the solid curves include both MEC andsuredR, indicates the cross section is largely due to trans-
IC. Also shown as dashed-dotted curves are the incoherenerse two-body currents. And finally, it is clear thiate’ pN)
sum of these “full” calculations and the computede’pN) accounts for a fraction of the measured transverse strength
contribution. In general, the data do not show the broad peawhich increases dramatically with increasipgiss
centered aE ;=40 MeV corresponding to the knockout of ~ Figure 23 shows the calculations by the Ghent Gri89)
1s,,-state protons predicted by the calculations. #\ss  Of the contribution to the differentiai®O(e,e’p) cross sec-

[MeV]

miss
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FIG. 23. (Color onling Calculations by the Ghent Group of the contribution to the differeff@ie, e’ p) cross section from two-nucleon
knockout as a function oEyss and 6, for Epeqn=2.442 GeV. The upper-left panel shows the contribution of central correlations. The
upper-right panel shows the combined contribution of central and tensor correlations. The lower-left panel shows the combined contribution
of central and tensor correlatiofisvo-nucleon correlationgogether with MEC and IGtwo-body currents The relationship between the
various kinematic quantities is shown in the bottom-right panel.

tion from two-nucleon knockout as a function Bf,ssand 6, VI. KINEMATIC CONSISTENCY OF 1 p-SHELL

for Epean=2.442 GeV. The upper-left panel shows the con- NORMALIZATION FACTORS

tribution of central correlations. The upper-right panel shows There has been longstanding discussion regarding the re-
the combined contribution of central and tensor correlationsfiability of the spectroscopic factors determined for discrete
Tensor correlations are anticipated to dominate central correstates from single-nucleon electromagnetic knockout. Re-
lations over the ranges @& ;ss and pyiss iNvestigated in this  cently, there has been speculation that these factors might
work. The lower-left panel shows the combined contributionappear to increase with? as a quasiparticle state is probed
of central and tensor correlatioiisvo-nucleon correlations — with finer resolution. In this section, Kellfi10] has used the
together with MEC and IGQtwo-body currents Two-body = RDWIA to analyze the normalization factors fitted to the
currents are anticipated to dominate two-nucleon correlationavailable'®O(e,e’p) data for the b/~ and Ips,-states ob-
over the ranges OE,,iss and pn,ss iINVestigated in this work. tained in the experiments summarized in Table IX. If the
For convenience, the variation @f,ss with Eqssand 6, is ~ RDWIA model is accurate, these factors should be indepen-
shown in the bottom-right panel. dent of the experimental kinematics.

TABLE IX. A summary of the kinematic conditions for the data examined inlﬁ&(e,e’p) consistency study.

T 2

Label Authors Kinematics (MeVS) (Ge\?l) X 2s;,,1ds/,-doublet Data
a Leuschneet al. [14] Parallel 96 Varied Varied Resolved Reduced
b Spaltroet al. [13] Perpendicular 84 0.20 1.07 Resolved Differential
c Chinitzet al. [12] Perpendicular 160 0.30 0.91 Complited Differential o
d this work Perpendicular 427 0.80 0.96 Compfited Differential &
e Bernheimet al. [11] Perpendicular 100 0.19 0.90 Comptited Reducedr
f Blomqvistl et al. [15] Parallel 92 0.08 0.30-0.50 Resolved Reduoced
g Blomqvist2et al. [15] Highly varied 215 0.04-0.26 0.07-0.70 Resolved Redueed

*The 1py,-state data were corrected for the contamination of ithg,ds, ,-doublet by Chinitzet al.
he contamination of thepk,,-state by the ds;,2s,,,-doublet was computed according to the method outlined in Sec. V A 1.

034606-20



DYNAMICS OF THE'QU

TABLE X. Normalization factors deduced for the data sets presented in Table Ifar< 200 MeV/c. The first term in each column is for thel,-state, while the second term

is for the Ipy,-state.
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A. RDWIA analysis of the available ®0(e,e’p) data

The RDWIA calculations used in this procedure em-

ployed thel’, off-shell single-nucleon current operator with
the MMD form factors of Mergellet al. [111] in the Cou-
lomb gauge. The partial-wave expansions were performed
using the second-order Dirac equation, including spinor dis-
tortion. Nucleon distortion was evaluated using the EDAI-O
and EDADL1 optical potentials, and electron distortion was
evaluated in the dg Approximation” (see Appendix A 1

No attempt to directly fit the overlap functions to the knock-
out data has been made here. Instead, the recently developed
wave functions HS, NLSH, and NLSH-Recall Fig. 13
were again tested, this time to see if they could satisfactorily
reprcz)duce the experimentpl,ss distributions independently

of Q-

The results are expressed in terms of normalization fac-
tors which compare a RDWIA calculation for a fully occu-
pied subshell with experimental data and are presented in
Table X. These factors were obtained by least-squares fitting
to the data in the rang®,ss<200 MeV/c where the
RDWIA should be most reliable. When experimentally unre-
solved, the contamination of the pj,-state by the
1ds/»2s,/,-doublet was included by the incoherent summation
of the parametrizations of Leuschretral. as previously de-
scribed.

The data sets demonstrated a slight preference for the
EDAD1 optical potential over the EDAI-O optical potential.
This was concluded based on the quality of the fits and the
more consistent nature of the extracted normalization factors
for low Q2 None of the variations considered in Table X
(nor any of those considered in Table VII for that matter
were able to reproduce thej,-state for data seb) in the
range 506< Pyiss< 120 MeV/c. This problem is also respon-
sible for the discrepancy seen in Fig. 1 f&; at Q?
=0.2(GeV/c)?, and has not yet been explained satisfactorily.

Unfortunately, none of the selected wave functions pro-
vided an optimal description of the experimerpal distri-
butions independent d?. Figure 24 shows a sample set of
fits to the various'®O(e,e’'p) data sets based on the HS
bound-nucleon wave function and the EDAD1 optical poten-
tial.

From ay? perspective, it is clear that HS offered the best
description of the data &°=0.8 (GeV/c)?, but that most of
the lower Q? data are best described by either NLSH-P or
HS; in fact, HS may be the best compromise currently avail-
able. Data sefg) from Mainz suggested a substantially dif-
ferent normalization.

An estimate of the uncertainty in the normalization factors
due to variations of the bound-nucleon wave function was
made by comparing NLSH/HS and NLSH-P/HS
normalization-factor ratios for each state holding the optical
potential and other model input constant. For the lowest-
lying 1pq/»- and Ipg-states and averaged over all data sets,
NLSH/HS ratios of 1.08 and 1.02 were obtained. Similarly,
NLSH-P/HS ratios of 0.96 and 0.87 were obtained. These
ratios are qualitatively consistent with the behavior of the
data and the calculations near the peaks of the momentum
distributions shown in Fig. 11. Therefore, a cautious estimate
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above the Fermi momentum, neglecting two-body currents,
neglecting channel coupling in the final state, or density de-
pendence in the form factors, to name a few. Therefore, a
realistic estimate of the model dependence of the normaliza-
tion factors for(e,e’p) reactions should not be less than
+15% . This estimated precision is consistent with that sug-
gested in Ref[2]—although the relativistic model improves
our description of A 1, recoil polarization, and other
normalization-independent features of the reaction, the
model dependencies that affect the normalization uncertainty
are not significantly improved. Assuming that the reaction
model is most reliable at larg®? and modespy,iss the six
1p, - and Ipy-state normalization factors for data gdy in
Table X (this work) were averaged to conclude that the nor-
malization factors for the lowestpl,,- and Ips-states in

15N are approximately 0.69) and 0.609).

As previously mentioned, Leuschnet al. identified two
additional Ips-states with excitation energies between 9
and 13 MeV that together carry approximately 11% of the
strength of the lowest-energy fragment. However, those
Pmiss [MeV/c] states were not resolved by the present experiment. If the

assumption is made that the same ratio appliesQat
~0.8 (GeV/c)?, then the total fby, strength below 15 MeV
excitation is estimated to be approximately 67% of full oc-
cupancy, and the totalptshell spectroscopic strength below
15 MeV represents 3.9+0.6 protons or about 65% of full
Pmiss [MeVic] occupancy. This result remains 10-20% below predictions
from recent calculations of the hole spectral function by Bar-
FIG. 24. Fits to various®O(e,e'p) data sets based on the HS pjerj and Dickhoff[112], but no experimental estimate for

bound-nucleon wave function and the EDADL optical potential. Segnga gdditional p-shell strength that might lurk beneath the
Table IX for the key to the dataset labels. Open points and So”%ontinuum is available.

lines pertain to the fi;,-state, while points and dashed lines pertain
to the Ipy,-state. The dashed-dotted lines include the contributionsne
of the positive parity &;,,1ds,,-doublet to the fby,-state. Pang(d)
shows the data from this work.

Oreq [(GeVICY®] Opoq [(GeVicY® Opoq [(GeVic)?

d%G [nb MeV-'sr?] d3G [nb MeV-'sr?] d5G [nb MeV-'sr?] G,oq [(GeVic)?]

-200 0 200

To obtain more precise normalization factors, it would be
cessary to apply a relativistic analysis to data in quasiper-
pendicular kinematics for several values @f larger than
about 0.5(GeV/c)? and with sufficient coverage of thgss
of the uncertainty due to the bound-nucleon wave function iglistribution to fit the bound-nucleon wave function requiring
of order +10%. Further, by changing the optical potentialsthat it be independent d?. Although such data do not yet
between EDAI-O and EDAD1 and holding the bound- exist for®0, the recently completed experiment in Hall A at
nucleon wave function and other model input constantJefferson Lab will provide substantially more data points for
EDAI-O/EDAD1 normalization-factor ratios for a given data the critical ppss< 200 MeV/c region forQ?=0.9 (GeV/c)2.
set withQ?< 0.4 (GeV/c)? averaged to about 0.90. This ra-
tio became 0.98 af?=0.8 (GeV/c)?, where the attenuation
in the potentials is practically identical. Therefore, the uncer-
tainty due to variations of the optical potential is at least Lapikaset al. [113] have performed a similar type of
+5% and would probably be larger if the sample of “reason-analysis of theQ?dependence of the normalization factors
able” potentials were expanded. for the *2C(e,e’p) reaction. In their work, several data sets
The information presented in Table VIl suggests that theravith Q< 0.3 (GeV/c)? were analyzed using a nonrelativis-
would be similar uncertainties in the normalization factorstic DWIA model. For each data set, a normalization factor
for the Q?=0.8(GeV/c)? data arising from Gordon and and the radius parameter for a Woods-Saxon binding poten-
gauge ambiguities in the single-nucleon current operatottial were fitted to the reduced cross section for discrete states,
Note that values ofS, for the same model are generally and the potential depths were adjusted to fit the separation
larger in Table VII than in Table X because the former sum-energies. Consistent normalization factors were obtained for
marizes a study of the enting,;ss range while the latter is all data sets save those measured by Blomageisal. at
limited to pmiss<200 MeV/c, where the reaction model is Mainz [114]. A new experiment was thus performed at
likely to be most accurate. Data for largey;ss also tend to  NIKHEF duplicating the Mainz kinematics. The new results
have a higher?. These problems for large.,s may arise were also consistent with all data sets save those from
from inaccuracies in the bound-nucleon wave functionsMainz. Lapikaset al. thus concluded that the Mainz data

B. Q%-dependence of normalization factors
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were normalized incorrectf. After excluding the Mainz VIl. SUMMARY AND CONCLUSIONS

data, Lapikaset al. determined that the summedg-shell The ®O(e, € p) reaction in QE, constarit, ») kinematics
strength for**C could in fact be deduced from data for 5t )2~0.8 (GeV/c)? q~1 GeV/c, and w~445 MeV was
Q?<0.3(GeV/c)? with an uncertainty of +3%. However, studied for 0< E,.< 120 MeV and G< pye< 350 MeV/c.
they did not consider the effects of variations of the opticalFive-fold differential cross-section data for the removal of
model or several other uncertain aspects of the reactioprotons from the fi-shell were obtained for
model. As discussed previously, a more realistic estimate dd<pmiss<350 MeV/c. Six-fold differential cross-section
the relative uncertainty in the normalization factors must bedata  for  0<Eps<120 MeV  were obtained for
closer to +15% due to the inevitable model dependence o< Pmiss<350 MeV/c. These results were used to extract
the DWIA. Furthermore, it is possible that variation of the the A_r asymmetry and th& , Ry, R.7, andR 1 effective
Woods-Saxon radius might affect the resulting normalizatiof€SPonse functions over a large rangeEQfss and priss.
factors. If the overlap function is an intrinsic property of the 1€ data were interpreted in subsets corresponding to the
nuclear wave function, it should not depend upgh Fur-  1P-shell and the & ,-state and continuum, respectively.
ther, it should be possible to fit a common radius to all dat p-shell data were interpreted within three fully relativistic

simultaneously; if not, the accuracy of the reaction model rargeworks :‘or st;ngle-partlclet lfngcllj(s\lljlx’vhécohl\fé Anot |r(1j-

must be questioned. And of course, it has been demonstrat SeGAanYI' wg- do y currten S't ibuti ' to th Ré)MaEA

in recent years that a relativistic DWIA model is preferable -_Two-body current contributions to the

to a nonrelativistic approach. and RMSGA calculations fo_r thepishell stemming from
Lapikéset al. also used the bound-nucleon wave func-MEC and IC were also considered. The,j-state and con-

tions and normalization factors obtained from their nonrela-tlnuum data were considered within the identical ROMEA

e : framework both before and after two-body current contribu-
tivistic analysis at lowQ? to analyze the transparency 6 : : ; L
for Q2 up to 7(GeV/c)? and the summedpt and S-shell tions due MEC and IC were include@, e’ pN) contributions

; : these data were also examined.
spectroscopic amplitude. They found the summed spectrc?—0 . .
scopic strength was approximately constant at 0.58C0r d O"?rtf?‘”' thfetEDWIﬁ lelgutlat'%ns pro_wdef? b{ fgr thte thSt
<0.6(GeV/c)?, but rose for largeQ? and appeared to ap- 2€Scription o the f-shell data. Dynamic effects due to the

proach the Independent-Particle Model limit of unity some-ii2 0% % B v 20 0Re e oL o epror
where neaiQ?~ 10 (GeV/c)>. They speculated that the ap- y y rep

parentQ?-dependence of this spectroscopic strength migrfuce the p-shell cross-section data, tigr asymmetry, and

be related to the resolution at which a quasiparticle is probe he Ry effective response function over the entire measured
. . q parti prox range ofpiss Within the RDWIA framework, the four most
with long-range correlations that deplete the single-particle

strength becoming less important at higi@rand finer reso- important ingredients were the inclusion of both bound-
eng 9 port 9 ; nucleon and ejectile spinor distortion, the choice of current
lution. A subsequent analysis by Frankfuet al. using

Glauber calculations for heavier targdtsi5 supports this operator, the choice of bound-nucleon wave function, and the
interpretation 9 PP choice of optical potential. An inclusion of the spinor distor-
b X tion resulted in a diffractive change in slopeApt at pyss

. Little e"'def‘ce_'s seen here for a_systematlg dependence 300 MeV/c which agreed nicely with the data. A different
in the normalization factors upon eith&, or Q“ for the

lowest Tp-states of 0 for the data that are presently avail- choice of current operator either damped out or magnified

: this change in slope. A different choice of bound-nucleon
sl orinalel, hese et o ot fach Gh EN@0" ave funcon changed treylocaton o te change i
malization factors for two )(;Ff) the da.ta sets a e:':lr to beSIOpe’ but preserved the magnitude. A different choice of
L > app optical potential changed the magnitude of the change in
anomalously low. A normalization problem might not be too

surprising for data sei) because it comes from one of the SIOX(SE grL:':i g;zstgéves?ntg;ﬂflloé?\?g the ROMEA calcula-

discussed above for the caseét, it is likely that data set
(g) also has a normalization errbrlf these two data sets are
disregarded, the remaining lo®? data are consistent with
the normalization factors deduced from the currepd
~0.8(GeV/c)? data.

does the Glauber model. This is in part due to important
medium modifications of theNN interaction from Pauli
blocking and spinor distortion. Surprisingly, the unfactorized
“out-of-the-box” RMSGA calculation provided a fairly good
description of the fi-shell data already at this relatively low
proton momentum. Adding the contributions of two-body
“Recall that similar doubts regarding the normalization of thecUrrents due to MEC and IC to the descriptions of the
companion®O(e,e’'p) experiment[15] at Mainz had been ex- 1p-shell data provided by the bare ROMEA and RMSGA
pressed earlier by Kelly4], but independent data duplicating the calculations did not improve the agreement.
measurement are unfortunately not available. The RDWIA calculation with single-nucleon currents was
pifficulties associated with the reaction mechanism relativelyused to fit normalization factors to the data from this experi-
far from QE kinematics may also be partly responsible for thement and from several other experiments at lo@érlgnor-
anomalously low normalization factors for these data. ing two experiments which appear to have normalization
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problems, normalization factors of 03 and 0.6Q9) were d°o e o

obtained for the lowestp, - and Ipy-states with no sig- ded0d0e K;a DV, (A1)
nificant dependence upd@¥ or Tp. The estimated uncertain- RN :

ties account for variations due to the choice of bound-where

nucleon wave functions, optical potentials, and other aspects

of the model. After accounting for other known but unre- K = PnEn (A2)
solved Ip-states, the total f-shell spectroscopic strength (2m)3

below about 15 MeV excitation is estimated to be about

0.65+0.10 relative to full occupancy. is a phase-space factdg,=(si,ki) and ki=(zs¢,k) are the

For 25< Episs<50 MeV andpss< 145 MeV/c, the re- initial and final electron momentap,=(Es,pa) and pg
action was dominated by the knockout o, A-state protons =(Eg,pg) are the initial and final target momentay
and the cross section and effective response functions were(Ey,pn) is the ejected-nucleon momentung=Kk;—k;
reasonably well-described by bare ROMEA calculations=(w,q) is the momentum transfer carried by the virtual pho-
which did not consider the contributions of two-body cur- ton, QZ:_qﬂqu:qZ—wZ is the photon virtuality, and
rents due to MEC and IC. However, @s,ss increased be-
yond 145 MeVE, the single-particle aspect of the reaction
diminished. Cross-section data and response functions were
no longer peaked & ;=40 MeV, nor did they exhibit the ) . ) ) )
Lorentzians-shell shape. Already gt,s=280 MeV/c, the  (With uy=py/Ey) is a recoil factor which adjusts the nuclear
same bare ROMEA calculations that did well describing thePhase space for the missing-energy constraint. In the OPEA,
data forpy,iss< 145 MeV/c underestimated the cross-section the invariant electroexcitation matrix element is represented
data by more than an order of magnitude. Including the conby the contraction of electron and nuclear response tensors of
tributions of two-body currents due to MEC and IC im- the form
proved the agreement fdf,,c<50 MeV, but the calcula-

_VnVe| (A3)

ol
VN VN

—gi it

tions still dramatically underpredict the data. Tr = Il ) (A4)
For 25<E;ss<120 MeV and ppis<=280 MeV/c, the

cross-section data were almost constant as a function of both Wy = <JM7D, (A5)

Pmiss @and Eniss Here, the single-particle aspect of the o i .
1s,,-state contributed<10% to the cross section. Two- Wherejis the electron current/* is a matrix element of the

nucleon(e,e’pN) calculations accounted for only about 50% Nuclear electromagnetic current, and the angled brackets de-
of the magnitude of the cross-section data, but reproduce@ote averages over initial states and sums over final states.
the shape well. The model, which explained the shape, trand-he reduced cross section is given by
verse nature, and 50% of the measured cross section, sug- o5

. . o
gested that the contributions of the two-nucleon currents due Ored= T —
to MEC and IC are much larger than those of the two- de;dQedQy
nucleon correlations. The magnitude of the measured crosghere
section that remains unaccounted for suggests additional cur-
rents and processes play an equally important role. e (A7)

2
_efe v
Oen= o Q4(7IWW” )pwiA
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is the single-nucleon current between free spinors normal-
ed to unit flux. The initial momentunp;=p;—Qef) is ob-

tained from the final ejectile momentu(p;) and the effec-
APPENDIX A: THEORETICAL FORMALISMS tive momentum transfefqes) in the laboratory frame, and

the initial energy is placed on shell. The effective momentum

1. RDWIA transfer accounts for electron acceleration in the nuclear

The five-fold differential cross section for the exclusive Coulomb field and is discussed further later in this section.

A(e,e’'N)B reaction leading to a discrete final state takes the In the nonrelativistic PWIA limit, 0,4 reduces to the

form (see Ref[2]) bound-nucleon momentum distribution, and the cross section
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given in Eq.(Al) may be expressed as the product of the

phase-space factdt, the elementary cross sectiog,, and T4 = y*F4(Q%) + IU" vy Fz(Qz) (A13b)
the momentum distribution. This is usually referred to “fac-

torization”. Factorization is not strictly valid relativistically _

because the binding potential alters the relationship between -, P* nn

lower and upper components of a Dirac wave function—see 5= EnFl(Qz) + IU“ Gm(Qz) (Al130)
Ref. [116]. In this section, it is assumed that the nuclear

current is represented by a one-body operator, such that are obtained, where

j“:f d®r explit .r)@<—>(p,r)lrﬂ|¢(r)>, (A10) q=(E-E,.q),
where ¢ is the nuclear overlap for single-nucleon knockout P=(E +E,2p;-q),
O e oy and whereE,=m2+(p;—q)? is placed on shell based upon

is the Dirac adjoint of the time-reversed distorted wavés

. the externally observable momemgaandq evaluated in the
the relative momentum, and

laboratory frame. When electron distortion is included, the
Es local momentum transfeq— g is interpreted as the effec-
t= w4 (A1l)  tive momentum transfer with Coulomb distortion. These op-
erators are commonly named CC1, CC2, and CC3, and are
is the recoil-corrected momentum transfer in the barycentrigio longer equivalent when the nucleons are off-shell. Fur-
frame. Here(w,q) and Eg are the momentum transfer and thermore, the effects of possible density dependence in the
the total energy of the residual nucleus in the laboratorynucleon form factors can be evaluated by applying the Local
frame, respectively, anW=/(my+w)?-g? is the invariant Density Approximation(LDA) to Eq. (A13)—see Refs.
mass. [80,119.
De Forest[117] and Chinn and Picklesimgil18] have The overlap function is represented as a Dirac spinor of
demonstrated that the electromagnetic vertex function for e form
free nucleon can be represented by any of three Gordon-
equivalent operators: ben(r) = (

fl(N)Y () )

Al4
19DV () (A1)

pu
Ff(pf-pi) = ')’MGM(QZ) - %FZ(QZ)n (Alza) where

. 1 N
X X OEDY <€v5rns|1m>Yey(r)xms (A15)
I5(ps,pi) = ¥*F1(Q%) + Io’” Fz(Q ), (A12b) »mg
is the spin spherical harmonic and where the orbital and total
angular momenta are, respectively, given by

TH(pup) = 5 Fy(Q) +io# Gy (D), (A120 L
€=SK<K+—)——, (Al63a)
whereP=(E;+E;,p;+p;). Note the correspondence with Eq. 2/ 2
(A13) below. Althoughl', is arguably the most fundamental
because it is defined in terms of the Dirac and Pauli form 1
Sek— =, (A16b)

factorsF; andF,, I'; is often used because the matrix ele- =5 2

ments are easier to evaluale; is rarely used but no less

fundamental. In all calculations presented here, the momentélith S,=sign(«). The functionsf, and g, satisfy the usual

in the vertex functions are evaluated using asymptotic labocoupled linear differential equations—see for example Ref.

ratory kinematics instead of differential operators. [119). The corresponding momentum wave function
Unfortunately, as bound nucleons are not on shell, an off-

_shell e>_<trapo|at|0mforwh|ch no rlg_or_ous_Justlflcatlon e_X|s)ts_ ’@Km(pm)zfd% exp(= iPm- 1) () (A17)

is required. The de Forest prescription is employed, in which

the energies of both the initial and the final nucleons ar
placed on shell based upon effective momenta, and the e
ergy transfer is replaced by the difference between on-shell

nucleon energies in the operator. Note that the form factors ?;Km(pm) = 417i_€<
are still evaluated at th®? determined from the electron-

scattering kinematics. In this manner, three prescriptions

hen takes the form

T (P Vien(Pr)

~ . ) (A18)
= S8-(Pm) V-l Prm)

- where
T = P -
I = 7Gu(Q) - 5 Q) (A133) F (P = f drr2] (P (1), (A199)
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9-.(pm) = f drr?j o (Prr)g-,(r), (A19b)
and where in the PWIA, the initial momentupy, would
equal the experimental missing momentpmss Thus, the
momentum distribution

_i e 2= 2
p(Pm) = o5 (1T Pl "+ [GPr)|) (A20)
is obtained, normalized to
4 f dprp(pm) = 1 (A21)
for unit occupancy.
Similarly, let
J[E+m ¢,(r)>
+) — L=
v (p,r) oE <§(r) (A22)

represent a wave function of tiNe+ B system with an incom-

ing Coulomb wave and outgoing spherical waves open in all

PHYSICAL REVIEW C 70, 034606(2004)

lower components of the Dirac wave function are then ob-
tained using

y=DY?%¢, (A253)
(F e ey +‘;'+ps"”_ o (A25b)

This method is known as direct Pauli reductifi8,79. A
very similar approach is also employed by Meuetial.
[81]. A somewhat similar approach based on the Eikonal
Approximation (see the discussion of the ROMEA calcula-
tions in Appendix A 2 has been employed by Radiei al.
[123,124.

For our purposes, the two most important differences be-
tween relativistic and nonrelativistic DWIA calculations are
the suppression of the interior wave function by the Darwin
factor in Eq.(A253), and the dynamical enhancement of the
lower components of the Dirac spin@iso known as “spinor
distortion”) by the strong Dirac scalar and vector potentials
in Eq. (A25b).

As demonstrated in Ref§18,125,128 the Darwin factor

channels. Specific details regarding the boundary condition&§nds to increase the normalization factors deduced using an

may be found in Refq94,120,121
The Madrid RDWIA calculationg16] employ a partial-

RDWIA analysis. Distortion of the bound-nucleon spinor de-
stroys factorization and at larg®,ss produces important os-

wave expansion of the first-order Dirac equation, leading to &illatory signatures in the interference response functions,
pair of coupled first-order differential equations. Alterna-ALt, and recoil polarization—see Refd9-21,94,12] The
tive|y, the LEA Code[lZZ] by Ke”y uses the Numerov a|go_ effect of Spinor distortion within the Effective Momentum
rithm to solve a single second-order differential equation thaf\PProximation(EMA) has been studied by Kell{94]. The
emerges from an equivalent Schrodinger equation of théEA code has subsequently been upgraded to evaluate Eqg.

form
[VZ+K2 - 2u(UC+USL - 0)]€=0, (A23)

wherek is the relativistic wave numbep is the reduced
energy, and

c_E m_ §-V?
Uv=—|V+—S+
,L E 2E

} +UP, (A243a)

1 1 d 3(D"\?
uP=— ——2—(r2D’)+—(—) ,  (A24b)
2u|  2r°Ddr 4\ D
1D’
LS=_ ZB, (A24c0)
-V
D=1 m (A24d)

S and V*® are, respectively, the scalar and vector potentia

terms of the original four-component Dirac equatisee

Ref.[2]). D(r) is known as the Darwin nonlocality factor and
UC and U'S are the central and spin-orbit potentials. The
Darwin potentialU® is generally quite small. The upper and

®Note that the calculations in Reff2] using LEA neglected the
(S-V) term and replaced the momentum in Hé&25b) by its

(A25) without applying the EMA. These two methods for
constructing the ejectile distorted waves should be equiva-
lent. The predictions of theea and the Madrid codes given
identical input are compared in Sec. IV A.

The approximations made by DWIA violate current con-
servation and introduce gauge ambiguities. The most com-
mon prescriptions,

Jq— %jo, (A26a)
J-q
Jp— Tt Fq#, (A26Db)
q
Jo—~ Jan (A260)

correspond to Coulomb, Landau, and Weyl gauges, respec-
tively. Typically, Gordon ambiguities and sensitivity to de-
Fails of the off-shell extrapolation are largest in the Weyl
gauge. Although there is no fundamental preference for any
of these prescriptions, it appears that the data are in general
least supportive of the Weyl gauge. Further, the CC1 opera-
tor is the most sensitive to spinor distortion while the CC3
operator is the least. The intermediate CC2 is chosen most
often for RDWIA.

Besides the interaction in the final state of the outgoing
proton, in any realistic calculation with finite nuclei, the ef-

asymptotic value, an approach later called EMA-noSV, where EMAfect of the distortion of the electron wave function must be

denotes the Effective Momentum Approximation.

taken into account. For relatively light nuclei and large ki-
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netic energies, the EMA for electron distortitthe “ges Ap-  tering process makes the use of a potential method for de-
proximation” is sufficient—see Ref4128,129. In this ap-  scribing FSI effects somewhat artificial. In this high-energy
proach, the electron current is approximated by regime, an alternate description of FSI processes is provided
_ by the Glauber Multiple-Scattering Theory. A relativistic and
. Kiks_— — unfactorized formulation of this theory has been developed
J(Qer) ~ @u(kf)yﬂu(ki)’ (A27) by the Ghent Group87,8§. In this framework, theA-body
- wave function in the final state reads as

whereqes=k;—K; is the effective momentum transfer based

upon the effective wave numbers N 1 '
WR(r,rors, ...1a) ~0| 1 gPr
_ o7 AN T2,T3 .1 o-p Xmg
k:k+sz—k, (A28) E+m
Z
X Wg(ry, ... rp), (A31)

with f;~1.5 andR,~1.2A'3. For all the RDWIA calcula-
tions presented in this paper that are compared directly witivhere g is the wave function characterizing the state in
data, this tj¢ Approximation” has been used to account for which theB nucleus is created. In the above expression, the
electron Coulomb distortion. Only the RPWIA and subsequent elastic or “mildly inelastic” collisions which the
RDWIA opg) cOmparison calculations shown in Fig. 7, the ejectile undergoes with “frozen” spectator nucleons are
baseline RDWIA comparison calculations shown in Figs. 8mplemented through the introduction of the operator

and 9, and the RDWIA and RMSGA comparison calculations A
shown in Fig. 10 omit the effect of electron Coulomb distor- @(f,fz,fs, ) =1111-T(p,b- b)) 6(z-2)],
tion. This is equivalent to settinfy=0 in Eq.(A28). j=2
> ROMEA/RMSGA where the profile function fopN scattering is
The Eikonal ApproximatiofEA) belongs to the class of I(p,b) = opn(1 —ign) oxd - b
semi-classical approximations which are meant to become P.b)= 477:8’2)N Zﬂém '

“exact” in the limit of small de Broglie(db) wavelengths, ) ] o
Agp<<@, Wherea is the typical range of the potential in which N practice, for the lab momentum of a given ejectile, the
the particle is moving. For a particle moving in a relativistic following input is required: the total proton-proton and
(optica)) potential consisting of scalar and vector terms, theProton-neutron cross sectiarfy, the slope parametggyy,

scattering wave function takes on the EA form and the ratio of the real-to-imaginary scattering amplitude
epn- The parametersyy, Bpn. and ey are obtained through

1 interpolation of the data base made available by the Particle
Pe(r) ~ 1 eip-reiS(r)XmS_ (A29) Data Group[130]. The A(e,e’N)B results obtained with a
mﬂ' P scattering state of the form of E¢A31) are referred to as

RMSGA calculations. It is worth stressing that in contrast to
This wave function differs from a relativistic plane wave in the RDWIA and the ROMEA models, all parameters entering
two respects: first, there is a dynamical relativistic effectthe calculation of the scattering states in RMSGA are directly
from the scala(S) and vector(V) potentials which enhances obtained from the elementary proton-proton and proton-
the contribution from the lower components; and second, theeutron scattering data. Thus, the scattering states are not
wave function contains an eikonal phase which is determinedubject to theSV effects discussed in Appendix A 1, which
by integrating the centrdlU®) and spin-orbitU-5) terms of  typically arise when relativistic potentials are employed.
the distorting potentials along t@symptotig trajectory of ~ However, theSV effects are included for the bound-state
the escaping particle. In practice, this amounts to numeriwave function.

cally calculating the integrdlr =(b,2)] Note that for the kinematics of tH80(e, e’ p) experiment
, presented in this paper, the de Broglie wavelength of the
; __:m T IC(h o LS o ejected proton iag,= 1.3 fm, and thus both the optical po-
15(b,2) = -1 f_m dz[U"b,z) + U™b,2) tential and the Glauber frameworks may be applicable. In-

o deed, forT,~0.433 GeV, various sets of relativistic optical
X[o - (b X K) -iKz']], (A30) potentials are readily available and, appears sufficiently

whereK E%(p+q). Within the ROMEA calculation. the ei- Small for the approximations entering the Glauber frame-

konal phase given by EGA30) is computed from the rela- WOrk to be justifiable—see Refg7].

tivistic optical potentials as they are derived from global fits

to elastic proton-nucleus scattering data. It is worth stressing  AppeNDIX B: A “DIP"-REGION INVESTIGATION

that the sole difference between the ROMEA and the

RDWIA models is the use of the EA to compute the scatter- A small portion of the beam time allocated to the mea-

ing wave functions. surement discussed in the main body of this article was used
For proton lab momenta exceeding 1 Ge\the highly  for an exploratory investigation of the “dip” located in the

inelastic nature of the elementary nucleon-nucldéttscat-  energy-transfer region between the QE peak and the
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y=0.162" The HRS was then positioned at,=38.45°
(6pg=0°) and its central momentum varied from
828 MeV/c to 1190 MeVt in five steps of Ap,

~70 MeV/c per step. These momentum settings were close
enough to each other that there was adequate acceptance
overlap between them to allow for radiative corrections to be
performed. The configuration of the experimental apparatus
and data-acquisition system was identical in all aspects to
that used for the QE measurement. The data analysis was
also identical to that performed on the QE data, save for an
additional cut to remove f¢,e’p)7° events.

Figure 25 shows the measured cross-section data for the
dip region as a function df,;c compared to calculations by
the Ghent Group foE,.,,=1.643 GeV. The dashed curve is
the bare ROMEA calculation for proton knockout from the
1s,,,-state of'®0 and the solid curve is the same calculation
including the effects of MEC and ICsee the main text of
this article for further details A normalization factor of 1.0
was employed for these calculations. The dashed-dotted
curve illustrates the calculatéd, e’ pN) contribution. In con-
trast to the QE energy region, the bare calculation actually
overestimated the sl,,-state strength in these kinematics.

FIG. 25. Data from this work together with calculations by the Also in contrast to the QE energy region, the inclusion of
Ghent Group for thé&;ssdependence of the cross-section data ob-MEC and IC decreased the magnitude of the calculated cross

tained in dip-region kinematics fdEpe,,=1.643 GeV. Uncertain-

section and improved the agreement. Finally, while the

ties are statistical and, on average, there is an additional +5.9%e,e’pN) calculations have the measured flat shape for

systematic uncertainty associated with the data.

A(1232-resonance. For this investigation, Epeam
=1.643 GeV was employed, and the HR#@®sition and cen-
tral momentum were fixed atf,=37.17° and p,
=1056 MeVfk, respectively. This resulted inq
~1.026 GeVE, w~589 MeV, Q*~0.706(GeV/c)?, and

Eniss> 100 MeV, they are twice as large as the cross-section
data.

The quantityy (which is the minimum value of the initial mo-
mentum of the nucleoris generally used to label non-QE kinemat-
ics. According to Dayet al. [131], y=[(my+w)VAZ-m3W?
-gA]/W2, where W= \/(mp+w)?-g? and A=(mg—m%+WA)/2. In
QE kinematicsy=0.
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