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Two high-accuracy measurements of cross sections and analyzing powers for the proton-proton bremsstrah-
lung reaction have been performed at 190 MeV beam energy. These measurements provide not only the most
accurate exclusive cross-section and analyzing-power data to date, but also a wide phase-space coverage. Thus,
an accurate test of nucleon-nucleon interaction models is made feasible. The experimental setup and the
analysis procedure are discussed in detail. Microscopic calculations and calculations based on the soft-photon
theorem show deficiencies in explaining the bulk of the data.
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I. INTRODUCTION

One of the most fundamental problems in nuclear physics
is that of understanding the strong force acting between
nucleons. The simplest way to investigate this force is by
studying the two-nucleon system either in the bound state
(deuteron) or by means of elastic nucleon-nucleonsNNd scat-
tering. The most modernNN potential models describe the
world data set forNN scattering with a reducedx2 close to
unity [1–3]. Since the predictions of different potential mod-
els for elasticNN scattering are nearly the same, they are
said to be “data-equivalent.” It is desirable to test the predic-
tions of any of these modern potential models with reactions
other than elastic scattering with different kinematic con-
straints. The simplestNN-scattering process going beyond
elastic scattering is theN+N→N+N+g or the bremsstrah-
lung reaction referred to hereafter asNNg. By measuring
physical observables for this process and comparing the re-
sults with the predictions of potential models one hopes for a
better understanding of this process and thereby to gain more
insight into theNN interaction dynamics than what is pro-
vided by the elastic channel.

In 1949, Ashkin and Marshak studied aspects of the
proton-proton interaction not probed by elastic scattering in
reactions resulting in bremsstrahlung for the first time[4].
Low proved in 1958 that in a series expansion in the photon
momentum the first two terms of the scattering amplitude
can be expressed exactly in terms of the elastic amplitude
[5]. Any realistic model should converge to this expansion in
the limit of the photon momentum going to zero. Inspired by
the soft-photon theorem proven by Low, the Soft-Photon Ap-
proximations(SPA) [6–9] have been developed. The choice
made for terms beyond the leading two orders introduces

model dependence. This construction of the amplitude is not
based on a microscopic model for the reaction dynamics.

In order to investigate the reaction dynamics in more de-
tail, one performs microscopic calculations based upon a po-
tential model. It has been a long-standing hope that the
bremsstrahlung process will be able to discriminate between
the different potential models. The first serious attempt to
observe these differences was made in 1963 by Sobel and
Cromer [10]. Already then, many of the ingredients which
are necessary for the calculation of the bremsstrahlung pro-
cess were introduced. It has been shown that once all the
ingredients are included in the calculation of hard-photon
production, the predictions of various modern potential mod-
els do not differ significantly, independent of whether they
are finite range or energy dependent[11].

In proton-proton bremsstrahlungsppgd, the first-order
electric dipole transition is forbidden. Furthermore, the ex-
change of a single charged meson, to which a photon can
couple, is not allowed. Due to the absence of these leading-
order terms, the observables become more sensitive to other,
more subtle, effects. The most important corrections to the
leading order terms are the virtualD-isobar and the magnetic
meson-exchange current[12–17]. The magnetic meson-
exchange currents consist of an intermediate meson with
quantum numbersJp=1− (r or v) being transformed into a
meson with quantum numbersJp=0−sp0d thereby emitting a
photon. Figure 1 shows the most important ingredients that
enter in a microscopic calculation of the nucleon-nucleon
bremsstrahlung process.

Other higher-order terms of the bremsstrahlung amplitude
are due to negative-energy states which have been investi-
gated by Martinuset al. [18]. This effect is only important at
energies above the pion production threshold and does not
contribute significantly at energies relevant for this work.
The dependence of the electromagneticNNg vertex on the
off-shell invariant masses is a subject of investigation
[19,20]. The extent to which this effect contributes is still
under discussion. It should be noted that none of the effects
mentioned can be observed individually. Independent of the
theoretical description of the details of the process, the
bremsstrahlung reaction is a different process from elastic
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scattering in that a photon vertex has been added and should
be investigated both experimentally and theoretically. To
show how different the bremsstrahlung process is from elas-
tic scattering, one can look at the relative energy of the out-
going protons for various combinations of angles. This
Lorentz-invariant variable, Erel, is defined here by
ÎsE1+E2d2−spW1+pW2d2−2Mp, where E1spW1d and E2spW2d are
the energies(momenta) of protons 1 and 2, respectively, and
Mp is the mass of the proton. In Fig. 2 this variable is shown
as a function of the photon angle for small outgoing proton
angles, and for an incoming-proton beam energy of
190 MeV. One clearly observes a very large range of relative
energies for a fixed beam energy. For elastic scattering, the
value of the relative energy is fixed at 95 MeV for all scat-
tering angles. One can probe the nucleon-nucleon interaction
at various energies by simply looking at a different region of
the phase space. As can be observed in Fig. 2, one can probe
very low relative energies of the outgoing protons. In this
regime, one would expect another effect, namely that of the
Coulomb force, to become important. Calculations per-
formed to date[21–23] claim that the influence of this effect
on the bremsstrahlung observables is minimal except for out-
going proton angles less than 6°. Incidentally, the variable
Erel is related to the energy of the photon in the c.m. frame,
Eg

c.m.; this relation is expressed by the following equation:

Eg
c.m.=

s− sErel + 2mpd2

2Îs
, s1d

with Îs being the total energy of the system in the center of
mass.Eg

c.m. can be interpreted as a measure of how far the
interacting nucleons are off their mass shell.

In order to go as far away as possible from the elastic-
scattering channel, one needs to measure high-energy pho-
tons in a proton-proton bremsstrahlung experiment. Kine-
matics with high-energy photons restrict the protons to small
scattering angles. At these angles the background due to the
elastic-scattering channel is so large that it has hampered the
experimental efforts in the past[24,25]. These experiments
were not performed at small proton scattering angles and in
addition the results suffered from low statistical accuracy. It
was not until the eighties that the first high-luminosity ex-
periment was performed at TRIUMF at small angles[26].
The experiment used a 280 MeV polarized proton beam,
providing not only cross sections but also analyzing powers.
However, the cross-section data from this experiment have
been multiplied in the original paper with an arbitrary renor-
malization factor of two-thirds in order to obtain better
agreement with theory. In addition, the experimental uncer-
tainties are large compared to those in the data presented
here. Another experiment at IUCF[27] has been performed,
but a comparison with theory is difficult, due to the integra-
tion of the data over large parts of the phase space.

More recently otherppg experiments have been per-
formed at small scattering angles[28–30]. The experiment
with the accelerator COSY at Jülich[28] is a low-luminosity
experiment with no photon detection system. The total num-
ber of collected events is about 1000. At Uppsala, appg
experiment has been performed at 310 MeV[29], which is
above the pion production threshold. Only a single proton
and the photon are detected. The total number of collected
events is about 60,000. The final data have not yet been

FIG. 1. The most important ingredients in a microscopic calcu-
lation. The top graphs represent the external bremsstrahlung contri-
butions while the middle ones are for internal bremsstrahlung. The
lower graphs show the higher-order effects discussed in the text.
Note that in theppg reaction, the contribution from the lower-left
diagram is absent.

FIG. 2. The relative energy, as defined in the text, is shown as a
function of the photon polar angle for various proton-angle combi-
nations. The top(bottom) combinations are symmetric(asymmet-
ric) proton angles.
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published, but the resulting accuracy will be similar to that of
the TRIUMF data. At Osaka appg experiment at 400 MeV
was performed[30] with two proton spectrographs and no
photon detection system. The high resolution spectrographs
allow an accurate determination of the photon momentum.
However, such magnetic devices have small acceptances, re-
sulting in a small coverage of the phase space.

In this paper, we report on theppg cross-section and
analyzing-power measurements performed at KVI with a
beam energy of 190 MeV. The detection setup detects all
three reaction products in coincidence. The total number of
analyzed events is about 10 million. With this unprecedented
accuracy, a detailed comparison with theoretical-model pre-
dictions is made possible. Results for some kinematics have
already been published in Refs.[31–33]. Here, results for
additional kinematical regions and a different way of pre-
senting the data are discussed.

In Sec. II some of the details of the experimental setup
will be discussed. Section III is devoted to the details of the
data analysis. A description will be given of all the steps
involved in going from the raw data to cross sections and
analyzing powers. In Secs. IV A and IV B the results are
presented along with results of some state-of-the-art calcula-
tions. Finally, in Sec. V we summarize this work. In the
Appendix, some details concerning the kinematics and data
tables are presented.

II. EXPERIMENTAL SETUP

As was mentioned before, the goal of the present mea-
surements was to detect the protons at small laboratory
angles. Furthermore, a measurement which aims to probe
small effects should be performed with high accuracy. In
order to obtain a high statistical accuracy, one has to maxi-
mize the luminosity, which is limited by the maximal count
rate the setup can handle. In proton-proton bremsstrahlung,
the predominant background process is elastic scattering. At
the angles of interest the elastic-scattering yield is roughly a
factor of 106 higher than the bremsstrahlung yield.

The experiments that are the subject of this work were
performed with a 190 MeV polarized-proton beam[34] from
the superconducting cyclotron AGOR[35] at KVI. The beam
current was typically 6 nA with a typical polarization of
±0.65. A liquid-hydrogen target cell with a thickness of
6 mm and a diameter of 20 mm was designed and used for
these measurements[36]. The operational temperature of
15 K and pressure of 190 mbar were safely above the triple
point. This way, the pressure exerted on the window would
be minimal enabling the use of very thin windows. For the
entrance and exit windows of the target, 4mm-thick Aramid
(from Toray, Japan) was used. This was the first time that
such a thin window of synthetic material has been used in a
beam of protons. These windows were used for extended
periods of 2 to 3 weeks of beam on target without any visible
damage.

For the detection of the outgoing protons, the Small-
Angle Large-Acceptance Detector(SALAD), which was
specifically designed and built for these experiments, was
employed. It has a large solid angle of 400 msr and allows

one to make cylindrically-symmetric measurements around
the beam axis. The scattering angles covered range from 6°
to 26°. The detector is segmented to handle high count rates
and allows a hardware trigger rejection of protons stemming
from elastic scattering. The design and operation of this de-
tector is the subject of the first subsection. More detailed
information can be found in Ref.[37].

In order to detect the bremsstrahlung photons, we have
used the Two-Arm Photon Spectrometer, TAPS[38]. At KVI,
TAPS consisted of approximately 400 BaF2 crystals, which
were used in two different geometries. In the first geometry,
labeled as the “supercluster,” all crystals were mounted at
backward angles in a large hexagon, surrounding the beam
pipe. This results in a polar angular range of 125° –170° and
a complete 2p azimuthal coverage. In order to investigate
the angular distribution of the photons, a second experiment
was performed where the cylindrical symmetry in photon
detection was sacrificed. This second geometry, called the
“block geometry,” consists of six rectangular frames, each
containing 64 crystals. These frames were positioned around
the target on both sides of the beam pipe. TAPS covered
more than 20% of the full 4p solid angle in both geometries.
The TAPS detector is the subject of the second subsection. A
description of the data acquisition and an overview of the
triggers of both experiments are given in the third subsec-
tion.

A. The Small-Angle Large-Acceptance Detector

The Small-Angle Large-Acceptance Detector(SALAD)
was used for the detection of the outgoing protons. It consists
of two Multi-Wire Proportional Chambers(MWPC) for de-
termination of the scattering angle of the outgoing protons
[39]. Behind the two wire chambers, two layers of seg-
mented plastic scintillators are mounted. The first layer is
used for energy determination of the protons and is therefore
called the “energy detector.” Protons with an energy higher
than 135 MeV will punch through the first layer and reach
the second layer of scintillators called the “veto detector.”
These protons originate from elastic scattering and can be
rejected via a hardware trigger[40]. Figure 3 shows a top
view of SALAD, together with TAPS in the supercluster ge-
ometry.

The energy detector consists of 24 detection elements, 12
on the top side and 12 on the bottom side. The elements are
placed in a cylindrical configuration, such that the contact
plane between each two elements is in the same plane as the
target center. This way, a particle moving in a straight line
(not undergoing any interactions) will not fire more than one
element. The material is BC-408, which is a fast scintillation
plastic(2.1 ns decay time). The scintillators are read out with
Philips XP 2282/B photo-multipliers(eight stages). These
tubes are able to handle extremely high ratess<1 MHzd.

Since protons stemming from elastic scattering must
punch through the energy detector and protons from brems-
strahlung have to be stopped, the thickness of the energy
detector has to be chosen with care. In Fig. 4 the range of
protons in the material is plotted as a function of the kinetic
energy(solid curve). This curve is obtained from the empiri-
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cal formula[41] for the range of charged particles in matter,
R, as a function of their energy,E: R=aE1.75. The constanta
depends upon the type of material and it has been obtained
from a fit to a Monte Carlo simulation performed with
GEANT [42]. The dashed-double-dotted curve shows the en-
ergy spectrum of protons originating from bremsstrahlung
events with an incident beam energy of 190 MeV. The pro-
ton scattering angle is restricted to be between 5° and 28°
and the photon scattering angle is restricted to be between
60° and 180°. These restrictions correspond roughly to the
largest detection range of the employed setup. The dashed
curve is the energy spectrum of protons originating from
elastic scattering, where the proton scattering angle is re-
stricted to the same range. Both spectra are the result of a
Monte Carlo simulation where a phase-space distribution is
taken. One can see that the two peaks are well separated. The

high energy tail of the bremsstrahlung spectrum, however,
has an overlap with the elastic spectrum. Evidently this part
of the spectrum will be hardware rejected. These high energy
protons correspond to a partner proton with a very low en-
ergy, which will anyways not be detected, due to the low-
energy threshold of about 20 MeV in the SALAD detector.
Note that the two spectra are not scaled to each other. The
ratio of the real bremsstrahlung yield to the elastic-scattering
yield is about 1 to 106. The thickness of the energy detector
is chosen to be 11.25 cm corresponding to a punch through
of protons with an energy larger than 135 MeV.

The trigger is provided by the SALAD trigger module,
which is described in detail in Ref.[40]. This CAMAC mod-
ule is a programmable multiplicity unit, specifically designed
for this experiment. It has the capability to select theppg
trigger condition on the SALAD side:NE−NVù2 where
NEsNVd represents the total number of elements registering a
particle in the energy(veto) detector. The module has four
trigger outputs which can be programmed independently.

B. The two-arm photon spectrometer

In the supercluster geometry, the crystals are mounted in a
large hexagon surrounding the beam pipe. The detector is
placed at backward angles, such that the front face is at a
distance of 50 cm upstream from the target. The polar angu-
lar range is 125° to 170° and the azimuthal scattering angular
range covered is complete for nearly all scattering angles. In
Fig. 5 the supercluster geometry of TAPS is depicted, as seen
from the target. The outer two rings of BaF2 crystals were
equipped with plastic elements making these elements
phoswich detectors. These elements have a 15 mm thick
plastic scintillator mounted in front of the BaF2. The light
produced by the plastic element is detected with the same
phototube as the light of the BaF2. This was done to dis-
criminate photons from protons and leptons via a pulse-
shape analysis. The choice for phoswich detectors, however,
turned out to be problematic for the trigger, since their count
rate was more than a factor 5 higher than that of a normal
BaF2 detector. This is due to the fact that the plastic detectors
deliver a fast high amplitude pulse. This causes the Leading-

FIG. 3. Top view of SALAD(right) and the TAPS(left) detec-
tors, configured in the supercluster geometry. The distances are
given in mm.

FIG. 4. The range of protons in plastic scintillator material
(solid curve) and the proton energy spectra ofppg (dash-double-
dotted curve) and elastic scattering(dashed curve).

FIG. 5. The TAPS detector in the supercluster geometry, seen
from the target. This setup contains 390 detection elements.
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Edge Discriminator(LED) to fire even when very low-
energy particles, which hardly contribute to the total charge
of the pulse, enter the detector. This can be seen from Fig. 6,
where the energy is plotted versus the time-of-flight of the
particle relative to the rf of the cyclotron for events observed
using a normal BaF2-crystal and using a BaF2 equipped with
a phoswich detection element. Events have been selected
where a LED, which was set to a 15 MeV threshold, has
fired. One can observe two bands in the left panel. The ver-
tical band consists of photons, which have times-of-flight
independent of their energy. The curved band consists of
massive particles, e.g., protons produced in the target foils,
whose times-of-flight are longer when their energies are
lower. This band in the phoswich detector extends much fur-
ther to lower energies than it does in the normal detector.
Furthermore, in the phoswich detector one can observe a
band with low-energy particles, which are not time-
correlated with the beam. These particles originate from the
room background, and fire the LED of the detectors
equipped with phoswiches. Increasing the LED-high thresh-
old of the phoswich detectors in order to decrease their count
rate, would render them useless for low-energy photon de-
tection. One detail in Fig. 6 is that the massive-particle band
and photon band are more separated in time in the phoswich
detector. This is explained by the fact that this detector was
mounted at a larger distance from the target.

In the second experiment, referred to as the “block geom-
etry,” the crystals are mounted in six blocks each containing
64 BaF2 crystals. In front of each crystal a plastic NE102A
scintillator is mounted, which allows for a distinction be-
tween charged and neutral particles[43]. These plastic scin-
tillators are read out with separate phototubes. This configu-
ration is depicted in Fig. 7. The six blocks are positioned
around the target at a distance of approximately 66 cm. The
angular range is 60° –170°.

In both geometries, the analog signal from a BaF2 module
is connected to a QDC(charge-to-digital-converter), where
the signal is integrated twice, allowing particle identification
via pulse-shape analysis. The original signal is discriminated
three times. The CFD(constant-fraction-discriminator) sig-
nal which was created with a threshold setting of 500 keV, is
used for measuring the timing with respect to the rf of the
cyclotron. This timing is thus a measure of the time-of-flight
of incident particles. Furthermore, the CFD signals are used
to define the individual integration gates of the QDCs. Two

leading edge discriminator(LED) signals, called LED-high
and LED-low, are used in the trigger logic. The level of the
LED-high was set to 15 MeV in both experiments. The ef-
fect of this cut is depicted in Fig. 8.

In the supercluster geometry an OR of all LED-high sig-
nals was used as a TAPS trigger to provide the strobe for the
SALAD-trigger box. In the block geometry where the
charged-particle vetos(CPVs) were available, charged par-
ticles were vetoed by an anti-coincidence of the LED signals
from the CPV with the corresponding BaF2 LED-low signals
using multiplicity pattern units(MPU). A Quasi-Neutral

FIG. 6. The Energy versus the time-of-flight for a normal BaF2

crystal (left panel) and for a BaF2 crystal equipped with a plastic
detector(right panel). Events have been selected where the LED-
high has fired.

FIG. 7. Top view of the SALAD and TAPS detectors in the
block geometry(labeled A–F). This setup contains 384 BaF2 detec-
tion elements.

FIG. 8. Energy spectrum of the TAPS detector. The levels of the
two LED triggers are indicated.
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(QN) trigger was obtained by making a block-wise AND of a
LED-high signal with the output of the MPU. The LED-low
was set to 5 MeV in the block geometry and was used in the
more complex dilepton trigger via MPU and memory-lookup
units.

C. Data acquisition

The data were stored on digital linear tapes(DLTs) by the
TAPS data acquisition. The CAMAC-crate controllers from
TAPS are chained via a VME subsystem bus and are con-
nected by a VME-based microprocessor to the data-
acquisition computer. The data from SALAD were passed to
VME-based dual-port memory units(LeCroy DPM 1190),
one for the scintillator information(TDC and FERA) and
one for the wire-chamber data(PCOSIII). The data handling
rate is about 300 kB/s, resulting in approximately
800 events/s. A fraction of the events were passed via Eth-
ernet to the on-line data analysis.

The triggers of the supercluster experiment are listed in
Table I. The most important trigger is theppg-trigger. Also,
the heavily down-scaled rf of the cyclotron is used as a trig-
ger by reading out all the detectors once every 2253103

beam pulses. This trigger is used for the determination of the
elastic cross section, which in turn is used for the absolute
normalization of theppg data. The raw rate is the rate at
which the trigger fires and the data-acquisition rate is the rate
at which this trigger was written to tape.

The triggers and their rates for the block-geometry experi-
ment are listed in Table II. In this geometry the two forward
TAPS-blocks A and F(see Fig. 7), receive a large contribu-
tion of elastically-scattered protons which penetrate into the
BaF2 crystals. Consequently, in these blocks more than 80%
of all LED-high triggers originate from these protons. There-
fore, the rate of the QN trigger was very much different from
the rate of the LED-high trigger in these blocks. This is
different from the situation in the four backward blocks,
where the rate of the QN trigger is approximately the same
as the rate of the LED-high trigger. For optimization of the
trigger rates, a pseudo-neutral(PN) trigger was made con-

sisting of an OR between the LED-high of the four backward
blocks and the QN trigger of the two forward blocks. The
trigger from the TAPS side was, therefore, the PN trigger.

III. DATA REDUCTION AND ANALYSIS

In this section, the procedure used to obtain the brems-
strahlung observables is described. A discussion is given of
the elastic channel, which is responsible for the background
events recorded to tape, but which is also used for the deter-
mination of the luminosity. The bremsstrahlung channel is
analyzed in two steps: First a pre-selection ofppg candidates
is made, which is followed by an analysis of the kinematics
to select the realppg events. In the last subsection we dis-
cuss the various efficiencies which enter in the determination
of the cross section.

In order to compare the theoretical predictions for the
cross section with the experimental data, one needs an ex-
pression for this observable in terms of experimental quanti-
ties. For a scattering experiment on a target at rest one can
derive the relation between the number of observed events
Ndet and the cross section:

S ds

dFD
meas

=
1

dF
Atarget

edetnincrtargetdxNA

Ndet. s2d

Here,F stands for any choice of coordinates anddF is the
size of the experimental bin in these coordinates. The num-
ber of incoming particles isninc, rtarget is the mass density of
the target,dx is the target thickness,NA is Avogadro’s num-
ber,Atarget is the mass number of the target atoms, andedet is
the detection efficiency.

A. Estimation of the background

The predominant background process inppg measure-
ments is proton-proton elastic scattering. Via a Monte Carlo
simulation one can estimate the background trigger rate due

TABLE I. A sample list of triggers used in the supercluster
experiment and their rates at 6.5 nA nominal beam current. The
live-time of the data-acquisition system was 58% at this current. DS
stands for down-scale factor. The column Raw indicates the raw
rate of the trigger and the column ACQ indicates the rate with
which the data-acquisition system wrote to tape.

Trigger Description DS Raw ACQ

2log (kHz) (Hz)

CFD CFD OR BaF2 15 719 13

LEDLo LED-low OR BaF2 11 103 30

LEDHi LED-high OR BaF2 8 12 28

ppg NE−NVù2 and LEDHi 0 0.85 499

min bias CFD or SALAD and LEDHi 8 9.6 22

pg NE−NVù1 and LEDHi 7 3.6 4

RF RF / 2253103 0 0.27 177

TABLE II. A sample list of triggers used in the block experi-
ment and their rates at 6.5 nA nominal beam current. The live-time
of the data-acquisition system is 53% at this current. See Table I for
the abbreviations.

Trigger Description DS Raw ACQ

2log (kHz) (Hz)

CFD CFD OR BaF2 15 974 15

LEDLo LED-low OR BaF2 11 205 52

LEDHi LED-high OR BaF2 8 35 71

VETO OR of the CPV 13 819 53

QN LEDHi with VETO ` 8.8 0

PN QN A/F, LEDHi B-E ` 9.9 0

ppg NE−NVù2 and PN 0 0.92 494

ppg no PN NE−NVù2 and LEDHi 7 7.2 56

min. bias SALAD-OR and PN 7 9.5 39

pg NE−NVù1 and PN 6 3.5 29

RF RF / 2253103 1 0.27 66
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to this process. At the incident energy of 190 MeV, the ki-
nematics of elastic scattering can be regarded as nonrelativ-
istic, in which case the opening angle of the two protons is
always 90°. The maximum opening angle subtended by
SALAD is 52°, therefore only one of the two protons of an
elastic scattering event is able to reach SALAD. This was a
very important consideration in the design of the detector,
since theppg-trigger requires a coincidence of two protons
in SALAD.

The trigger condition on the SALAD side isNE−NVù2.
When one elastically-scattered proton traverses SALAD, it
will normally fire one element in the energy detector and one
element in the veto detector, implying thatNE−NV=0. Two
or more elastically-scattered protons traversing SALAD will
not change this condition. However, there are three other
possibilities of importance which can spoil this scenario.

(1) sp,nd reaction. A proton can collide with a nucleus in
the energy detector and produce a neutron, for example, via
knock-out or charge-exchange reactions. The residual proton
energy(if any) may not be enough to reach the veto detector,
while the neutron may escape without deposit energy. In this
caseNE−NV=1.

(2) sp,pd reaction. A proton can scatter off a nucleus in
the energy detector. The new direction of the proton may be
such that it fires two neighboring energy detector elements
and no veto element. In this caseNE−NV=2.

(3) Crossover. Due to straggling, a proton can cross over
from one energy detection element to the other, and fire one
veto element. In this caseNE−NV=1.

A random coincidence between situations(1) and(1), (3)
and (3), and(1) and (3) will produce a validppg trigger on
the SALAD side. Situation(2) produces theppg trigger with
only one proton. In Table III the probability for each track
scenario is shown as simulated withGEANT [42] and as found
in the data. In order to make a fair comparison with the data,
the GEANT tracks are selected on the number of detector el-
ements they fire, and not on the interaction mechanism. The
agreement between the simulation and the data is rather
good, taking into account the systematic errors on the had-
ronic interactions inGEANT.

Given the probability for the occurrence of the tracks, one
can estimate the rate of theppg trigger, starting from the
single rates of the SALAD and TAPS detectors. In Fig. 9 the
two components of the predictedppg rate are plotted as a
function of the beam current. The first component(dash-
dotted line) consists of an elastic-scattering track whereNE
=2 andNV=0 (case 2 above) in random time coincidence
with a TAPS-trigger. The second component(dotted line)

consists of two random tracks in SALAD delivering each
NE−NV=1 (cases 1 and 3 above) in random time coincidence
with a TAPS-trigger. The totalppg-trigger rate(solid line) is
the sum of these two rates. It can be seen that this rate is in
very good agreement with the observed trigger rate(dia-
monds). At a beam current of about 5 nA, the realppg rate
was about 8 counts/s.

B. The elastic proton-proton channel

The accuracy of an absolute cross section measurement
does not depend only on the statistics of the measurement,
but also on the systematic uncertainty in determining the
integrated luminosity. The latter is defined as the product of
ninc and the areal density of the target,rtargetdx. A direct
measurement ofninc is performed by measuring the inte-
grated current with a Faraday cup in the beam stop. For the
present setup, this method contributes with a 3% systematic
uncertainty, but the relative accuracy is better than 1%. The
areal density of the target is the product of the mass density
of liquid hydrogen at the triple pointsr=70.8 mg/cm3d and
the thickness of the target cell,dx=6 mm. These values re-
sult in the nominal areal density: 42.5 mg/cm2. However,
since the pressure difference over the synthetic target win-
dows is large, the target is subject to bulging. The variations
in bulging, which are dependent on many factors, compro-
mise a precise determination ofdx. Since thedirect determi-
nation of the luminosity is not possible to the level of preci-
sion aimed for, it was decided to use the elastic proton-
proton scattering cross section instead. The differential cross
section for this process is known to a high accuracy from
various phase-shift analyses of thepp world data-set[1,44].
The luminosity is obtained by fitting the measuredpp angu-
lar distribution to the theoretical predictions, with only the
luminosity as a free parameter.

A similar method is used for determining the beam polar-
ization. The dependence of the cross section on the azimuthal
anglef is described by

TABLE III. The probability for the different track scenarios of
elastic protons in SALAD at an incident energy of 190 MeV.

Case NE NV Prob.(%) Prob.(%)

(GEANT) (Data)

– 1 1 77 77

1 1 0 17 14

2 2 0 3 4

3 2 1 3 5

FIG. 9. The observedppg-trigger rate as a function of beam
current along with the predicted rate.
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dspol

dV
=

ds0

dV
s1 + pyAy cosfd. s3d

By fitting the elastic proton-proton distribution to this ex-
pression, takingAy from a phase-shift analysis, one obtains
the beam polarizationpy.

The elastic-scattering information is obtained from a
down-scaled “singles” measurement as follows. AGOR de-
livers a pulsed 190 MeV proton beam with a frequency of
60 MHz. The 60 MHz signal from the cyclotron is down-
scaled by a factor of 2.253105, resulting in a 267 Hz signal,
which is used as the rf trigger. A rf trigger forces a read out
of all detectors whether or not a reaction has taken place.
However, with the luminosity chosen for theppg experi-
ment, the chance of finding an elastic event within this trig-
ger is rather high.

In this analysis the assumption is made that the only two
processes delivering particles in SALAD are elastic proton-
proton scattering and proton-nucleus scattering in the target
foils. The contribution of other processes, like bremsstrah-
lung, is less than 10−3 and therefore neglected. The back-
ground from the target windows is determined via an inde-
pendent measurement with an empty target cell. In Fig. 10
the TDC spectrum of the SALAD energy scintillators is
shown for events originating from the rf trigger. In this spec-
trum one can clearly see the pulsed structure of the beam. A
time gate is set around one of the rf peaks, which ensures
that the luminosity per beam pulse is measured. This gate is
indicated with the dark area in Fig. 10. The events which lie
within the specified time range are then analyzed for tracks.
A track in SALAD consists of one hit in the wire-chamber

(providing u andf information) and at least one(and possi-
bly more) energy detector element(s). The track, as deter-
mined by the MWPC information has to point to the position
of the corresponding element in the energy detector giving a
signal. An energy element, which has fired with no wire-
chamber hit pointing to its position, is rejected since the
kinematics of those events cannot be determined. To correct
for these rejected events one has to fold the measured distri-
bution with the wire-chamber efficiency. In the case when
two adjacent energy elements fire, this means that a proton
has crossed over from one element to another, either due to
multiple scattering or a hadronic interaction. The presence of
a signal from a veto detector element is not taken into ac-
count in this analysis, since not all elastically-scattered pro-
tons reach the veto detector.

The kinematics of an elastic scattering event is completely
determined by the polarsud and azimuthalsfd angles of the
detected proton. The data are binned in these two parameters
and the differential cross section is determined via Eq.(2),
using the nominal luminosity. This analysis is performed for
two subsequent runs: in the first run, the normal liquid-
hydrogen target was used and in the subsequent run, the
hydrogen was removed from the target, but the foils were
kept in the cryogenic state. The background corrected spec-
trum is obtained by subtracting the nominal cross sections of
these two runs. At the most forward angles in SALADs7°d,
the background from the foils amounts to 12%, while it de-
creases rapidly at larger scattering angles. Beyond 15°, the
background is generally less than 3%. Therefore, only the
data for angles larger than 15° were used in comparison with
the theoretical predictions. The wire-chamber efficiency is
determined from the run with a liquid-hydrogen target and
corrected for. The full coverage of the azimuthal angle,f,
results in a higher statistical accuracy for the differential
cross sections and the analyzing powers. The correction fac-
tor to bring the luminosity from its nominal value to the
actual value is obtained by comparing the measured cross
sections as a function ofu to the predictions from two phase-
shift analyses: SAID[44], developed at the Virginia Poly-
technic Institute and PWA93[1], developed at the university
of Nijmegen. The results of these fits are listed in Table IV.
The luminosity correction factors listed here originate prima-
rily from the known bulging in the target. From the reduced
x2 values, one can conclude that the data are in excellent

FIG. 10. The TDC spectrum of one SALAD energy scintillator.
Events have been selected originating from the rf-trigger. The filled
part of the spectrum indicates the part used to produce the elastic-
scattering cross sections and analyzing powers.

TABLE IV. The results of fitting the elastic-scattering data to the
two phase-shift analyses PWA93 and SAID. Ndf stands for “Num-
ber of Degrees of Freedom.” In the case of the cross section, the
data are integrated overf, resulting in a relatively low number of
data points for the luminosity fit. This is in contrast with the fit to
the analyzing powers, where the data are binned both inu and inf.
LCF stands for the luminosity correction factor.

PWA93 SAID

Fit Ndf Value x2 Value x2

LCF 8 0.871±0.002 0.36 0.869±0.002 0.88

py(WF) 83 −0.724±0.026 0.91 −0.720±0.026 0.91

py(SF) 83 0.521±0.026 0.98 0.517±0.026 0.98
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agreement with the predictions from the phase-shift analyses.
In the middle panel of Fig. 11, the renormalized data are
shown along with the predictions from SAID and PWA93.

In order to obtain the beam polarization, one has to inves-
tigate the azimuthal distribution[see Eq.(3)]. During the
experiment, the beam polarization is periodically changed
between three different polarization states. This is achieved
by switching the polarized-ion source of the cyclotron to the
Weak-Field(WF) state, the Strong-Field(SF) state and the
field-OFF (OFF) state. To correct for imperfections in the
detector geometry and the beam optics, the data are corrected
with data taken with the source in the OFF state:

Isu,fd =
sLH2

↑ su,fd − semp
↑ su,fd

sLH2
0 su,fd − semp

0 su,fd
s4d

=1 + pyAy
ppsudcosf. s5d

Here,s↑ stands for the cross section measured with the po-
larized source either in the WF or SF state ands0 is the cross
section measured with the source in the OFF state. The sub-
scriptsLH2 andemp stand for liquid-hydrogen and empty

target, respectively. The distributionI is fitted by Eq.(5),
which is easily derived from Eq.(3), with the beam polar-
izationpy as the only free parameter. For the analyzing pow-
ersAy

ppsud, the predictions of the SAID and PWA93 analyses
are taken. The results of the fits are also listed in Table IV.
Using the thus-obtained beam polarizations for the WF and
SF states of the polarized source, one can extract the analyz-
ing powers from the data. These are depicted in the bottom
panel of Fig. 11. It is clear that the agreement between data
and theory is excellent.

C. The bremsstrahlung channel

The data-set of theppg supercluster experiment com-
prises a total of 180 GB, and the data of theppg block-
geometry experiment 400 GB. Since quick and repeated
analysis of this very large amount of data is not feasible and
most of the data consist of background events, a pre-
selection ofppg candidates is made in an off-line analysis.
This pre-selection is based on time-of-flight(TOF) informa-
tion from TAPS. From Fig. 6, one can see that the TDC-
spectrum of the BaF2 crystals consists of two distinct peaks,
one corresponding to photons and one to massive particles.
The time spectra of the BaF2 crystals are calibrated such that
the photon peak has its centroid around zero. A photon is
identified with a gate ranging from −2 to 2 ns. Furthermore,
a condition is set on the total energy of the photon cluster,
defined as the sum of the energies deposited in all neighbor-
ing TAPS detector elements in the event. A low energy
threshold of 20 MeV was required on photon cluster energy.
This latter cut provides the rejection of the room background
(see the right panel of Fig. 6). New event files are made,
where only events are stored which satisfy the two cuts just
mentioned. No cuts on the SALAD side are made at this
point. This reduces the total data-set by roughly a factor of
10 for both experiments. This reduction is sufficient to store
the data of one experiment on a single tape.

Having pre-sorted the data, the bremsstrahlung events are
extracted from the pre-sorted event files. The first step in the
analysis on the SALAD side is to determine the proton
tracks. This is done in a similar way as with the selection of
the elastic events. A track thus consists of a wire-chamber hit
(providing u and f) and a signal from at least one energy
detector. The only difference from the data analysis of the
elastic-scattering channel is that no veto detector behind an
energy scintillator is allowed to have fired. If a veto detector
did fire, the proton originated from an elastic interaction. A
proton track in SALAD provides the two anglesu andf and
the energy deposited in the scintillator. On the TAPS side, the
crystals which fired are grouped in clusters. A cluster pro-
vides the same information for the photon(u, f and energy
deposit) as a track in SALAD does for a proton. A large part
of the background events originates from one proton(see
Table III), and will thus produce one track in SALAD. These
events clearly do not qualify asppg candidates.

After the tracks in SALAD and clusters in TAPS have
been identified, theppg kinematics are reconstructed. Start-
ing with the scattering angles of the protons and the polar
angle of the photon(u1, f1, u2, f2, ug), the analysis attempts

FIG. 11. The elastic-scattering cross sections and analyzing
powers as a function ofu. The normalizations of the cross section
and the beam polarization are fitted to two different phase-shift
analyses(see the text). Note that they-axis of the cross section does
not start at zero. The top panel shows the cross section using the
nominal luminosity with and without the correction for contribu-
tions from the target foils. The middle panel compares the normal-
ized, efficiency corrected, angular-distribution data with phase-shift
analyses. The lower panel shows the same distribution for the ana-
lyzing power, where the two data symbols refer to the two states of
the beam polarization.
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to reconstruct the energies of the three particles and the azi-
muthal angle of the photon(E1, E2, Eg andfg). In Appendix
A the kinematics and the procedure followed for the recon-
struction are described. For background events, however, one
may not be able to solve Eq.(A9), since it may not have a
real-number solution for a random combination ofu1, u2, f1,
f2 andug. In Table V the first series of selections applied to
the data are listed, together with the number of events which
survives these cuts.

The sample of events with which Eq.(A9) was success-
fully solved is used for further inspection. This inspection is
performed by comparing the reconstructed kinematical vari-
ables(E1, E2, Eg andfg) with their measured counterparts.
Figure 12 consists of four scatter-plots of the measured and
reconstructed energies of the particles belonging to the
events subjected only to the above-mentioned selections. The

left panels depict the correlation between the reconstructed
and measured proton energies for the supercluster- and
block-geometry experiments. Since appg event has two pro-
tons, each event has two entries in these plots. In the right
panel, the same plots are made for the photon energy. It is
clear that the spectra are dominated byppg events. However,
some background still remains. This background is largely
removed by making use of the over-determined kinematics,
i.e., setting conditions on the spectra shown in Fig. 12, and
on fg (Fig. 13).

The azimuthal angle of the photon,fg, is the most accu-
rate overdetermined kinematical variable. In Fig. 13, the
solid curves show the distribution of cossfg,meas−fg,recd.
This trigonometric representation is used to remove the cy-
clic nature of the azimuthal angle(359° is close to 0°). For
real ppg events, this variable is close to 1. For background
events, no correlation exists between the measured and re-
constructedfg. From this assumption, immediately follows
that the cosine distribution for background events is an even
function. The dashed curves in Fig. 13 are the part of the
spectrum where cossfg,meas−fg,recd is negative(the abso-
lute value is plotted). This part of the spectrum consists of
events in which the measured azimuthal angle of the photon
is more than 90°away from its reconstructed value. These
events are considered background events. Because the back-
ground contribution of the spectrum is an even function, the
dashed lines thus show the magnitude of the background
residing under theppg peak. From the assumption of no
correlation betweenfmeas and frec, one can show that the
background contribution is proportional to
1/Î1− cos2sfmeas−frecd, which is in very good agreement
with the observed shape of the background. From Fig. 13,
one can conclude that all the true bremsstrahlung events
obey the condition cossfg,meas−fg,recd.0.2, since it is
there that the solid and dashed curves start to deviate from
each other.

In Fig. 14 the differences in reconstructed and measured
energies of proton 2 is plotted versus that of proton 1. The
cut cossfg,meas−fg,recd.0.2 is made for the plots in the left
panel. All bremsstrahlung events survive this cut. In the right
panel, the remaining events, consisting of background only,
are plotted. For the background events, no clear correlation
between the measured and reconstructed values of the proton

TABLE V. Selections and their effect on the data for a typical
run of both experiments. The beam current was<5 nA in both
cases.

Supercluster Block

Selection Perc. Factor Perc. Factor

Recorded to tape 100% – 100% –

ppg trigger 53.7% 1.9 55.7% 1.8

TOF & Egù20 MeV 4.9% 10.0 5.7% 9.6

ù2 tracks in SALAD 2.3% 2.1 2.2% 2.6

Kinematically allowed 2.1% 1.1 2.0% 1.1

FIG. 12. Measured versus reconstructed energy of the protons
(left panel) and the photon(right panel) for all events, where kine-
matics could be solved. The gray scale indicating the number of
events is logarithmic in order to enhance the areas with a low num-
ber of events. It is clear that the spectra are dominated byppg
events, since reconstructed energies are equal to measured ones.
However, some background is still present.

FIG. 13. The distribution of cossfg,meas−fg,recd is shown for
the range 0 to 1 as the solid line. For the range between −1 and 0,
the results have been mirrored around 0(dashed line) in order to
show the shape of the background(see the text).
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energies is present. In the plots containing the bremsstrah-
lung events, one can observe a concentration of events
around the origin, with small tails along the diagonal. In
addition to this, one can see two other bands, one along the
positivex-axis and one along the positivey-axis. These are
events where one of the protons had a hadronic interaction.
In this case a part of the energy of the proton is not mea-
sured, resulting in a too-low measured energy. Also, along
the negativex- and y-axes one can observe much fainter
bands. These are pile-up events, where another particle is
detected along with a validppg-proton in the same scintilla-
tor, resulting in a too-high measured energy. One can also see
that the background is not completely removed. The maxi-
mum level of background is about 5% depending on the
kinematics.

In order to obtain cross sections and analyzing powers
from the data, events are selected with cossfg,meas

−fg,recd.0.2. In order to correct for the remaining back-
ground, also events with cossfg,meas−fg,recd,−0.2 are se-
lected and subtracted from the first set of events. This pro-
cedure is slightly different from the procedure described in
Ref. [31], where cossfg,meas−fg,recd.0.3 was chosen and
no background subtraction was performed. The background
residing under theppg peak is less than 1% for the specific
kinematics shown in that publication.

D. The efficiencies of the measurement

In order to obtain absolute cross sections, one has to know
the efficiency of the measurement. In every step in the selec-
tion of true ppg events, starting from the detectors and the

trigger, and up to software analysis of events, one might
throw away good events. The parametere in Eq. (2) accounts
for this effect and it is the product of all individual efficien-
cies encountered in each of the steps in determining the good
ppg events. These steps are listed in Table V and will be
discussed in reversed order. The efficiency of the kinematics
reconstruction algorithm is 100%.

The efficiency of the track reconstruction in SALAD is
solely dependent on the wire-chamber efficiency, since the
efficiency of plastic scintillators is generally known to be
100%. The efficiency of each MWPC1 plane is measured via
selecting single tracks in the two other planes and the scin-
tillators. Subsequently, one can check for the presence of the
first plane. The efficiency of the MWPC2 planes are checked
in the same way with the additional use of theu-plane of
MWPC1. This position-dependent efficiency has to be ap-
plied twice, since a wire-chamber hit is required for both
protons. A more detailed description of the performance of
the wire chambers can be found in Ref.[39].

The two cuts made in TAPS(TOF and Egù20 MeV)
might throw away good events. Due to the generosity of the
cut in TOF, ranging from −2 to 2 ns, no photons are cut
away. The effect of the cut ofEgù20 MeV needs to be
investigated. This was done with the help of GEANT simu-
lations in which the detector response was examined with the
cut set at 20 MeV. The energy of the photons for the present
geometries is around 60 MeV and the effect of the energy cut
of 20 MeV is only present due to edge effects in TAPS. If a
photon hits a BaF2 detector which is positioned at the edge,
a part of the electromagnetic shower might escape and not be
detected. Simulations show that the net effect of the cut of
Egù20 MeV is that approximately 3% of the bremsstrah-
lung events are cut away, depending on the kinematics. This
has subsequently been corrected for.

The azimuthal acceptance in the block geometry is depen-
dent onug, which is a pure geometrical effect, and on the
photon energy, due to the 20 MeV cut. Also in the superclus-
ter geometry, the azimuthal acceptance is not complete at the
edge of the detector. Strictly, the azimuthal acceptance is not
an efficiency, but a part of the solid angle, denoted asdF in
Eq. (2). In the choice of coordinates relevant for this work,
the dependence onfg is implicit, making an analytical de-
termination ofdV1dV2dug practically impossible. This prob-
lem is circumvented by integrating the data overfevent (see
Fig. 23 later) and implementing thefg-acceptance as an ef-
ficiency, determined withGEANT [42]. In the simulations,
ppg events are generated according to phase-space distribu-
tion. The generated events provide the “true” photon distri-
bution, corresponding to an integration over those proton
angles covered by SALAD, where the azimuthal coverage is
complete. The photons are tracked through the setup, provid-
ing a simulation of the measured photon distribution. By
dividing these two distributions, one obtains, for a certain bin
in ug, the combined efficiency for the azimuthal acceptance
and theEgù20 MeV cut.

The trigger efficiency is defined as the efficiency of the
hardware trigger to identifyppg events. The procedure to
obtain this efficiency is fully described in Ref.[40] and will
not be repeated here.

FIG. 14. The difference between measured and reconstructed
energies for proton 2 versus that of proton 1;Ediff =Erec−Emeas. The
left panels show the bremsstrahlung events. The plots in the right
panels consist entirely of background events. The gray scale indi-
cating the amount of events is logarithmic.
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E. Estimation of systematic errors

In order to convert the number of counts to a cross sec-
tion, one has to apply Eq.(2). The parameters used in this
equation are listed in Table VI. The determination of all these
parameters is discussed in the previous sections of this chap-
ter. In Fig. 15 the time dependence of the various efficiencies
is shown. The sources of error in the measured observables
can be separated into statistical and systematic. The determi-
nation of the statistical error is trivial, since one simply has
to replaceNdet by ÎNdet in Eq. (2). The determination of the
systematic error is more difficult, since no straightforward
procedure exists. All the parameters listed in Table VI, in
principle, introduce a systematic error.

In the determination of the luminosity, only the error in
obtaining the elasticpp cross section is important, since the
nominal luminosity cancels out. The error in the elastic cross
section is given by statistics and the error associated with
estimating the contribution of the background. The latter is
not constant in time due to buildup of dirt on the ultra-cold
target window foils. Since the background is rapidly decreas-
ing at increasing polar scattering angle, only the elastic-
scattering data from 15° to 23° are normalized to the predic-
tions of SAID as was discussed in Sec. III B. The
background contribution is determined to be 3% with the
empty-target run. This 3% is corrected for in the normaliza-
tion. The systematic error in this procedure is generously
estimated to be 1%. The statistical error in the elastic data of
all the runs is negligible.

The error in the determination of the wire-chamber effi-
ciency is given by statistics. This statistical error was always
less than 1%. Instead of propagating this error on a bin-to-
bin basis, a systematic error of 1% is used for the wire-
chamber efficiency determination.

The error due to the corrections made with the Monte
Carlo codeGEANT is difficult to estimate. The quality of
GEANT simulations for TAPS is investigated in Ref.[38]. The
agreement between the simulated energy response and the
measured energy response is found to be very good. There-
fore, the error made in the correction factor coming from the
response of the photon detector due to theEg.20 MeV cut
is neglected. The error which is considered to dominate this
correction is the accuracy to which the geometry of the ex-
periment is described inGEANT. In the case of a full coverage

of the solid angle, the corrections made withGEANT are
small. In the case of an incomplete solid-angle coverage, the
geometrical factor can exceed 5, but the accuracy of this
factor resides in simulating the edges of the detectors. Even
if the simulation of these edge-effects is not more accurate
than 30%, the total correction factor is still quite accurate.
For TAPS positioned in the block geometry, the systematic
error is estimated to be 5%. For TAPS in the supercluster
geometry, the positions of the crystals inGEANT and the
nominal positions in the experiment matched exactly. Fur-
thermore, a geometrical correction factor is absent since the
azimuthal coverage in this experiment is complete for a large
part of the detector. Therefore, the Monte Carlo simulations
in this experiment are estimated to be accurate to a 3% level.

The error in the trigger efficiency is governed by the sta-
tistical error. For all the runs it is at most 2%. Therefore, the
systematic error due to the trigger efficiency is estimated to
be 2%. The last source of systematic errors resides in the
subtraction of the background. The contribution of the back-
ground itself is at most 5%(see Fig. 13). The systematic
error introduced by this procedure is estimated to be 1%.

All the errors and their contributions to the total system-
atic error are listed in Table VII. In principle, one has to

FIG. 15. The time dependence of the various components which
enter in the calculation of theppg cross section. The data have been
split into sets which were taken subsequently in time. Going from
top to bottom, the plots show the renormalization of the luminosity
as found with the elastic proton-proton channel, the wire-chamber
efficiency atu=16°, the trigger efficiency and the normalizedppg
cross section for a specific bin. The time spans a period of a few
weeks of running.

TABLE VI. Overview of all the parameters used to convert the
number of counts to an absolute cross section. Also see Eq.(2).

Description Param. Component Method

Bin size dF Standard D cosu1D cosu2

DfeventDFDug/2

Luminosity nincrdx Beam flux Faraday cup

Areal density 42.5 mg/cm2

Renormalization Elasticpp

Detection edet MWPC MWPC analysis

efficiency TAPS cuts Monte Carlo

Trigger LED-high analysis
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divide the systematic error in two classes, namely the class
of errors acting on the overall normalization of the cross
section only, and the class of errors affecting the relative
values of the cross section in different bins. This division is,
however, dependent on the form of presentation of the data.
The effect of Monte Carlo simulations, for example, affects
the relative position of points with differentug. However, for
data points with the sameug, this error can be classified as an
error affecting the overall normalization only. The error in
the elastic cross section is always an overall error. In the
presentation of the data in the following section, care has
been taken to keep track of these errors as accurately as
possible.

F. Determination of the analyzing powers

Under the assumption of parity conservation, one can
show that forcoplanarscattering(all momenta in one plane)
the cross section is a function ofP· n̂, whereP is the polar-
ization vector and nˆ is the unit vector normal to the scattering
plane. The most general form of the cross section is ex-
pressed in Eq.(3), which only depends on one analyzing
power. However, in the case of noncoplanar scattering, one
can construct three independent axial vectors, resulting in
three analyzing powers. These three analyzing powers con-
stitute an axial vectorA. The cross section is then given by
the following expression:

dspol

dV1dV2dug

=
ds0

dV1dV2dug

s1 + P ·Ad

=
ds0

dV1dV2dug

s1 + pAg
' cosfg

+ pAg sinfgd. s6d

Here, we introduceAg
' andAg to denominate the analyzing

powers, since the namesAy andAx are more commonly as-
sociated with a different definition of the scattering plane
[45]. In this convention,fg is defined with respect to the
plane perpendicular to the polarization vector. In Eq.(6) the
dependence onAz drops out, since it can only be measured
with a polarization component in the direction of the beam,
which was not present in our experiment. The observables
Ag

' andAg are linear combinations ofAx andAy. In coplanar
kinematicsAg

' reduces toAy.
In order to extract analyzing powers, the collected data

are grouped according to the polarization state of the beam.
The measured analyzing powerAg

' is then given by

Ag
' =

1

Gg
'py

NL
↑/NL

0 − NR
↑ /NR

0

NL
↑/NL

0 + NR
↑ /NR

0 , s7d

whereNL is the number of events withfg,90° orfg.270°
and NR is the number of events with 90°,fg,270°. The
markers ↑ and 0 indicate a polarized-beam state and
unpolarized-beam state, respectively. The beam polarization
py is determined from the elastic proton-proton scattering.
The variableGg

' is a geometrical factor accounting for de-
tector acceptance, which is determined with a Monte Carlo
simulation. The analyzing powers as determined with the
two different states of beam polarization are, after consis-
tency checks, combined to one set in order to increase the
statistical accuracy.

The analyzing powerAg is extracted in the same fashion
with the only difference being that one has to measure the
top-bottom asymmetry:

Ag =
1

Gg py

NT
↑/NT

0 − NB
↑ /NB

0

NT
↑/NT

0 + NB
↑ /NB

0 , s8d

whereNT is the number of counts withfg,180° andNB is
the number of counts withfg.180°. The geometrical factor,
Gg, is again determined with Monte Carlo simulations.

IV. DISCUSSION OF EXPERIMENTAL RESULTS ALONG
WITH THEORETICAL CALCULATIONS

In this section the experimental results are presented. The
total amount ofppg data in the experiment in which TAPS
was configured in the supercluster geometry comprises 4
million events. The other experiment, in which TAPS was
configured in the block geometry, comprises a total of 6 mil-
lion events. The total number of data points(bins) one ob-
tains from these sets is estimated as follows. One has to bin
the data in 4 variables, namely two proton polar angles,u1,
u2, the photon polar angleug, and the noncoplanarity angle
F as defined later in Eq.(A12) and Fig. 23. The data are not
binned in the fifth parameter,fevent (see Fig. 23), since the
cross section is invariant under a rotation around the beam
axis when the beam is not polarized. With the beam polar-
ized, the variations in this angle yield a value for the analyz-
ing power. The bin-size in each of the proton angles(u1 and
u2) is 2°, resulting in a total of 9 bins. The bin-size inug is
10°, resulting in 3 bins in the supercluster experiment(135°,
145° and 155°) and 8 bins in the block-geometry experiment
(65°, 75°, 85°, 105°, 115°, 125°, 145° and 155°). The num-
ber of bins in the noncoplanarity angle is less readily de-
rived, since the maximally allowed noncoplanarity angle is
dependent on the other three kinematic parameters. A simu-
lation reveals that,on average, the maximal noncoplanarity
angle lies at 14° for the supercluster-geometry experiment
and 26° for the block-geometry experiment. With a bin-size
of 5°, this yields an average of 2 and 5 bins, respectively.
Multiplying these numbers yields a total of approximately
650 bins for the supercluster-geometry experiment and 3650
bins for the block-geometry experiment. However, for both
protons to be detected in SALAD, they need to have an
energy above the threshold of 20 MeV. In order to obtain the

TABLE VII. Sources of systematic errors.

Source Supercl. Block

Elasticpp 1% 1%

Trigger efficiency 2% 2%

Monte Carlo simulation 3% 5%

Wire-chamber efficiency 1% 1%

Background 1% 1%
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effective number of bins which are available from the two
data sets, theppg kinematics has been solved on a grid,
spanning the complete phase space covered by the experi-
mental setups. The total number of bins that are effectively
available from the experiment is 434 for the supercluster
geometry and 1480 for the block geometry. Some of the data
obtained, namely the ones where the photon has scattered to
very forward angles, suffer from higher experimental back-
ground and need more attention. Theug bins of 65° and 75°
will, therefore, not be presented to preserve the high accu-
racy of the measurements. A very large number of bins that
remain still cannot be presented completely in this paper,
since this would require over 200 plots. Therefore, a repre-
sentative sample of the data not published before in Refs.
[31–33] will be shown. A note should be added here about
the data published in Refs.[32,33]. The analyzing powers
presented in these papers which were obtained from the
block-geometry experiment have a mistake in their sign and
should be multiplied by −1.

Instead of showing the data as a function of all four vari-
ables as was done in the past references, the data will be
shown for a sample of kinematics as a function of some of
these variables and then as a function of a new variable,Erel,
defined in the Introduction. It should be pointed out that the
combination of proton scattering angles cannot be chosen at
random, because one of the protons might have an energy
below the detection threshold of SALAD. This is illustrated
in Fig. 16. The four lines indicate the coplanar combinations
of u1, u2 and ug, whereE1=20 MeV. Note thatE2 always
happens to be larger than 20 MeV at these kinematics. Every

combination ofu1 and u2 above the lines has both proton
energies above the 20 MeV detection threshold in SALAD.
All combinations below the lines haveE1,20 MeV, and are
thus not “detected” by SALAD.

A. Block- and supercluster-geometry data
at selected kinematics

In this subsection the data taken with the supercluster and
block geometries for coplanar kinematics are compared. This
is done in Figs. 17 and 19 for the cross sections and Figs. 18
and 20 for the analyzing powers. They are also presented in
Tables VIII and IX in Appendix B. The data are shown as a
function of one of the outgoing proton angles, namelyu2 for
a fixedu1 (9° and 19°) and for various photon polar angles
indicated in each panel in the figure. Forug=135°, ug

=145°, andug=155° the data are shown for both geometries.

FIG. 16. Combinations ofu1 and u2, which can be detected in
the setup. The four lines indicate whereE1=20 MeV for ug=70°
(solid line), ug=100° (dotted line), ug=130° (dashed line), andug

=150° (dash-dotted line). In the region above a line, both proton
energies are larger than the detection threshold, whileE1 is lower in
the region below it.

FIG. 17. Cross sections for coplanar geometry atu1=9° as a
function of u2 for various photon polar angles. Data points shown
with triangles and squares are from the supercluster- and block-
geometry experiments, respectively. The angle-to-angle systematic
error of 2% has been added linearly to the negligible statistical
errors of the cross sections. The overall error in the supercluster and
block geometries are 4% and 6%, respectively, and have not been
included in the figure. The calculations are the fully microscopic
(solid line), tu-SPM (dotted line) and sk-SPM (dash-dotted line).
The corresponding relative energy versusu2 is shown in the right
panel.
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For the block geometry, no data are available for proton
angles 21° and 23°. At these angles, the azimuthal coverage
for protons is no longer complete; therefore, photons will not
be detected by TAPS for coplanar events. Taking a total sys-
tematic uncertainty of 4% and 6% for the supercluster and
block geometries, respectively, into account(see Table VII),
the experimental agreement between the two measurements
is very good where there is an overlap between the two mea-
surements. For the analyzing powers, the statistical errors are
dominant. The good agreement for the cross sections and
analyzing powers for the two geometries is observed for all
the kinematics investigated and lends confidence in our esti-
mation of the errors.

The data are compared to two different Soft Photon Mod-
els (SPM), dotted and dashed-dotted lines, in Figs. 17–20. In
a SPM the amplitude for the bremsstrahlung process is for-
mulated in a semi-microscopic way such that the soft-photon
theorem is obeyed. The first of these SPMs is based on the
model originally proposed in[7], later refined in[8,9], and
will be referred to astu-SPM. In thetu-SPM thepp T-matrix
is evaluated at an on-shell point defined by thet andu Man-
delstam variables calculated from the three on-shell legs for
each of the four Born diagrams contributing to bremsstrah-
lung. To comply with the soft-photon theorem, this leading
contribution is supplemented by a term to restore gauge in-
variance and isospin symmetry. The second SPM, “sk-SPM”
is formulated in line with the original soft-photon theorem,
and is similar to the so-called “low-SPM”[9] in the sense
that the SPM is formulated in terms of derivatives of thepp
T-matrix. In the “sk-SPM,” however, also terms are kept
which contain both a derivative of thepp T-matrix and the
proton anomalous magnetic moment. All other terms are the
same. While the “low-SPM” predictions fall considerably be-
low the data for cross sections, the “sk-SPM” shows a rather
good agreement.

FIG. 18. The analyzing powers of the angle combinations
shown in Fig. 17. The errors in the analyzing powers are dominated
by statistics and the systematic errors of 2% are ignored. The ex-
planation of the curves is the same as in Fig. 17.

FIG. 19. The same as Fig. 17 except thatu1=19°.

FIG. 20. The same as Fig. 18 except thatu1=19°.
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The results of the microscopic calculations including in-
gredients depicted in Fig. 1[14,18,48] are shown as solid
curves in the figures. There is a large difference in the pre-
dictions of the different models. For the kinematics presented
here(and even moreso for those presented in Refs.[31–33]),
the tu-SPM reproduces the cross sections best among the
SPMs. The microscopic model, however, seem to reproduce
the shapes of the cross sections better than the SPMs. This
was established by performing a fit of the data shown in Fig.
17. In this fit, a normalization factor was varied separately
for eachug to minimize the resultingx2. The reducedx2

obtained from these fits were around 5(40) for the micro-
scopic model(tu-SPM). The calculations of Eden and Gari
[13] (not shown in the figure) also have the same shape in
the angular distributions as the microscopic model but with
much larger absolute magnitudes. The difference between
these two calculations is not understood. For the analyzing
powers, the microscopic calculations do a better job than the
SPMs and come very close to almost all the data shown in
the figures. This trend is also observed for the other kinemat-
ics not presented in this paper.

Another observation from Fig. 17 is that with increasing
photon angle, a peak develops in the data which moves from
large u2 to small u2. This peak is nicely reproduced by the
microscopic calculations at largeug and less so by the SPMs.
Further inspection reveals that the peak position corresponds
to a minimum of the quantity defined as relative energy,Erel,
in the introduction. The variations in this kinematic variable
for the kinematics shown are presented in the right panel of
Fig. 17. Here, one can clearly see how the nucleon-nucleon
interaction is probed at different relative energies by simply
varying the detection angles of photon and protons. This is
one of the features that makes the bremsstrahlung process
unique. From Eq.(1) in the Introduction, one can see that the
sum of the variablesErel andEg

c.m. is roughly constant for the
beam energy of the present experiment. This means that the
minimum of Erel corresponds to the maximum ofEg

c.m.. The
largest differences between the data and the microscopic cal-
culations manifest themselves whenErel is smallest or
equivalentlyEg

c.m. is largest, i.e., when the nucleons during
the interaction are farthest from their mass shell. The pres-
ence of the peak is the result of strong final-state interaction
at small values ofErelsErel,10 MeVd. This feature is less
pronounced in Fig. 19 sinceErel is generally larger
sErel.15 MeVd for the kinematics shown in this figure, re-
sulting in smaller final-state interactions.

In short, the high-precision data taken in the two different
measurements agree well with each other and the systematic
errors are well understood. The microscopic calculations re-
produce the shape of the cross sections reasonably well,
however, for certain kinematics where the relative energy
between the two outgoing protons is small, there is a signifi-
cant over prediction of the data by about 20% –30%. The
source of this discrepancy is not understood. Since at the
kinematics where the discrepancy is largest the relative en-
ergy in the emergingpp system is smallest, one would
speculate that approximations in including the Coulomb
force might be the problem. However a detailed investigation
[48] has shown that this is not the case. In addition, thepp
T-matrix used in the calculations has been improved in[48]

over the earlier version used in the calculations[18]. The
microscopic calculations also explicitly include non-
nucleonic effects such as theD-resonance and magnetic
meson-exchange contributions. Since these are generally
small by themselves, it is unlikely that remaining uncertain-
ties in the non-nucleonic effects would be the origin of the
problem. A phenomenological study of different off-shell ex-
trapolations of the magneticNNg vertex [19] shows that
these indeed may affect the cross section for kinematics
where the large difference with the data is observed. Due to
the fact that off-shell extrapolations are representation de-
pendent, the observed effect in[19] could as well mimic
dynamics in theNN interaction or a contact term. The phys-
ics for such an effect is an open issue but could for example
reflect the importance of certain pion loop corrections which
are related to the proximity of the pion production threshold.

Although the microscopic calculation shown in Figs. 18
and 20 come close to almost all the analyzing-power data
and seem to perform much better than the SPMs, no strong
conclusions can be drawn owing to the limited statistical
accuracy of the data. In general, one should use the SPMs
with some care when comparing to the data, since various
prescriptions, which all satisfy the soft-photon theorem, may
result in very different results for cross sections and analyz-
ing powers.

B. Alternative presentation of the cross-section data

As was mentioned at the beginning of this section, it is
practically impossible to present all data points measured in
the present experiment. Instead, it is chosen to study the
differences between the measured and the calculated cross
sections as a function of some selected kinematical variables.
This is done with the hope of understanding the differences
that have persisted between the results of the microscopic
calculations and the experimental results. In presenting the
data in this manner though, one loses the dependence on all
other kinematical variables. More than 1000 bins at various
scattering angles for coplanar and noncoplanar geometries,
where the acceptance was 100%, have been taken to make
the “difference” plot.

The variable used here was already defined in the Intro-
duction as the relative energy,Erel. One can now take all data
points (from both geometries) and calculate the difference
between the cross-section results from the microscopic cal-
culations and the experimental measurements. These differ-
ences are shown in Fig. 21 as a function ofErel or equiva-
lently Eg

c.m. in a contour plot. Various contours(z-axis)
represent the density of data points giving the same differ-
ence for the sameErel. The smooth curve represents the av-
erage density of points.

As can be seen, the discrepancies between the results
from the theoretical calculation and the experiments become
larger as the relative energy,Erel, becomes smaller. The same
figure was made in Ref. 33 for kinematics presented there.
The deviations shown there were so large that a revision[48]
of the Fleischer-Tjon potential[46] was made. Even with the
most recent version, used in the present work, there seems to
be still some problems remaining. To understand this picture
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better, the kinematical variableEg
c.m. is shown on top of the

panel. The reason for plotting the data as such is to make
clear that the differences seen in Fig. 21 may be due to the
low-energy behavior of the potential as one discusses the
relative energy of the outgoing particles, but may also be due
to ingredients of the calculation which depend on the photon
momentum. It is clear from Fig. 21 that the discrepancy in-
creases as a function of the photon energy. One possibility
might be that the magnetic terms are estimated to be too
large. Note also that the difference is becoming smaller as
the photon energy decreases. This should be a reflection of
the fact that the predictions of the calculations all converge at
the elastic limit. The more recent measurements at KVI[49],
to study lower photon energies, aim at this aspect of the
investigation.

The differences between the theory and the data were
plotted as a function of several kinematic variables, but no
correlation between the differences and the variables were
seen. These sorts of figures should serve as a guide in the
search for possible sources of problems which cause the
theory to deviate from the data at the level of 20% to 30%. It
was shown in the last subsection how these differences be-
have as a function of angle. The relevant parameter seems to
be Erel as can be deduced from Fig. 21.

V. SUMMARY AND CONCLUSIONS

At KVI, Groningen, a series of measurements has been
performed at 190 MeV beam energy with the aim to measure
proton-proton bremsstrahlung cross sections and analyzing
powers with high precision. For the detection of the outgoing
protons, SALAD was used. This detector was specifically
designed and built for these experiments[37]. It has a large
solid angle of 400 msr and allows one to make cylindrically-
symmetric measurements around the beam axis for most of
the polar angular range. The covered polar angles range from
6° to 26°. The detector consists of two wire chambers[39]
with a central hole for beam passage followed by two seg-

mented stacks of scintillators. The system is capable of han-
dling high count rates and allows a hardware trigger rejection
of protons stemming from elastic scattering[40].

For the detection of the bremsstrahlung photons, we have
used TAPS[38]. In this campaign, TAPS consisted of ap-
proximately 400 BaF2 crystals, which were used in two dif-
ferent geometries. In the first geometry, all crystals were
mounted at backward angles in a large hexagon, surrounding
the beam pipe. This results in a polar angular range of
125° –170° and a complete azimuthal coverage. This cylin-
drical symmetry is essential for obtaining high statistics in
cross sections and analyzing powers and specifically to mea-
sure a second analyzing powersAxd which requires the mea-
surement of the photons in a large range of the azimuthal
angle. In order to investigate the angular distribution of the
photons, a second experiment was performed where the cy-
lindrical symmetry in photon detection was sacrificed. This
second geometry, consists of six rectangular frames, each
containing 64 crystals. These frames were positioned around
the target on both sides of the beam pipe.

Only 2% of the collected events are bremsstrahlung
events, the rest being the background that could not be elimi-
nated by the trigger. In order to obtain a clean bremsstrah-
lung signal from the data, a cut is set on the time-of-flight in
TAPS to discriminate massive particles from photons. In ad-
dition the over-determined kinematics of the reaction is used
to reduce the background to a negligible level.

For an accurate determination of the observables, one
needs to determine the luminosity and the degree of beam
polarization. This is done by comparing the measured angu-
lar distribution ofpp elastic scattering with two phase-shift
analyses, from VPI[44] and Nijmegen[1]. A fit was made
with only the luminosity and the beam polarization as free
parameters. The agreement with both phase-shift analyses is
excellent. The typical value for the degree of beam polariza-
tion is 0.65, with an accuracy of 0.01. The total detection
efficiency of the system exceeds 80% and the geometrical
acceptance of the system, estimated withGEANT, ranges, in
all cases, from 20% to 100%. The systematic error on the
cross-section data with the TAPS detector in the supercluster
geometry is 4%. The error on the cross sections produced
with TAPS in the block geometry is 6%. The error in the
analyzing powers is dominated by statistics.

The two ppg experiments have overlapping coverage.
Both the cross sections and analyzing powers of the two
experiments are in excellent agreement with each other. Also
an earlier cross section measurement[47], performed at a
slightly higher energys200 MeVd, and with much less accu-
racy is in agreement with cross sections measured in the
present experiment.

The experimental data are compared with the results of
calculations based on Soft-Photon Models and the relativistic
microscopic calculation of Martinuset al. [14,18,48]. The
latter model includes, in addition to a consistent propagation
of the intermediate off-shell nucleons, higher-order contribu-
tions like the magnetic meson-exchange currents, the
D-isobar and negative-energy states. The overall agreement
of the experimental cross sections with the microscopic cal-
culation is fair as far as the shape of the angular distributions
is concerned. However, this calculation seems to overesti-

FIG. 21. The relative difference between the experimental and
theoretical cross sections as a function ofErel andEg

c.m.. The calcu-
lations used to obtain the differences are the microscopic calcula-
tions of Martinuset al. (Ref. [18]).
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mate the cross sections almost everywhere in phase space.
The results of the microscopic calculations are satisfactory
when compared to the experimental analyzing powers, albeit
with limited statistical accuracy. The SPM calculations come
closer to the experimental cross sections in magnitude even
though the shapes are not as well reproduced as they are by
the microscopic calculation. There are sizable differences be-
tween various SPMs. However, they all fail to describe the
data for the analyzing powers.

A close inspection of the bulk of the cross-section data
shows that differences from the results of the calculations are
largest where the relative energy,Erel, of the two outgoing
protons is smallest, or equivalently, the photon energy in the
center of mass,Eg

c.m. is highest. The origin of these
20% –30% discrepancies as discussed in Sec. IV B is not yet
understood. It might reside either in the sector dealing with
NN interaction or in the ingredients dealing with the cou-
pling of the photons to a proton. To distinguish between
these two effects, one needs to study the reaction as a func-
tion of Erel andEg

c.m. separately. For any beam energy, these
two are correlated to each other, and measuring one is
equivalent to measuring the other. To study, in more detail,
the differences at smaller photon energies in the center of
mass, a recent experiment has been performed at KVI with
the same beam energy. This experiment aims at investigating
the cross sections at kinematics approaching the elastic limit.
Here, the microscopic calculations and those based on the
soft-photon theorem begin to converge and should agree bet-
ter with the data. The data of that experiment are being ana-
lyzed presently. Finally, it is desirable to perform an experi-
ment at different beam energies to change the scale between
Erel and Eg

c.m.. The result of such an experiment coupled to
those presented here and those of the experiment performed
recently at KVI should shed some light on the issue of
whether discrepancies between the data and the calculations,
as observed in the present measurement, have their roots in
the hadronic sector or the photon coupling.
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APPENDIX A: KINEMATICS

In this appendix the kinematics of theppg reaction is
discussed. The procedure used in the data analysis for

solving the kinematic equations in spherical coordinates is
outlined. The definitions used here are similar to the ones
used by Drechsel and Maximon[45], but differ in details.
These differences are introduced, because this experiment is
performed with a polarized beam, which complicates the pic-
ture to some extent when determining the analyzing power.

1. Solving the kinematic equations

A ppg event is described by the momentum vectors of the
three outgoing particles. Each momentum vector has three
components, and the final state has thus nine parameters,
which describe it completely. These nine parameters are,
however, not independent, because of the laws of energy and
momentum conservation. These four conservation laws re-
duce the number of independent parameters to five. In the
laboratory system, thez-axis is chosen along the direction of
the incoming proton, which has momentumpb. They-axis is
chosen along the direction of polarization of the beam, or-
thogonal toẑ. The x-axis completes the right-handed set of
orthogonal directions. The target proton has zero momentum.
The momenta of the two outgoing protons arepA and pB.
The momentum of the photon isk. The energy and momen-
tum conservation laws now yield(natural units,"=c=1 are
used)

pA + pB + k = pb, sA1d

ÎpA
2 + mp

2 + ÎpB
2 + mp

2 + k = Îpb
2 + mp

2 + mp. sA2d

Here,mp is the mass of the proton. The conventional choice
of the five parameters to fix the kinematics are the spherical
angles of the momenta:uA, fA, uB, fB and ug. The conser-
vation laws for momentum in spherical coordinates are

pA sinuA cosfA + pB sinuB cosfB + k sinug cosfg = 0,

sA3d

pA sinuA sinfA + pB sinuB sinfB + k sinug sinfg = 0,

sA4d

pA cosuA + pB cosuB + k cosug = pb. sA5d

From the law of energy conservation(A2) the photon mo-
mentum can be expressed as

k = Îpb
2 + mp

2 + mp − ÎpA
2 + mp

2 − ÎpB
2 + mp

2. sA6d

If one substitutes this expression fork in Eq. (A5), it can be
solved forpB:

pB =
q cosuB ± Îq2 cos2ug − mp

2 cos2ugs cos2ug − cos2uBd
cos2ug − cos2uB

sA7d

whereq is defined as

q = pA cosuA + sÎpb
2 + mp

2 + mp − ÎpA
2 + mp

2d cosug − pb.

sA8d
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With some algebra, one can eliminatefg from Eqs.(A3) and
(A4):

k2sin2ug = spA sinuA − pB sinuBd2

+ 4pApB sinuA sinuB sin2F8, sA9d

Here, the new variableF8 is defined as

F8 =
p

2
+

fA − fB

2
. sA10d

In Eq. (A9) one can substitutek from Eq. (A6) andpB from
Eq. (A7). The resulting expression has onlypA as an un-
known, and can be solved by numerical means.

2. Conventions for the kinematics

From Eq.(A7) it can be seen that there are in general two
possible choices forpB given a certainpA. Furthermore, it
turns out that Eq.(A9) has in general two solutions, resulting
in a total of four different mathematical solutions. Two of
these solutions are nonphysical in the sense that they produce
negative values for eitherpA, pB or k. The other two solutions
are valid solutions of the kinematic equations, givenuA, fA,
uB, fB andug. The labelsA andB have been assigned arbi-
trarily to the two protons. By assigning labels 1 and 2 to the
two protons in a unique way, one can discriminate between
the two different solutions. For the sake of the argument, the
solution with the lowest value ofpA is called solution I and
the other solution II, i.e.,pA

I ,pA
II . One can now adopt the

convention to labelpA asp1 andpB asp2 in case of solution
I. In the case of solution II, it is the other way around:A⇒2
andB⇒1. This results in a unique labeling of the two pro-
tons, independent of the initialA, B labeling.

For the case ofcoplanar kinematics, the difference be-
tween the two solutions is depicted in Fig. 22. In the first
possibility(solution I), the photon is emitted to the same side
of the beam axis as protonA. For the other possibility(so-
lution II), the photon is emitted to the same side as protonB.
With the above definition, this means that proton 1 lies on
the same side of the beam axis as the photon. Note that this
interpretation holds only for coplanar scattering. In the case

of noncoplanar scattering, the definition of protons 1 and 2 is
still unique, but a trivial interpretation is not always avail-
able.

With protons 1 and 2 so defined, the three vectorsp1, p2,
and k can either form a right-handed system, wheresp1

3p2d ·k .0 or a left-handed system, wheresp13p2d ·k ,0.
These two situations are depicted in Fig. 23. The “parity”P
of a ppg event is now defined as the sign of this vector
product:

P = signfsp1 3 p2d ·kg. sA11d

From Eq. (A10) one can see that in the case of coplanar
kinematicsF8 is either 0 orp. In this special case the parity
P is not defined, since the vector product in Eq.(A11) yields
0. One can define a second coordinate system for each event
in such a manner that it is rotated around the beam direction
with respect to the external coordinates. Thex8-axis is cho-
sen such that proton 1 makes an angleF with the positive
x8-axis and proton 2 makes an angleF with its negative part.
They8-axis is orthogonal to thex8-z plane. Since the angleF
in this new coordinate system is 0 for coplanar events, it is
referred to as the “noncoplanarity angle.” One can define it
as

F = P asinsu sinsF8dud sA12d

whereP is the parity of the event andF8 is defined in Eq.
(A10). Using this definition, the noncoplanarity angle con-
tains the information on the handedness of the vectorspA, pB
and k. The ambiguity ofP in the coplanar case is then
solved in a natural way. The angleF lies between −p /2 and
p /2. The external coordinate system and the coordinate sys-
tem of the event make an angle which is calledfevent. The
geometrical interpretation of the noncoplanarity angle and
fevent is depicted in Fig. 23.

FIG. 22. The two different solutions of the kinematic equations
with the sameuA, uB, ug, fA andfB.

FIG. 23. The geometrical interpretation ofF and fevent. In a
right-handed systemF is defined as positive and as negative in a
left-handed system.
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APPENDIX B: DATA TABLES

TABLE VIII. Cross sections and analyzing powers for the supercluster-geometry data presented in Figs. 17 through 20. The cross
sections are given in units ofmb/sr2/ rad.

u1sdegd u2sdegd ugsdegd ds /dV Dds /dV Ag DAg

9 11 135 0.796 0.018 −0.025 0.086
9 13 135 1.148 0.019 −0.047 0.061
9 15 135 1.409 0.020 0.066 0.051
9 17 135 1.493 0.019 −0.093 0.046
9 19 135 1.406 0.019 −0.010 0.046
9 21 135 1.359 0.024 −0.092 0.065
9 23 135 1.210 0.031 −0.201 0.095
9 9 145 0.704 0.018 −0.016 0.092
9 11 145 1.076 0.020 0.015 0.071
9 13 145 1.450 0.021 0.038 0.052
9 15 145 1.508 0.020 0.050 0.046
9 17 145 1.477 0.019 0.014 0.045
9 19 145 1.370 0.018 −0.123 0.046
9 21 145 1.232 0.023 −0.075 0.067
9 23 145 1.149 0.029 −0.281 0.091
9 9 155 0.950 0.022 0.009 0.079
9 11 155 1.360 0.023 0.106 0.063
9 13 155 1.476 0.022 0.047 0.055
9 15 155 1.417 0.021 −0.085 0.052
9 17 155 1.305 0.019 −0.104 0.052
9 19 155 1.222 0.018 −0.093 0.051
9 21 155 1.106 0.023 −0.232 0.080
9 23 155 0.973 0.029 −0.180 0.105
19 11 135 0.210 0.007 −0.039 0.108
19 13 135 0.530 0.010 0.059 0.065
19 15 135 0.749 0.011 0.025 0.051
19 17 135 0.929 0.011 0.048 0.044
19 19 135 1.145 0.012 0.045 0.039
19 21 135 1.381 0.018 −0.039 0.047
19 23 135 1.524 0.025 −0.096 0.059
19 9 145 0.119 0.005 −0.080 0.166
19 11 145 0.397 0.009 0.100 0.078
19 13 145 0.729 0.011 0.221 0.054
19 15 145 0.917 0.011 0.020 0.043
19 17 145 1.172 0.012 −0.016 0.037
19 19 145 1.346 0.013 0.004 0.033
19 21 145 1.599 0.019 −0.020 0.040
19 23 145 1.791 0.027 0.004 0.051
19 9 155 0.216 0.008 −0.027 0.119
19 11 155 0.637 0.012 0.198 0.063
19 13 155 0.944 0.013 0.156 0.050
19 15 155 1.196 0.014 −0.003 0.042
19 17 155 1.412 0.014 0.014 0.036
19 19 155 1.647 0.015 −0.032 0.034
19 21 155 1.890 0.021 −0.068 0.039
19 23 155 1.896 0.029 −0.113 0.053
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TABLE IX. Same as Table VIII but for the block geometry.

u1sdegd u2sdegd ugsdegd ds /dV Dds /dV Ag DAg

9 13 105 0.465 0.020 0.013 0.105
9 15 105 0.739 0.024 −0.060 0.080
9 17 105 0.920 0.025 −0.087 0.062
9 19 105 0.910 0.025 0.011 0.060
9 13 115 0.666 0.028 −0.007 0.102
9 15 115 0.968 0.031 0.057 0.081
9 17 115 1.177 0.032 0.038 0.067
9 19 115 1.061 0.030 −0.036 0.068
9 11 125 0.556 0.027 0.012 0.109
9 13 125 0.927 0.032 −0.127 0.081
9 15 125 1.201 0.033 −0.099 0.064
9 17 125 1.475 0.035 −0.094 0.060
9 19 125 1.343 0.033 −0.032 0.056
9 9 145 0.777 0.027 −0.130 0.086
9 11 145 1.131 0.030 0.054 0.057
9 13 145 1.377 0.030 0.071 0.049
9 15 145 1.609 0.031 0.016 0.044
9 17 145 1.528 0.028 −0.064 0.040
9 19 145 1.373 0.026 −0.031 0.043
9 9 155 0.927 0.026 0.094 0.065
9 11 155 1.267 0.028 0.025 0.049
9 13 155 1.373 0.027 0.044 0.042
9 15 155 1.400 0.025 −0.045 0.038
9 17 155 1.295 0.023 −0.024 0.037
9 19 155 1.193 0.022 −0.036 0.039
19 11 105 0.178 0.010 0.018 0.132
19 13 105 0.182 0.009 −0.215 0.125
19 15 105 0.335 0.012 −0.276 0.086
19 17 105 0.562 0.014 −0.006 0.059
19 19 105 0.660 0.015 −0.054 0.053
19 11 115 0.180 0.011 −0.024 0.147
19 13 115 0.229 0.012 −0.303 0.116
19 15 115 0.501 0.016 −0.181 0.079
19 17 115 0.644 0.017 −0.004 0.062
19 19 115 0.784 0.019 0.048 0.056
19 11 125 0.176 0.011 −0.013 0.136
19 13 125 0.342 0.014 −0.112 0.112
19 15 125 0.657 0.018 −0.075 0.064
19 17 125 0.797 0.019 0.061 0.055
19 19 125 0.909 0.020 0.050 0.049
19 9 145 0.121 0.008 −0.106 0.150
19 11 145 0.363 0.012 0.114 0.081
19 13 145 0.753 0.016 0.041 0.048
19 15 145 0.974 0.017 0.065 0.039
19 17 145 1.235 0.018 0.055 0.035
19 19 145 1.408 0.019 0.045 0.031
19 9 155 0.179 0.008 −0.133 0.106
19 11 155 0.595 0.014 0.020 0.052
19 13 155 0.889 0.016 0.052 0.038
19 15 155 1.164 0.016 0.046 0.031
19 17 155 1.387 0.017 0.016 0.027
19 19 155 1.553 0.018 −0.029 0.024
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