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In beam angle-integrated cross section measurements of the89Ysp,gd90Zr reaction were carried out atEp

=1.7–4.8 MeV by using a 4p NaI(Tl) summing detector. The resulting cross sections were used to derive
astrophysicalS factors as well as reaction rates. Cross sections,S factors and reaction rates have also been
calculated by means of the statistical model codeMOST. A good agreement between theoretical predictions and
experimental data was found.
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I. INTRODUCTION

The synthesis of the so-calledp nuclei requires a special
mechanism known asp process(see, e.g., in[1,2]). This
process consists of various nucleosynthetic scenaria in which
the formation of thep nuclei proceeds mainly by sequences
of sg ,nd, sg ,pd, and sg ,ad reactions. In some of these sce-
naria certainsp,gd as well assa ,gd reactions could also be
involved. The stablep nuclei, all 35 of them, are proton-rich
nuclei heavier than iron that lie between74Se and196Hg, as
shown in Fig. 1. They are taken to originate from the “burn-
ing” of preexisting, more neutron-rich nuclei at stellar envi-
ronments of high temperatures ranging from 1.8 to 3.3 bil-
lion degrees Kelvin, where all the abovementioned reactions
can occur. Such temperature conditions are expected to be
fulfilled in, e.g., the O/Ne rich layers of massive stars during
their explosion as type II supernovae[3,4]. The production
of p nuclei via the two known neutron capture nucleosyn-
thetic processes, i.e., thes and r process[1], is blocked by
stable(“seed”) nuclei that shield them from the beta decay of
more neutron-rich isobars. Consequently,p nuclei are typi-
cally 10–100 times less abundant than the corresponding
more neutron-rich isotopes except for a few cases, the most
striking one being that of92Mo with an isotopic abundance
of 14.8%.

The prediction of thep-nuclei abundances is one of the
major puzzles of all models ofp-process nucleosynthesis.
Until now all these models are capable of reproducing these
abundances within a factor of 3(see, e.g., in Refs.[5,6]).
However, they all fail in the case of the lightp nuclei with
Aø100. These discrepancies could be attributed to uncer-
tainties in the pure “astrophysical” part of thep-process
modeling[7,8]. However, they could also result from uncer-
tainties in the nuclear physics input used in the abundance
calculations for the following reason: abundance calculations

involve an extended network of typically 20 000 nuclear re-
actions of almost 2000 nuclei with masses ranging fromA
=12 to 210. The huge number of reaction rates required to
solve such a network can hardly be measured in the labora-
tory. Hence all extended network calculations rely almost
entirely on the theoretical rates based on the Hauser-
Feshbach(HF) theory [9]. The reliability of the predicted
rates can be checked by systematic comparisons with experi-
mental data. A major obstacle, in this respect, is the scant
experimental data available in the medium mass region, at
astrophysically relevant energies[10–20]. Furthermore, to
date, the HF theory has succeeded in reproducing only some
of these data. Under these conditions, additional cross sec-
tion measurements are required in order to extend the sys-
tematic comparison between the HF calculations and experi-
ment and thus to gain deeper insight into the uncertainties of
the calculations and their origin. For these reasons, we have
performed measurements of the cross section of the
89Ysp,gd90Zr reaction using, a 4p summing technique. The
results are compared with the predictions of the HF theory
obtained with the statistical model codeMOST [21]. Different
models of nucleon-nucleus optical model potentials(OMPs)
and nuclear level densities(NLDs) are considered, in an at-
tempt to evaluate the range of uncertainties they give rise to
in the final reaction rates to be used in network calculations.

II. EXPERIMENTAL SETUP AND PROCEDURES

All measurements were carried out at the 5 MV T11 Van
de Graaff Tandem accelerator of the Institute of Nuclear
Physics of NCSR “Demokritos” in Athens, Greece. The high
voltage of the accelerator was calibrated by means of the
872 keV resonance of the19Fsp,agd16O reaction.

The 89Ysp,gd90Zr reaction was studied by varying the
proton beam energy from 1.8 to 4.9 MeV. In order to keep
the dead time below 5%–7%, especially atEpù3 MeV, it
was necessary to work with beam currents of less than
300 nA on target. The beam energy spread was<1.2 keV at
Ep=872 keV. The target used was produced by evaporation
of pure(99.99%) metallic 89Y on a Ta backing. Directly after
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this procedure, a thin layer of gold of 99.9999% purity was
additionally evaporated on the target in order to prevent oxi-
dization. The thickness of the target used was determined by
means of the XRF technique, which yielded
436±24mg/cm2 for the 89Y layer and 125±7mg/cm2 for
the gold “flush.” The target was checked for possible dete-
rioration after the end of the measurements and was found to
be stable within 2%.

Gamma-single spectra were measured by means of a large
12 in.312 in. 4p NaI(Tl) summing detector shown in Fig.
2(a). It has an axial throughholesx=35 mmd coinciding
with the beam axis as well as a radial throughholesx
=83 mmd where two extra 3 in.33 in. NaI(Tl) detectors
were placed, as sketched in Fig. 2(b). The NaI(Tl) detector
consists of two scintillation crystals of cylindrical shape with
a diameter of 305 mm and a length of 152.5 mm[see Fig.
2(b)]. Each crystal is segmented in four equal parts wrapped
with aluminum (0.5 mm thick). With this detector arrange-
ment, a solid angle of<96% of 4p is covered for theg rays
emitted from the target at the crystals’s center. The signals
from the photomultipliers were summed, after being first
gain matched, and the summed signal was guided to the
ADC for data acquisition. The main advantage of using such
a 4p detector is that, instead of measuring and analyzing
numerous g-cascade transitions, one observes angle-
integratedg-ray fluxes due to the 4p geometry covered by
the summing crystal; thus, systematic errors due tog-angular
distribution effects are avoided. As shown in Fig. 2(a), the
NaI(Tl) detector is fixed on an iron frame that can be moved
on a railway with an accuracy of 0.5 mm, thus ensuring the
correct positioning of the target holder at the center of the
detector. The detector is surrounded by a 5 cm thick lead
“house”(not shown in Fig. 2) that serves as passive shielding
against natural radioactivity.

FIG. 1. Chart of thep nuclei
(black rectangles). Symbols are
given only for the elements hav-
ing p isotopes. The numbers dis-
played indicate the mass number
A of the lightestp isotope of these
elements(Ref. [19]).

FIG. 2. Sketch of the setup used in the present work:(a) side
view of the 4p NaI(Tl) summing detector;(b) NaI crystal arrange-
ment at the horizontal plane;(c) the beam collimating and target
supporting system.
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The beam collimating and target supporting system used
in the present work is shown in Fig. 2(c). The proton beam
passes through two collimators and is focused onto a spot of
<4 mm diameter on the target. The distance of the target
from the first and second collimator was<150 and 70 cm,
respectively. The first collimator is a Ta plate with a hole of
2 mm diameter whereas the second one is a double collima-
tor consisting of two Ta plates. The first plate has ax2 mm
hole. The second plate(antiscatterer) has ax3 mm hole. The
distance between these two plates is 2 cm. The target holder
was a hollow copper disk with a diameter of 19 mm. It was
placed at the end of a stainless steel tube that was sealed with
a plexiglas plug of cylindrical shape. As shown in Fig. 2(c),
a PVC cylinder, placed at a distance of 20 cm from the end
of the beam tube, was used to isolate the part of the tube that
was electrically connected with the target holder. Hence the
last part of the beam tube along with the target holder acted
as a Faraday cup for current integration. During all measure-
ments a voltage of −300 V was applied in front of the
Faraday-cup “entrance,” as shown in Fig. 2(c), in order to
suppress the secondary electrons escaping from the Faraday
cup at steep angles and to prevent the electrons carried by the
beam from reaching the target.

The target cooling was achieved indirectly, by cooling the
hollow target holder with air flowing into it through two thin
copper tubessx35 mmd welded on the target holder. These
tubes bore through the plexiglas plug to which they are glued
with araldite. The use of plexiglas as tube sealing material
enables to reduce the absorption of the low energyg rays. A
2 mm thick O ring served as vacuum sealing material be-
tween the beam tube and the plexiglas plug. Except for the
target holder, the rest of the beam line is sealed with copper
gaskets. The beam line includes three cooling traps and four
turbopumps, with the last pump located at the beginning of
the tube at<10 cm distance from the first collimator; thus
the carbon buildup on the targets was signifficantly pre-
vented even after severe irradiation. A vacuum of 1
310−7 mbar was attained with this setup throughout the en-
tire experiment.

Theg-single spectra measured with the summing detector
obviously include not onlyg rays from the reaction in the
target, but alsog rays arising from reactions in the Ta back-
ing. Therefore, after measuring spectra produced by the pro-
ton beam of a certain energy on the89Y target, additional
“backing” spectra were taken. This was done by first de-
creasing the energy of the beam according to the beam en-
ergy loss in the gold flush and the89Y target and then im-
pinging the beam on a blank Ta backing. The latter
“backing” spectra were subsequently subtracted from the
former ones after first being normalized to the same charge.
The resultingdifferencespectra are expected to be free from
g peaks arising from reactions occurring in the Ta backing.
This, however, was not the case for theg transitions arising
from the contaminant19Fsp,agd16O reaction, which at low
energies excites broad resonances and therefore increases
(see, e.g.,[22]). In order to overcome this problem and avoid
systematic errors in our analysis, onlyg-ray fluxes with pho-
ton energies above 8 MeV were used to determine the cross
section of the reaction of interest, as described in the Sec. III.
A typical example ofg-single spectra measured as described

above, is shown in Fig. 3 forg rays with energiesE
ù2.8 MeV.

III. DATA ANALYSIS AND RESULTS

In order to obtain the total cross sectionsT, the absolute
yield Y0, i.e., the absolute number of all photons emmitted by
the 89Ysp,gd90Zr reaction, has to be determined. The abso-
lute yield Y0 is given by

Y0 =
F

Q

1

e
, s1d

whereF is the angle-integratedg-ray flux measured at en-
ergy E, Q is the corresponding accumulated charge ande is
the absolute efficiency of the detector. The experimental
yields Yexp=F /Q were obtained from the “difference” spec-
tra described in Sec. II, whereas the absolute efficiencye was
obtained from Monte Carlo simulations described in the fol-
lowing.

The absolute efficiencye of the summing detector has
been determined in the past[22] with radioactive sources as
well as by means of the reactions19Fsp,agd16O and
9Besp,gd10B. These reactions provideg rays of up to
7.6 MeV, with very well known intensities, from resonances
that have been extensively investigated.e was additionally

FIG. 3. Gamma-single spectra measured atEp=3 MeV by (a)
impinging the beam on the target, and(b) impinging the beam on
the Ta backing after decreasing properly the beam energy. The spec-
trum shown in(c) is the “difference” spectrum resulting from the
subtraction of spectrum shown in(b) from that plotted in(a). The
results of the present work have been derived from the analysis of
difference spectra. The peak at<4.24 MeV is to be attributed to the
decay of the 22

+ state of the24Mg nucleus that is produced by the
23Nasp,gd24Mg reaction occurring most probably due to the pres-
ence of small amounts of Na in the target material.
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determined by Monte Carlo simulations in[22] and was
found to agree within 6%–8% with the experimental ones.
However, although in Ref.[22] all resonances used to deter-
minee resulted ing cascades with multiplicityM ø2, in the
present caseg cascades withM .2 could not be excludedà
priori . Furthermore, there are substantial differences between
the target holder of[22] and the one used in the present
work. For these reasons, new Monte Carlo simulations had to
be performed to determine the absolute efficiencye of the
summing detector using the codeGEANT [23].

The first step in our simulations was to describe the ex-
perimental setup properly, i.e., the geometry as well as the
materials from which all the setup components are made. For
this purpose, 75 independent volumes of various shapes and
different materials were taken into account in order to simu-
late the target, the holder, the beam tube, and the detector
itself. The resulting geometry is shown in Fig. 4.

The next step in the simulation procedure was to define
the energies of theg transitions depopulating the excited
states of the produced90Zr nucleus, as well as the multiplici-
ties of the involvedg cascades. This task required the knowl-
edge of the level scheme of90Zr up to an excitation energy of
EX=Q+Ec.m., whereQ is theQ value of the reaction,Ec.m. is
the beam energy in the center-of-mass system andEX is the
excitation energy of the entry state populated in the com-
pound nucleus. In our case, the beam energy varied from
1.7 to 4.8 MeV and theQ value of the89Ysp,gd90Zr reac-
tion is 8.35 MeV. The resulting relevant level scheme was
rather complicated sinceEX was large with values ranging
from <10 to <13.1 MeV.

At first, we constructed a level scheme according to the
known excited states of90Zr given in the compilation of
Firestoneet al. [24]. The level scheme was complicated and
the number of the cascadingg transitions was largesù40d.
As a result, the simulation procedure was rather involved and
led to ambiguous results. To overcome these problems, we

considered not only one, unique level scheme to describe the
decay pattern of90Zr, but different ones depending on the
beam energy. All the different level schemes that were as-
sumed had one thing in common: the first excited state was
the 21

+ state at 2186 keV excitation energy given by[24].
Otherwise,N additional higher lying states were taken to
exist every 500 keV, starting from the respective entry state
down to the the 21

+ state.
The level schemes constructed as descibed above in-

cluded manyg cascades of various multiplicitiesM. In par-
ticular, we took into account:(a) the g ray from the entry
state to the ground state(g0 transition), (b) a twofold g cas-
cade consisting of the primaryg transition from the entry
state to the 21

+ state(g1 transition) and the 2186 keVg tran-
sition from the 21

+ state to the ground state, and(c) three- and
fourfold g cascades. In any three- and fourfold cascade, the
initial cascading transition was always theg ray deexciting
the entry state and the final one was the 2186 keVg transi-
tion from the 21

+ state to the ground state. It has to be noted
that, due to the assumption that the excited states are equally
spaceds500 keVd, some of the three- and fourfold cascades
were formed byg transitions of the same energy but of dif-
ference sequence. These cascades were taken into account
only once since it is the energy and not the sequence of the
cascading transitions that is relevant for the simulations. Fi-
nally, g cascades withM .4 were not taken into account
since the best agreement with the spectra was obtained with
the simulations assumingM ø4. Furthermore, there was no
significant improvement in the reproduction of the measured
difference spectra by includingg cascades withM .4. A
typical example of a level scheme constructed with the above
criteria is shown in Fig. 5. It was adopted in the simulations
of the “difference” spectra measured atEp=3 MeV. As
shown in the figure, the adopted level scheme includes 16
different excited levels and the ground state. Because of the
adopted counting criteria, some of the levels fulfilling the
500 keV spacing criterion, like, e.g., those at 7321 or at
9821 keV, are omitted from the level scheme in Fig. 5.

The decay of the excited90Zr nuclei produced atEp
=3 MeV is described by 16 decay “modes” shown in Fig. 5,
i.e., theg0 transition (onefold), the twofold g cascade(EX
→2186, and 2186→0), plus ten different three and four dif-
ferent fourfoldg cascades. In our simulations, every decay
“mode” was simulated independently with 105 photons, i.e.,
16 differentGEANT runs were performed.

The input data in eachGEANT run consisted of two sets of
information: (a) the geometry of the setup components with
their composition(atomic number, density, etc.) that was the
same in every run and(b) the number and energies of the
photons to be simulated. As mentioned above, the number of
photons was 105, whereas the energies varied according to
the 16 different decay “modes.” The output of eachGEANT

simulation was a histogram showing the number of the pho-
tons with respect to the energy deposited in the crystal. The
ten histograms resulting from the simulations of the different
threefold cascades were summed. The same was done for the
case of the fourfold cascades. In this way, four different his-
tograms were obtained corresponding to the four different
multiplicities assumed to describe the decay of the excited
90Zr nuclei (g0 transition, two-, three-, and fourfoldg cas-

FIG. 4. (Color online): side view of theGEANT-simulated geom-
etry of the experimental setup. Dashed lines indicate simulated
“paths” of g rays emmitted from the center of the target.
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cades). For the needs of the analysis, all the histograms were
“normalized” to the same numbers105d of simulated pho-
tons, i.e., the content of each bin of the summed histograms
of the three- and fourfold cascades were divided by a factor
of 10 and 4, respectively. All four histograms were then con-
voluted with a Gaussian response function in order to take
into account the resolution of the summing detector at differ-
ent energies. The resulting spectrum was subsequently
matched to the energy calibration of the ADC used in the
acquisition of the data. The Gaussian response function was
determined from the analysis ofg rays of spectra of radio-
active sources(137Cs, 60Co) as well as spectra measured at
the 872 and 989 keV resonances of the19Fsp,agd16O and
the 9Besp,gd10B reaction, respectively.

In order to determine the absolute efficiencye of the de-
tector, ax2 fit was first used to minimize the quantityYsim
given by

Ysim = Yexp− sb1F1 + b2F2 + b3F3 + b4F4d, s2d

whereYexp is the experimental yield obtained by integrating
the “difference” spectrum measured at an energyEp, F1, F2,
F3, F4 are the integrals of the convoluted spectra obtained
from GEANT for the one-, two-, three-, and fourfold cas-
cades at this energy, respectively, andb1, b2, b3, andb4 are
weighting factors obtained from the fitting procedure. These
factors represent the relative yield contributions of the corre-
sponding types ofg cascade and are constrained by the rela-
tion

o
j=1

4

bj = 1. s3d

The bj factors obtained from the above fitting procedure
were finally used to evaluate the absolute efficiencye by

e =
b1F1 + b2F2 + b3F3 + b4F4

NT
, s4d

whereNT is the total number of the simulated photons, i.e.,
43105.

A typical example of the agreement between the experi-
mental and simulated spectra atEp=3 MeV is given in Fig.
6. The simulation of the spectra shows that the yield contri-
bution of theg0 transition (onefold cascade) is negligible,
i.e., below 0.5%, at all the measured energies. Moreover, the
yield of the fourfold cascades, i.e., the weighting factorb4
increases with increasing beam energy in contrast to the re-
spective yield of the three- and twofold cascades that de-
creases. This is illustrated in Fig. 7, where the factorsb2, b3,
andb4 are plotted with respect to beam energies measured in
the present work. This effect is somehow expected, since an
increase in the beam energy results in an increase in the
excitation energyEX of the produced nuclei, and hence the
probabillity of having high-foldg cascades increases as well.
This could obviously affect the efficiency of the summing
detector.

The absolute efficienciese obtained by the simulation
procedure described above for the energy regions 2.8–14 and
8–14 MeV are shown in Fig. 8. Due to the problems arising
from the 19Fsp,agd16O reaction discussed in Sec. II, the
g-ray fluxes up to<7.3 MeV could include events from this
contaminant reaction. As a consequence, only the experimen-
tal fluxesF in the 8–14 MeV region and the corresponding

FIG. 5. Level scheme of90Zr assumed in the present work to
perform the Monte Carlo simulations atEp=3 MeV. The proton
sSpd and neutronsSnd separation energies of90Zr are indicated with
arrows on the right side. TheQ value of the reaction in consider-
ation as well as the “entry state” of the90Zr nucleus produced at
Ep=3 MeV are shown on the left side. Numbers in % given at the
top of the level scheme indicate the relative yield contribution of
the corresponding type ofg cascade that were derived from the
simulations.

FIG. 6. Experimental and simulatedg spectra atEp=3 MeV.
The dotted and dashed curves indicate the simulatedg flux due to
four- and threefold cascades, respectively. The dashed-dotted curve
correspond to the simulated yield of the twofold cascades. The con-
tribution of the g0 transition (onefold) to the plotted yield is not
shown since it is negligible. The solid curve is the sum of the latter
three simulated spectra. The agreement with the experimentalg
spectrum shown as grey histogram is very good.
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absolute efficienciese have been used to obtain the absolute
yields Y0 defined in Eq.(1). The total cross sectionsT was
then obtained from

sT = Y0
A

NA

1

j
, s5d

whereA is the atomic weight of the target in amu,NA is the
Avogadro number, andj is the target thickness. The resulting
total cross sectionssT at the center-of-mass energy as well as
the corresponding astrophysicalS-factors are given in Table
I. The energies given in the first column of Table I are the
effective energiesEeff in the center-of-mass system. They
were determined by using appropriate stopping powers[25]
by

Eeff = Ep − DEAu −
DEY

2
, s6d

and were subsequently transformed to the center-of-mass
system. In the latter equation,Ep is the beam energy.DEAu
andDEY are the energy losses in the gold layer and the target
material, respectively.

The astrophysicalS factors given in Table I are given by

SsEd = sTsEdEe2ph, s7d

whereh is the Sommerfeld parameter[26] defined by

2ph = 31.29Z1Z2Sm

E
D1/2

. s8d

In the last equation, the reduced massm is in amu and the
center-of-mass energyE is in units of keV so that theS
factors are in keVb.

The total errors in the cross sections given in Table I are
of the order of 9%–12% except for those in the cross sections
determined at the four lowest energies. The latter errors
range from 15% to 25%. Apart from statistical errors of
ø3% at Epù2.5 MeV and<10% –15% atEp,2.5 MeV,
we also took into account errors of 5%, and 4% due to
charge and target thickness measurements, respectively. An
additional 6%–9% error in the simulated efficiency was also
taken into account.

IV. DISCUSSION

The main goal of the present work is, apart from contrib-
uting to cross section systematics necessary for astrophysical
applications, to investigate the validity of the different
nuclear ingredients of the HF calculations. In the HF theory
[9], the cross section for the decay of a compound nucleus
into one of the exit channels is given by

FIG. 7. Weighting factorsb resulted from the simulations vs
some measured beam energies.b2, b3, and b4 correspond to the
relative yield contribution of the two-, three, and fourfoldg cas-
cades, respectively.

FIG. 8. Absolute efficiency vs beam energy determined in the
present work: rectangles correspond to the efficiencies obtained by
integrating theg flux from 2.8 to 14 MeV, whereas circles are
those derived for the 8–14 MeV region. The indicated errors range
from 6% to 9% of the corresponding value.

TABLE I. Total cross sectionsssTd and astrophysicalS factors
sSd of the 89Ysp,gd90Zr reaction determined in the present work.
Ec.m. is the center-of-mass energy.

Ec.m.

(MeV) sTsmbd
S

s107 keV*bd

1.757 8±2 5816±1454

1.961 26±5 4466±859

2.160 40±6 2068±310

2.359 118±16 2154±292

2.656 339±42 1645±204

2.953 704±86 1122±137

3.250 1351±150 830±92

3.448 1903±210 665±73

3.843 2690±296 351±39

4.140 2936±294 202±20

4.437 2281±230 88±9

4.635 2127±192 58±5

4.832 2152±194 42±4
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sab = pla
2 1

s2I + 1ds2i + 1do
Jp

s2J + 1d
Ta

Jp
Tb

Jp

oa8
Ta8

jp
, s9d

where a, b denote the entrance and exit channels respec-
tively, andI, i are the target and projectile spins respectively.

Ta,b
Jp

are the transmission coefficients summed over all orbital
and channel spins to give the total transmission coefficient
for the formation of the compound nucleus in the stateJp.
When the compound nucleus is excited to states in the con-
tinuum, the transmission coefficients in Eq.(9) are averaged
over a specified nuclear level density.

Therefore, apart from theQ values of the decay channels,
the other main nuclear properties the HF cross section de-
pends on are the transmission coefficients for particle and
photon emission, and the nuclear level densities of the com-
pound and residual nuclei in the different decay channels.
For the sake of nucleosynthesis applications, one needs to
develop global models that would enable the evaluation of
these properties for the thousands of nuclei and nuclear re-
actions involved, in a most reliable way. For this purpose,
there exist global phenomenological models of nuclear level
densities, based on the Fermi gas model description of the
excited nucleus, and also microscopic models based on
single-particle spectra associated with realistic effective po-
tentials. The main advantage of the latter models is that they
take into account the discrete structure of the nucleus and
treat shell, pairing and deformation effects consistently,
whereas the former models consider these effects by means
of empirical corrections. For the transmission coefficients for
particle emission there exist purely phenomenological global
optical model potentials and microscopic ones. The latter are
obtained from nuclear matter calculations using realistic ef-
fective interactions. For photon emission, assuming that di-
pole transitions dominate in theg emission channel, the
electric- and magnetic-dipole(GDR) strength functions are
commonly described by Lorentz-type functions. The GDR
energies and widths are obtained from experimental data

FIG. 9. Comparison of the cross sections(solid circles) mea-
sured in the present work with the predictions of the HF theory
(curves) calculated with the codeMOST. The different curves corre-
spond to the different combinations of OMPs and NLDs used in the
calculations. The solid, dashed and dotted curves result from the
combination of the microscopic NLD of Demetriou and Goriely
(Ref. [38]) with the OMPs of Jeukenneet al. [35] (MOST-1), Bauge
et al. [36] (MOST-2), and Koning and Delaroche[34] (MOST-3),
respectively. The dot-dashed and the dot-dot-dashed curves have
been obtained from the combination of the macroscopic NLD of
Thielemannet al. [37] with the OMPs of Jeukenneet al. [35]
(MOST-4), and Koning and Delaroche[34] (MOST-5), respectively.
The Gamow windowDEG corresponding to the stellar temperatures
T=s1.8–3.3d3109 K that are relevant to thep process is indicated
with the horizontal line.

FIG. 10. Plot of theS factors (solid circles)
resulting from the cross sections measured in the
present work. The different curves are theS fac-
tors obtained from the HF cross-section predic-
tions shown in Fig. 9. The type of the curves in
Fig. 10 corresponds to the same type of the
curves plotted in Fig. 9 depending to the combi-
nation of OMP and NLD used in the cross-
section calculations.
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where they exist, otherwise they are determined by appropri-
ate global parametrizations. Recently, microscopic calcula-
tions of the GDR strength functions have also been per-
formed using a Hartree-Fock-QRPA model[27].

In the present work, the calculations of the HF cross sec-
tions are carried out with the statistical model codeMOST

[21]. All available experimental data on nuclear masses, de-
formation, spectra of low-lying states, and GDR energies and
widths are taken into account. The nuclear masses are taken
from the compilation of Audi and Wapstra[28] and the
ground state properties(matter density, single-particle level
scheme) are predicted by the microscopic Hartree-Fock-BCS
model of [29]. At the low incident energies studied in the
current experiment, the most dominant decay channels are
those of photon and neutron emission. The alpha-particle
emission channel becomes important at energies above
<7 MeV. On the other hand, the effect of using different
Lorentz-type or microscopic strength functions for the pho-
ton transmission coefficient turns out to be negligible. There-
fore, in the following calculations we adopt the alpha-
nucleus potential of Demetriouet al. [30] and the E1
strength functions given by the hybrid model of Goriely[31].
The M1 strength functions are parametrized according to
[32], with the energies and widths chosen according to the
latest recommendations of[33]. While the HF cross sections
do not seem to be sensitive to the abovementioned nuclear
ingredients, they show a strong dependence on the NLDs and
nucleon OMPs. We therefore, use different combinations of

NLDs and OMPs in order to investigate the range of uncer-
tainties they give rise to in the predictions of cross sections,
S factors, and ground-state reaction rates.

In particular, we use the OMPs of(a) Koning and
Delaroche[34], (b) Jeukenneet al. [35], and(c) Baugeet al.
[36] The first potential is purely phenomenological whereas
the last two are based on microscopic infinite nuclear matter
calculations applied with the local density approximation.
We adopt two NLD formulas, namely the purely macro-
scopic densities of Thielemannet al. [37] and the statistical
microscopic ones of Demetriou and Goriely[38]. The latter
NLDs have been readjusted to reproduce the existing data on
low-lying excited states ands-wave neutron resonance spac-
ings.

Five different combinations of these OMPs and NLDs
have been considered in the calculations and the resulting
cross sections are compared with the experimental data in
Fig. 9. The solid, dashed, and dotted curves correspond to the
same microscopic NLDs, namely those of Demetriou and
Goriely [38], and the OMPs of Jeukenneet al. [35], Baugeet
al. [36], and Koning and Delaroche[34], respectively. The
dot-dashed and dot-dot-dashed curves are obtained from the
combinations of the macroscopic NLD of Thielemannet al.
[37] with the microscopic OMP of Jeukenneet al. [35] and
the phenomenological OMP of Koning and Delaroche[34],
respectively.

The corresponding predictions for theS factor are com-
pared with the experimental ones in Fig. 10. The latter figure
allows for a more transparent and detailed comparison be-
tween theory and experiment since theS factors have a
smoother variation with energy than the cross sections.

According to Fig. 10, theS factors calculated with the
OMP of Koning and Delaroche[34] (dotted and dot-dot-
dashed curves), show a rather flat energy dependence and fail
to reproduce the lowest two experimental data points. The
results of the combination of the OMP of Baugeet al. [36]
with the NLDs of Demetriou and Goriely[38] both micro-
scopic models, overestimate theS factors at energies below
<3.5 MeV, by a factor<2. On the other hand, the other
microscopic set, namely that of the OMP of Jeukenneet al.
[35] and the NLDs of Demetriou and Goriely[38] underes-
timates the data over the whole energy range, by a factor of
<1.2. Overall, in the energy region covered by the measure-
ments, theS factors seem to be more sensitive to the OMPs
than the NLDs, particularly in the low energy region. With
increasing energy the different NLDs also seem to have an
impact, and differences show up in theS factors. This can be
seen by comparing, e.g., the solid and the dot-dashed curves
resulting from the same OMP, i.e., that of[35] and the NLDs
of [38] and [37], respectively. The same observation holds
for the dotted and dot-dot-dashed curves, obtained from the
OMP of [34] combined with the NLDs of[38,37], respec-
tively.

In order to investigate the potential impact of the above-
observed uncertainties in nucleosynthesis calculations, it is
necessary to compare the corresponding reaction rates calcu-
lated at the relevant stellar temperatures. The ground-state
rates were obtained from the respective cross sectionsssEd
by means of

FIG. 11. Ground-state rates of the89Ysp,gd90Zr reaction vs tem-
perature. Rates obtained from the data are shown as open circles.
The experimental uncertainties are depicted by the shaded area. The
reaction rates calculated from the cross sections obtained by the
statistical model codeMOST are shown by curves. The different
types of curves correspond to the different combinations of OMP
and NLD used in the cross-section calculations similarly to those
curves that are plotted in Figs. 9 and 10. The temperature range
relevant to thep process are indicated by the horizontal bar.
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ksvl = S 8

pm
D1/2 1

skTd3/2E
0

`

ssEd ·E · expS−
E

kT
DdE,

s10d

wherem is the reduced mass,kT is the thermal energy, andE
is the center-of-mass energy. The results are shown in Fig.
11, where the different curves correspond to the same com-
binations of NLDs and OMPs as in Figs. 9 and 10. The
shaded area depicts the range of the uncertainties resulting
from the experimental errors in the cross sections.

It is clear that the theoretical reaction rates resulting from
the five different combinations of NLDs and OMPs, agree
with those obtained from experiment within a 2s factor, with
the exception of the rates obtained from the OMP of Bauge
et al. [36] (dashed curve). However, even in this case, the
observed discrepancies are within a factor of 2.

V. CONCLUSIONS

The cross section of the89Ysp,gd90Zr reaction was mea-
sured atEP=1.7–4.8 MeV and was found to range from
<6 mb to 2.2 mb with relative errors decreasing from 25
down to 9% with increasing beam energy. The data as well
as the resultingS factors were compared with the predictions
of the statistical model codeMOST [21].

Five different combinations of microscopic, as well as
phenomenological, OMPs and NLDs were considered in the
HF calculations. Among the different OMPs used, the micro-

scopic one of Jeukenneet al. [35] seems to give the best
overall description of the data, especially when combined
with the macroscopic level densities of Thielemannet al.
[37]. The phenomenological OMP of Koning and Delaroche
[34] shows a smoother energy dependence compared to the
experimental data. Finally, the OMP of Baugeet al. [36]
overestimates the data at energies below<3.5 MeV. Apart
from the latter case, all the other combinations adopted
herein, are able, on the whole, to give a satisfactory repro-
duction of the data with an uncertaintiy of<20%. These
uncertainties reflect our limited knowledge of the nuclear
level densities and the nucleon-nucleus potentials at low en-
ergies of astrophysical relevance.

Nevertheless, by comparing the resulting reaction rates
one may conclude that for the specific reaction studied
herein, the HF theory agrees with the experiment within a
factor of less than 2. Uncertainties of this magnitude in the
nuclear physics input in nucleosynthesis calculations, can be
considered of minor importance compared to the huge uncer-
tainties (often exceeding orders of magnitudes) involved in
the “pure astrophysical” modeling. Our findings however
have to be further confirmed by studying an extensive data
base of cross sections covering a broad mass range at astro-
physically relevant energies.
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