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The ~4Fe(d, e) 2Mn reaction was studied at 17-MeV bombarding energy. Energy assign-
ments based on the (d, o. ) and two (3He, t) spectra w'ere made for some 60 levels up to about
4 MeV of excitation in Mn with accuracies ranging from +1 to +10 keV. (d, a. ) L -transfer
assignments or suggestions were made for 28 of these levels based on a recent distorted-
wave Born-approximation procedure. Spin-parity limits based on the (d, e) analysis are gen-
erally in agreement with other work although a few discrepancies are noted. The ~2Cr(p, ny)-
~2Mn coincidence experiment was performed at bombarding energies of 8.0, 8.5, 9.0, 9.5,
and 10.0 MeV. 30 y rays were fitted into a decay scheme which includes four previously un-
reported levels below 1.3 MeV of excitation in ~2Mn. Two of these new levels were weakly
excited in (d, o.), while the other two appeared as an unresolved group in the (~He, t) spectra.
Since the y-rays were observed with 3-keV Ge(Li) detector resolution, accurate energy as-
signments {~+0.5 keV) could be made for 14 levels in 52Mn. The y-ray data are consistent
with the (d, a) spin limits. A comparison of the low-lying states with the McCullen, Bayman,
and Zamick calculations is presented. The four new levels do not fit into the pure fvy2-shell
scheme.

INTRODUCTION

The f„,shell is an especially interesting shell
because of the abundance of experimentally acces-
sible nuclei which in first-order shell-model the-
ory have both their valence protons and neutrons
in this shell. The pure f„;shell model calcula-
tions of McCullen, Bayman, and Zamick (MBZ)'
have enjoyed a high degree of success. The rela-
tive isolation of the f~„shell from neighboring
shells suggests that the mixing of other configura-
tions would not drastically alter the pure f„,-
model results at low excitation. One therefore
expects reasonable but not perfect agreement of
the experimental data with the MBZ predictions.
Because of the relatively high density of low-lying
states which odd-odd f»,-shell nuclei enjoy, they
afford a valuable testing ground for MHZ or future

, theoretical ideas. "Mn, having five protons and
seven neutrons in the f,~, shell, presents itself
as both a theoretical and experimental challenge.
Its expected high-level density requires that it be
studied with good ener gy resolution, while target
availability requires that it be studied with at
least a two-nucleon transfer or charge-exchange
reaction. The (d, o.) reaction was chosen because
of the selection rule which forbids the pickup of
a deuteron of the (E~)' configuration coupled to an
even spin, assuming a direct reaction mechanism. '
Hence the low-lying even-spin states in "Mn would
be excited only to the extent of configuration mix-
ing and should be weak compared with odd-spin

states of the f,~ configuration. The (p, ny) re-
action was performed in order to determine ex-
citation energies more accurately, to look for
states possibly missed in (d, n), and to provide
a consistency check on the (d, o.) spin limits or
assignments.

Previous (d, o.) experiments" have not been
done with as good a resolution as was possible in
this work (15 kev) and have consequently missed
many of the levels reported here. By the use of
a new distorted-wave Born-approximation (DWBA)
procedure, ' it was hoped that I.-transfer assign-
ments could be made with little ambiguity. The
'2Cr(p, my)52Mn experiment has not been previously
reported.

'~Pe(d, e)'~Mn EXPERIMENT

A. Experimental Procedure

The (d, n) experiment was performed with a
17-Mev deuteron beam from the University of
Pittsburgh Van de Graaff accelerator. Targets
were made by evaporation of the ' Fe metal onto
thin (20- pg/cm') carbon backings to thicknesses
of -50 pg/cm'. The isotopic purity of the "Fe
was only 92% so that interfering peaks, mainly
from the "Fe(d, o.)"Mn reaction, appeared in the
spectra. Most of these impurity peaks were identi-
fied by the use of a natural Fe target, however
the background created by the relatively high den-
sity of these states made it difficult to analyze
any but the stronger "Mn states especia11y at high
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excitation. z particles were detected on Ilford
K-1 plates placed in the focal plane of the Enge
split-pole spectrograph, except for the small-
angle (&20') runs where position-sensitive de-
tectors were employed. Absolute cross sections
were determined by (a) the use of Rutherford scat-
tering to measure the target thickness directly
and (b) the use of NaI monitors in the spectro-
graph scattering chamber to detect the elastic
deuterons. Both methods agreed to better than
15% which is the estimated absolute cross-section
error. Relative cross sections were based mainly
on charge monitoring. The energy resolution
achieved was 15 keV full width at half maximum
(FWHM) over all.

B. Energy Determinations

Excitation energies were determined by using
a known spectrum to calibrate the focal plane at
the angle and focal plane settings used for "Mn.
The "Ni(d, u)"Co reaction was chosen to obtain
a calibration spectrum, since many "Co level
energies were known to high precision. " This
method was applied at two angles for the (d, n)
reaction. It was also applied to the "Cr('He, t)
"Mn reaction at two angles; however, in this
case the levels of "Mn'' which appeared simul-
taneously on the plates via the "Cr('He, d )"Mn
reaction were used to calibrate the focal plane.
Triton peaks could be identified by using enough
absorber to stop them but not the deuterons and
noting which peaks were absent in the resulting
spectrum. The computer code SPIHO did the
necessary calculations, including target thickness
corrections. The first column in Table I shows
the averaged energies and their errors obtaaned

by the above techniques. These energies agree
within the errors for levels previously studied,
especially with the more accurate determinations
of Ref s. 11 and 12. A portion of a (d, n) plate
spectrum is shown in Fig. 1. Peaks of "Mn are
labeled by their energy, while unlabeled peaks
are from target impurities. ('He, t) cross sec-
tions at 40'„b are shown in Table I. These were
based on the E,H

=19 MeV plate spectrum and
a position-sensitive detector run at 18 MeV. The
latter technique was used to gate out the deuteron
peaks which seriously obscured the triton peaks
at higher excitation. The variation of the cross
sections with energy is known to be small in this
energy region. " The cross-section errors are
estimated to be +25%.

C. Excitation Functions

A previous (d, n) study' at E~ =15 MeV indicated
the possible presence of compound reaction effects

in the angular distributions. Using a self-support-
ing ~Fe foil of -0.5-mg/cm' thickness and employ-
ing solid-state detectors and monitors, (d, o.) ex-
citation functions were taken in our 24-in. scatter-
ing chamber. Detectors were placed at several
angles and the beam was varied in 200-keV steps
from 14.2 to 16.8 MeV. Since the resolution
achieved was 60 keV and background became a
problem at higher excitation, only the levels
shown in Fig. 2 were analyzed. For these levels,
Quctuations are not apparent so that compound
effects are probably small. Because the target
was -20 keV thick, Quctuations of less than this
energy spacing cannot be ruled out.

D. DWBA Procedure

A DNBA procedure which has been successful in
fitting a wide range of (d, n) reactions' was em-
ployed. This technique requires that the real ge-
ometries of both the deuteron and n optical poten-
tials be the same. In particular, the restrictions

x0=1.2 fm,

a0=0.75 fm,

~0 ~ Vnucleon y

were used, where g is the number of nucleons
in the projectile and V„„„„„is the single-nucleon
potential (-=50 MeV). These restrictions re-
move some of the optical-parameter ambiguities
while still permitting good fits to the elastic data.
Optical parameters based on this procedure are
shown in Table II. Although these parameters
are applicable to neighboring nuclei, the use of
"Cr elastic deuteron parameters gave similar
(d, n) predictions. The code DWUcK" was
used to generate the (d, o.) angular distributions.
Various DWucK options were tried: (a) the
cluster deuteron description using the param-
eters ~0= 1.2 fm and a 0

= 0.75 fm for the bound
deuteron well. This description was used with
and without finite-range corrections. (b) The
microscopic description with the bound well pa-
rameters y0=1.25 fm and a0=0.75 fm for the
single™-particle wells. This description was tried
only with finite range. The finite-range param-
eter used was g =0.4" and the standard nonlocality
parameters (P ~

= 0.54, P = 0.2) were employed.
Figure 3 shows the results for several I. trans-
fers. As expected from Ref. 5 the finite-range
correction has a small effect on the angular dis-
tribution shapes. In view of the close similarity
of all curves, the curves generated by procedure
(b) were used to fit the experimental data. Since
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TABLE I. ~2Mn spectroscopic data.
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Exc.
(keV)

This work
Fe(d, 0.)5 Mn 17 Mey Ig Me@

(3He, t)
o(40O)

(p,b/sr)

Ref. 3
(d, e)

Ref. 4
(d, 0.)
I

Ref. 12 Ref. 13
(3He, p) (3He, t)

J7l

Ref. 18
J' W

Best
J1f

0
378+ I
546+ I
732 +1
826 ~1

3.0
1.6

10
2.3

27

(6) (6+)

(2) (2+)

(2) (I' 3')
4 4+

2 3+

7.2
9.3
8.8
6.3

(6)
(2)
0+2
(4)
2+4

6+
2+
I+

6+

2
I+
4+
3+

870+ I
884 +2

1252+ I b

1646+ 2
1683+ I
1954 +2
2046 +4
2130 + 5
2252+ 2
2285+5
2338 ~2
2475 +2
2.55'
2629+ 3

250

82

8.5
3.4

5
ll
9.8

5.0
22

40

7+

c
4 3+-5+

6 5+ 7+

c
4 3'-5+

3+ 5+

C

3f 2

(0+2, I) (I', 2-)

O+2 I+

18
12

2.6
5.0
5.0
1.5
3.8

2.7

20

(2)
4

4+6

0+2

(2)
0 O+, I+

3+ 5+

5+ 7+

(I'-3')
(I')

(2645+ 5)
2667 a 10
27116 3
2785+4

2796 + 3
2815 +4
2848 ~3

2858 ~ 5
2872 +4
2903 + 5
2925~ 5
2955+ 5
2973 +4

2982 +3
3077 +4
3106+4
3199+ 3
3226+4
3245 g

3297+ 5
33336 3
3351+5
3386+3
3423 + 3
2490 + 10
3506 + 3
3573 ~ 5"
3620+ 6
3640 ~ 6

3655 + 6
3706+ 6

2.5

4.4

5.0
11.0
12

0
26

Il
110

46
17
3.9

15

15
5.6

(2) (I'-3')

(2) (I+ 3+)
4 3+ 5+

4+ (6) (5+)

(2+4) (3+)

(2 +4) (3+)
f,

(4) (3'-5')
0 I+
c

~2 0
6.0
3.8

8.3
g 4

4.9
5.1

67
2,4

4.0

3+2
2.8
1.1
1.5

2.0
5.0
3.7
2,8

12
3.8
4.3
4.2

13

(3)

(3)

(5)

t2&I

2+4

(2)

(0+2)
(2)

0

(I+ 2+ )

0+

I+ 3+

(2 -6)

I+ 3+

I+
0+

(I+ 3+)
3+ 5+ d

(5+) '
(I')

(I'-3')
(3+)

(3')
d

(3+ 5+)
I+
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TABLE I (Continued)

Exc.
(keV)

0(30')
(p,b/sr)

This work
s4Fe(d &)s2Mn 17 MeV 19 MeV

(3He, t)
0 (40')

L J" (p,b/sr)

Ref. 3
(d, n)

L

Ref. 4
(d, n)
I

Ref. 12 Ref. 13
(SHe, P) (3He, t) Ref. 18

L J% Jg
Best
J7f

16

12
3.7

4.8
2.6

19
18

20

3738+4
3776 ~

3884+ 6
3898 + 4
3936+4
3973+6

10
3987 + 6
4061 +4
4129 + 8
4235 + 8
4281 + 8
4314 S, h

4377~ 8

(2) (1'-3')
c

(4)

c
4 3-5
c

(2) (1+-3+)

0+2 1+

5.4

12

(o. 1~ 2)

(4)

0+2

3+ 5+

(1+ 3+)
(3+ 5+ )
(1+ 3+)

'Blanks denote levels not seen. They could possibly be weak or masked by an impurity.
Seen as a doublet by Ref. 11.
Insufficient statistics for L determination.
Discrepancies exist.

e Reference 11.
Structureless or unfittable angular distribution.

~ Reference 12."Seen as a doublet by Ref. 12.
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FIG. 1. Portion of an '4Fe(d, 0, )s2Mn plate spectrum.
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an excitation range of 4 MeV was studied, Q-value
effects as shown in Fig. 4 were important. The
ground-states Q value is 5.168 MeV. The experi-
mental (d, n} angular distributions are shown in
Fig. 5 (a)-(f) along with the DWBA curves calcu-
lated to the nearest 0.5 MeV of the level studied.
The error bars reflect statistical and background
subtraction errors.

100—

lI
&I 546 keV

E. Spin Limits and Assignments

The (d, a) L-transfer values are given in Table
I along with the implied spin limits or assignments.
When two L values contribute to the angular dis-
tribution, the spin is uniquely determined. The
(d, o.) cross sections at 30' c.m. shown in Table I
indicate which of the low-lying states have even
or odd spin, according to the (l~)' rule mentioned
previously. For the even-spin positive-parity
states, J= L while for odd-spin positive-parity
states J=L~1, however, the + sign is preferred
by geometric-coupling considerations except for
the 1' state. The 546-keV known 1' state is seen
to proceed mainly by L = (2) so that the coupling
J=L- 1 seems to be preferred. Incoherent addi-
tion of L= 0 strength did not improve the DWBA
fit to this level. Our results agree substantially
with the previous work summarized in Table I,
where comparisons are possible. A few dis-
crepancies, however, are noted in the table.
Divergent assignments occur at energies of 2.5
MeV and higher and may often reflect the excita-
tion of close-lying but different states by different
reactions.

Cr(p, np) Mn CQINCIDFNCE
EXPERIMENT

A. Experimental Procedure

Since the signal from the neutron detector, a
5-in. diam x 3-in. cylindrical NE 213 liquid scintil-
lator, could not be used to measure neutron ener-
gies very well except in a time-of-flight arrange-
ment, the (p, ny) experiment was run at beam en-
ergies of 8.0, 8.5, 9.0, 9.5, and 10.0 MeV in order
to obtain the approximate excitation region of the

826 8 870'-~-a
~

IQ-
O

'o

Cg l252

b

I685

I 4.0
i I I l I i I i I I I I I

I 5.0 I6.0
Ed (MeV)

FIG. 2. 54Fe(d', e) Mn excitation functions at 8»b =60'.
The solid lines were drawn to guide the eye.

"Mn spectrum from which a particular y ray first
appears. These beam energies were chosen in
consideration of not only the physical thresholds
involved but electronic thresholds as well, especi-
ally for the neutron detector. The target was a
self-supporting "Cr foil of &99% isotopic enrich-
ment and 0.68 mg/cm' in thickness. It was placed
in a small chamber, specially designed to allow
the 40-cm' coaxial Ge(l i) detector to be positioned
about 2.5 cm from the target at 90'. The neutron
detector was positioned at 90' from the beam di-
rection, opposite the Ge(Li) detector, but a dis-
tance of about 10 cm from the target. The beam
was tuned off the slits and after passing through
the target, travelled down a 4-m section of beam
tube before striking the Faraday cup. This ar-

TABLE II. Optical-model parameters. r~ =1.3 all potentials.

Projectile Nucleus
Energy

(MeV)
Vp

(Me V)

f p

(fm)
ap

(fm) (MeV)
4Wg)
(Me V) (fm)

a&

(fm) Reference

'6Fe 84.2

19.47 179.8

1.2

1.2
0.75

0.75 13.5

76.4 1.3 0.708 5.8

1.747 0.572 1.7 5, b

Parameters obtained by J. D. Childs (to be published),
b R. Bock, P. David, H. H. Duhn, H. Hefele, U. Lynen, and g,.Stock, Nucl. Phys. A92, 539 (1967).
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rangement kept the y-ray background from the
tantalum slits and Faraday cup, low. Typical
beam currents were 3 nA and run times ranged
from 1 to 12 h at a given energy.

A description of the basic electronic circuitry, in-
cluding pulse-shape descrimination on the NE 213
signal, has been given previously. ' One difference,
however, is the use of the Tennelec PACE four ana-
log-to-digital converters (ADC's) interfaced to a
PDP-15 computer in the present experiment. This
allowed the event-by-event storage of four data pa-
rameters on magnetic tape, having 8192 channels
assigned to each pax'ameter. The parameters

stored were Ge(Li) energy, neutron energy, time of
flight (coincidence time), and pulse-shape signal.
A gate ovex' the neutron peak in the pulse-shape
spectrum was necessary to reduce the accumula-
tion of y-y coincidence data [Fig. 6(a), (b)]. The
program CRUNCH" handled the logic necessary
to run the ADC's and other peripherals. Because
counting rates mere kept low, the time spectrum
showered -200: 1 true to accidental coincidence
ratio. Although a time vendor of 100 nsec was
set, most of the coincidence data fell within a
time interval of -25 nsec so no stripping over
the time spectrum was necessary.

eV

eV

eV

L
D
L

La

Cy

b

I

'50
I

60
I

90
I

l20
I

$0
I I

60 90 l20

ec q (deg) ec ~ (deg)

FIG, 3. DWBA curves for ~4Fe{d,a. )52Mn at E„=17 MeV
generated for an excitation of 1 MeV and arbitrarily nor-
malized to each other. These show the effects of finite
range and the cluster of microscopic deuteron description.

FIG. 4. DWBA curves for 54Fe(d, n)52Mn at Ez = 1 7 MeV
showing the Q-value dependence of the cross sections.
The curves for a given L, are absolutely normalized with
respect to each other.
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B. Energy Determinations

The y-ray energy resolution was 3 keV FWHM
on the average. Energies were determined by
means of standard calibration source spectra
taken at different times during the run. The cali-
bration points were least-squares-fitted to a poly-
nomial of second order and the unknown energies
determined from this. Figure 7 shows the y-ray
spectrum obtained at Ep=10 MeV. The peaks are
labeled with their energy. Singles y-ray spectra

were also taken at several energies. In these,
the "Cr y rays" provided an internal calibration.
The energies given in Fig. 7 and Table III are
based on averages of all the coincidence and sin-
gles data and are believed accurate to +0.5 keV
except where indicated.

C. Identification of ' Mn y Rays

Relative photopeak intensities are given in Table
III. These are considered accurate to +25@ for
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FIG. 7. Cr(P, my) Mn coincidence y-ray spectrum at E& =10 MeV.
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FIG. 8. Details of the y-ray triplet at 508 keV.

the stronger peaks and ~50% to +100% for the
weaker ones. These errors are due largely to
background-subtraction uncertainties. A large
value of the singles/coincidence intensity ratio
shown in Table GI is indicative of ~Cr y rays
getting through the gates and indeed several such

y rays have been identified in the table. The high
ratio for the y ray at 2379.5 keV, is, however,
due to a threshold effect. It can be seen from the
table that when a y ray first appears its intensity
is usually significantly lower than the intensity it
reaches as the beam energy is raised. Another
method of identifying "Mn y rays is to strip the
data over the regions of the pulse-shape spectrum
shown in Fig. 6(b), i.e., selecting y-y event data
and pg-y event data. This method confirms the
identifications made in Table III. The 506.6- and
508.8-keV y rays are so close to the 511.0-keV
annihilation y ray that their genuineness may be
questioned. Figure 8 shows a detailed plot of this
portion of the spectrum for the two strips of Fig.
6(b). In the y-y event data where the 511-keV y
ray should be strongest, the 508.8-keV y ray is
replaced by another y ray of slightly, but notice-
ably, higher energy. This higher energy is 510.4
keV which makes it a reasonable candidate for the

511. Hence the apparently high singles/coinci-
dence ratio for the 508.8-keV y ray can be ex-
plained.

D. Construction of the Decay Scheme

Using the data of Table III, it is not possible to
construct a decay scheme with only the known lev-
els of "Mn (Table I). Difficulties occur even at
low excitation. However, because of the abundance
of y rays, new levels can be produced which satisfy
energy and intensity balances. Considering the
threshold for the first appearance of a y ray and
allowing for the possibility that high-spin s tates'

are not significantly excited until well above
threshold (for example the 7' state), the decay
scheme of Fig. S is proposed. Except fox the 7'
state, the beam energies shown in the figure are
positioned such that all y rays drawn below this
position are seen at this beam energy. The 377.8-
keV y ray did not appear in the gated spectra
(21.3-min balf-life). The energy of this level was
taken from Ref. 18, however, a y ray of 3VV.V keV
appea~ed in the singles spectrum. The decay
scheme of Fig. 9 satisfies energy balances, usual-
ly mell within the errors.

The proposed new levels are at 886.5, 1232.4,
and 1278.9 keV. The close proximity of the 886.5-
keV level to the 884.4-keV 1evel precludes its
identification in the particle spectra. The 1232.4-
and 1278.9-keV levels are about 20 keV away on
either side of the 1253.5-keV level. Their ap-
pearance was not evident in the ('He, t} spectra.
The 1253.5-keV level was reported as a doublet
in the (d, o.) work of Ref. 11. It was therefore
decided to rescan this portion of the (d, o.) plate
spectra in finer steps. The results are shown in
Fig. 10. Two rather weak levels are present
which do not kinematically shift with angle rela-
tive to the 1253.5-keV level. The impurity peaks
shift by about 2 mm over this same angular range.
Their energies are found to be 1232 + 2 and 1280+2
keV in good agreement with the y-ray data.

Based on this decay scheme, the energies of
many of the "Mn levels can be determined quite
accurately as given in Fig. 9 and Table IV where
the errors are also estimated. Table IV also
shows the spin limits of these levels assuming
that the y-ray transitions proceed by a multipolari-
ty of 2 or less. These are perfectly compatible
with the particle-transfer results.

DISCUSSION AND CONCLUSIONS

For most of the ' Mn levels studied in (d, n), I.
transfers could be assigned or suggested. Con-
sidering that DVfBA often encounters difficulties
when applied to low-mass nuclei, the fits shown
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in Fig. 5 are reasonable. The (d, o.) normalization
constant based on the assumption that the 870-keV
7' state is a pure f„,-shell state is found to be
N(d, n) =2220. The procedure employed in Ref. 5
which included finite-range corrections was used
to obtain this value. It is in line with the "Cr-
(d, o.) and "Ni(d, a) normalizations reported there .
N(d, n) is sensitive to the DWBA procedure used.

The angular distributions shown here are not
as structureless as those previously reported by
Kelleter eg a/. 4 taken at E~ =15 MeV. This may
result from the fact that the data of Ref. 4 did not
include low angles where much of the (d, o.) struc-

ture appears. For example the 546-keV level
would lack much of its structure if the data ~15'
c.m. . were absent in Fig. 5. The possibility that
compound effects are preserit for this level at
E„=15MeV would not be supported by the excita-
tion function shown in Fig. 2. Kelleter et al. see
the 2475-keV level (reported as 2498 keV by Ref.
4) as proceeding by I.=1+3. The angular dis-
tribution for this level shown in Fig. 5 could be
easily fitted by I, = 1 (dotted line). However, the
defimte I.=O transfer seen in ('He, p) for a level
at 2471 keV" indicates either that this a 1' level
proceeding by 1.=0+2 (solid line in Fig. 5) or that
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Exc,
{keV) particle data

J
y data~

0,0
377.8+0.2
545.9+ 0.2
731.5+0.2
825.2 + 0.5
869.7 + 0.5
884.4+ 0.5
886.5+ 0.5

1232.4 + 0.5
1253.5 + 0.5
1278.9+ 0.5
1647.1+0.5
1683.7+ 0.5
1956 ~2
2044.1+ 1
2130 + 2

2252.5+ 0.5
2337.0+ 0.5
2473.2+ 2
2630.6+ 1
2925,4+ 1

+

2+
1+
4+
3+
7+

5+

3, 4, 5+

(1+-3+)
1+
1+
0+

4-6

1-5
m4

1-5
0-5
0-3
0-3

Assuming a multipolarity of 2 or less.
b J" assumed from particle data,

TABLE IV. Data on @Mn levels which participate in
the decay scheme of Fig. 9.

there is a close doublet at 2475 keV, one member
of which is excited in (d, n) and the other (possibly
a 0' level} in ('He, p). Since the (p, ny} reaction,
which

' xpected to excite low-spin states, shows
no evidence for a doublet at this energy the I'
assignment for this level is preferred.

Our excitation energies agxee with Kelleter's
for levels below I MeV. Fox' higher excitations
it appears that Kelleter's energy assignments are
systematically -25 keV too high. This was taken
into account in the comparisons shown in Table I
where it will be seen that the (d, n) L, transfers
of this work agree with Kelleter's wherever a
comparison is possible, except for the 24'75-keV

level noted above.
The +30-keV energy uncertainty in the (d, n)

work of Guichard et g5.' at E„=28 MeV makes a
comparison difficult for the levels at high excita-
tion in "Mn. Assuming the correspondence shown
in Table I to be correct, there are very few dis-
agreements. Guichard sL'=(2) suggestion for the
level at 2180 keV (2.15 MeV in Guichard's work),
contrasts with the definite I =4 angular distribu-
tions shape in Fig. 5. According to the y-ray work
reported here, this level should have 8» 4 (Table
IV), since it decays to the 5' ground state. This
rules out the I.= 2 possibility in (d, a). The 80-
keV resolution of Guichard's data makes the few
remaining disagreements difficult to resolve ex-
cept to suggest that in view of the increasing den-
sity of states the probability that more than one
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level contributes to an angular distribution be-
comes significant.

Our data are in accord with the ('He, p) data""
except for the 3199-keV level. The i.= 0 ('He, p)
transition to a level at 3213 keV may not corres-
pond to the (d, o.) level. If the 3213-keV level were
0' it would not be seen in (d, o.). In view of the
energy uncertainty of ~ +10 keV in Ref. 12, this
is likely to be a separate level.

The present (d, o.) results agree with the ('He, t)
data" except for the 2629-keV level. However, as
pointed out in Ref. 12 this may be the result of en-
ergy uncertainties in the ('He, t) data. The assign-
ments of Ref. 18 shown in Table I are also com-
patible with our data.

The level at 2925 keV has previously been iden-
tified as the isobaric analog of the "Cr ground
state. ""The large ('He, t) cross section mea-
sured here at 40'lab together with the absence of
this level in (d, n) supports this identification.

The excellent agreement of the "Mn energy
assignments based on the particle data (Table I)
with the energies determined by the y-ray data
(Table IV) is noteworthy The .direct-comparison
technique employed here should be a reliable one
provided the level energies in the calibration
spectrum are accurately known.

The column labeled "best J""in Table I incor-
porates the results of all the particle data. The
y-ray data is in accord with these J' assignments
(assuming multipolatities &2). The spins of most
of the low-lying states are known so that a com-
parison with the recent MBZ calculation" is pos-
sible as shown in Fig. 11. The four new levels
reported here (for which no definite spin-parity
assignments are known) do not appear to fit into
the MBZ scheme. The next higher MBZ level is
predicted above 2 MeV. The agreement of the
other experimental levels with theory is quite
good in view of expected theoretical energy un-
certainties of -250 keV. ' The agreement shown
here appears to be an improvement over their
earlier predictions for this nucleus (see Ref. 4.)
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FIG. 11. Comparison of the experimental data with the
MBZ calculations for ~2Mn.
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In particular the order of the 3' and 4' levels is
now correct. If the new levels have negative pari-
ty, they would not be expected to fit into the f»,
shell scheme. If they have positive parity, it
would indicate that configuration mixing may be
important in "Mn at relatively low excitation.
They could also possibly be collective levels.
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Cross sections are reported for 0, particles scattered from Ni, ~Cr, Cr, and 8Ti. For
the Ni target, both elastic and inelastic (to the first excited state) data are presented for
e particles of 12 incident energies between 13 and 29 MeV scattered into the angular range
from 152' through 180' to -172'. Elastic excitation functions at 180' are given for 0. parti-
cles of six energies between 20 and 29 MeV scattered from 52Cr, 53Cr, and 48Ti. The elastic
angular distributions exhibit a narrow "glory peak" at 180' for each energy, and the peak
cross section at 180' is sensitively dependent on both the bombarding energy and the target
mass. For the case of ~SNi, the measured elastic cross sections at 180' are about an order
of magnitude larger than values predicted from optical-model calculations with a potential
that fits 0; scattering data forward, of 140'.

I. INTRODUCTION

Although the nuclear optical model has been used
successfully for years to fit elastic scattering data
for a variety of projectiles and targets, the result-
ing optical potentials for complex projectiles are
usually highly ambiguous. " It is generally possi-
ble to find several optical potentials, differing
mostly in the real well depth, which produce ac-
ceptable fits to data. The continuous Vr" ambigu-
ity is also a well-known problem.

Singh et a/. ' found that optical-model analysis of
their "Mg(o., n) data between 20 and 170' at 40
MeV yielded four families of parameters which
gave acceptable fits, while analysis of 80-MeV da-
ta resulted in only one acceptable family. When on.-
ly forward-angle data (&70') at SO MeV were fitted,

again four parameter families were found. Fulmer
and Hafele' analyzed "Al(h, h) data back to =165
at 59.8 and 29.6 MeV. Both discrete family and

continuous ambiguities were present when the low-
er-energy data were analyzed. When the higher-
energy data were fitted, discrete ambiguities were
eliminated and continuous ambiguities were mark-
edly reduced. Analysis of only the higher-energy
data forward of 70' brought back the discrete am-
biguities.

A number of measurements of elastic z scatter-
ing have shown a strong increase in cross section
with mell-defined oscillations at large angles. Ref-
erences 5 through 9 report such measurements for
target A in the range 39 through 70, n energies of
18 to 40 Me7, and scattering angles back as far as
160 to 179' in the center of mass.


