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Skyrme's interaction is used in deformed Hartree-Fock calculations of some light and rareearth nuclei. A method of solution is presented, which exploits as much as possible the simple features of the Skyrme force in order to allow calculations of heavy deformed nuclei. In the rare-earth region pairing correlations are taken into account in a simplified but self-consistent way by considering energy functionals depending also on occupation probabilities. Calculations have been made for the two parameter sets which were used in a previous study of double-closed-shell nuclei. The set providing the best fit to ground-state properties of spherical nuclei is also found to give a satisfactory description of nuclear deformations. Comparison is made with other available Hartree-Fock calculations in the case of light nuclei, and a discussion of the importance of various terms in the effective force upon nuclear deformations is given.

## I. INTRODUCTION

Skyrme's interaction ${ }^{1}$ has been shown in a previous paper ${ }^{2}$ to give a very good description of ground-state properties of spherical nuclei in the Hartree-Fock approximation. In particular remarkable fits to binding energies, radii, and elastic electron scattering cross sections have been obtained. Also, single-particle level densities near the Fermi level were found to be reasonably close to the observed ones. Such an agreement
has been shown to be related to the density dependence of the Skyrme force. Similar results were indeed obtained from other density-dependent effective forces ${ }^{3,4}$ and from realistic Brueckner-Hartree-Fock calculations in the local density approximation. ${ }^{5,6}$

The purpose of this paper is to extend our previous investigations to deformed nuclei. As compared to earlier studies of nuclear deformations in the framework of the Hartree-Fock theory, the present calculations will be shown to achieve at
least one significant improvement. Indeed, while available Hartree-Fock calculations of deformed nuclei have been restricted to light nuclei, ${ }^{7-15}$ we will see that, thanks to its computational simplicity, the Skyrme force allows studies of nuclear deformations in the rare-earth region, where the validity of the rotational model is best estabilished.
From the Nilsson model, ${ }^{16}$ equilibrium shapes of nuclei are known to be extremely sensitive to level spacings. Since single-particle spectra obtained from the Skyrme force are among the closest to the experimental ones in Hartree-Fock calculations, one may hope that this interaction, which was adjusted to properties of some doubly-closed-shell nuclei, will also give a reasonable description of nuclear deformations. In such case, the use of the Skyrme force in Hartree-Fock calculations would provide a powerful and rather reliable tool to extrapolate to properties of nuclei far off the stability line and to superheavy nuclei.
Let us also recall that the parameters of Skyrme's interaction may be related to realistic reaction matrices by means of an expansion for the density matrix. ${ }^{17}$ Calculations of the present type may therefore appear as a first step towards a description of deformations in the region of heavy nuclei based on a realistic nucleon-nuclean force.

In Sec. II a summary of the basic equations to be solved is given, and an outline of the method of solution is presented in the most general case of nonaxial deformations. To take advantage of the simplicity of the Hartree-Fock equations for Skyrme's interaction this method uses two different representations during the iteration procedure. The average field is evaluated from the wave functions in coordinate space while the solution of the deformed Schrödinger equation is carried out in an oscillator basis. In the case of even-even nuclei the Hartree-Fock equations have solutions with axial symmetry, which results in the elimination of the azimuthal variable. This reduction is made in Sec. III where some invariance properties of the Hartree-Fock equations are also discussed. The particular type of nonlocality of the average field encountered for Skyrme's interaction allows a solution of the deformed Schrödinger equation by a straightforward extension of the method of Damgaard et al. ${ }^{18}$ An outline of this method is given in Sec. IV where its extension to the present case of a radius-dependent effective mass is also described. In Sec. V a reconstruction of densities in the coordinate space from the oscillator expansion coefficients is made since the evaluation of the Hartree-Fock field is most easily carried out in this representation. In Sec. VI a formula suitable for a numeri-
cal calculation of the Coulomb potential in configuration space is derived, while the problem of pairing effects is treated in Sec. VII. These effects are included by considering energy functionals which depend on occupation probabilities. General properties of such functionals are investigated and it is shown in particular that any given occupa-tion-probability distribution may be derived.from a variational principle. The solution of this problem is found to depend on an arbitrary function. This degree of freedom is used to construct the simplest possible set of equations, namely a set of Hartree-Fock plus BCS equations ${ }^{19}$ with a constant gap.

Results for some light and rare-earth nuclei, obtained from the two different forces already used in Ref. 2, are presented and discussed in Sec. VIII. In the case of light nuclei, comparison is made with results of other Hartree-Fock calculations. The convergence of the oscillator expansion is also discussed and the influence of various terms in the effective force upon nuclear deformations is investigated.

## II. HARTREE-FOCK EQUATIONS

The system of Hartree-Fock equations for the Skyrme interaction was derived in Ref. 2 assuming time-reversal invariance only. Since no assumption was made concerning the shape of the system, this set of equations is also valid in the case of a deformed nucleus. Neglecting the small contribution of the central force to the one-body spin-orbit potential, as was justified in Ref. 2, the Hartree-Fock equations for the single-particle wave functions $\Phi_{i}(\overrightarrow{\mathrm{R}}, \sigma, q)$, where $\overrightarrow{\mathrm{R}}, \sigma$, and $q$ denote the space, spin, and isospin coordinates of one nucleon, respectively, may be written as

$$
\begin{equation*}
\left[-\vec{\nabla} \cdot \frac{\hbar^{2}}{2 m^{*}(\overrightarrow{\mathrm{R}})} \vec{\nabla}+U(\overrightarrow{\mathrm{R}})+\vec{\nabla} W(R) \cdot(-i)(\vec{\nabla} \times \vec{\sigma})\right] \Phi_{i}=e_{i} \Phi_{i} \tag{2.1}
\end{equation*}
$$

In Eq. (2.1) the effective mass and the centraland spin-orbit potentials in the case of a neutron state are given by

$$
\begin{align*}
U_{n}(\overrightarrow{\mathrm{R}})= & t_{0}\left[\left(1+\frac{1}{2} x_{0}\right) \rho-\left(x_{0}+\frac{1}{2}\right) \rho_{n}\right]+\frac{1}{4} t_{3} \rho_{p}\left(\rho+\rho_{n}\right) \\
& -\frac{1}{8}\left(3 t_{1}-t_{2}\right) \nabla^{2} \rho+\frac{1}{16}\left(3 t_{1}+t_{2}\right) \nabla^{2} \rho_{n} \\
& +\frac{1}{4}\left(t_{1}+t_{2}\right) \tau+\frac{1}{8}\left(t_{2}-t_{1}\right) \tau_{n}-\frac{1}{2} W_{0}\left(\operatorname{div} \vec{J}+\operatorname{div} \vec{J}_{n}\right), \tag{2.2a}
\end{align*}
$$

$$
\begin{align*}
& \frac{\hbar^{2}}{2 m_{n}^{*}(\overrightarrow{\mathrm{R}})}=\frac{\hbar^{2}}{2 m}+\frac{1}{4}\left(t_{1}+t_{2}\right) \rho+\frac{1}{8}\left(t_{2}-t_{1}\right) \rho_{n},  \tag{2.2b}\\
& W_{n}(\overrightarrow{\mathrm{R}})=\frac{1}{2} W_{0}\left(\rho+\rho_{n}\right) . \tag{2.2c}
\end{align*}
$$

The corresponding equations for a proton state are obtained by interchanging the indices $n$ and $p$ in Eqs. (2.2), and by adding to the central field (2.2a) the Coulomb field

$$
\begin{equation*}
V_{\mathrm{C}}(\overrightarrow{\mathrm{R}})=e^{2} \int d^{3} \overrightarrow{\mathrm{R}}^{\prime} \frac{\rho_{p}\left(\overrightarrow{\mathrm{R}}^{\prime}\right)}{\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathrm{R}}^{\prime}\right|} \tag{2.3}
\end{equation*}
$$

As in the calculations we made in Ref. 2 for spherical nuclei, the Coulomb exchange term has been neglected. The nucleon densities $\rho_{n}(\vec{R}), \rho_{p}(\vec{R})$; the kinetic energy densities $\tau_{n}(\overrightarrow{\mathrm{R}}), \tau_{p}(\overrightarrow{\mathrm{R}})$; and the spin densities $\vec{J}_{n}(\vec{R})$, $\vec{J}_{p}(\overrightarrow{\mathrm{R}})$ appearing in Eqs. (2.2) were defined in Ref. 2, and the constants $t_{0}, t_{1}, t_{2}, t_{3}$, $x_{0}, W_{0}$ are the parameters of the Skyrme force. In Ref. 2 we constructed two different sets of parameters denoted by I and II, which are listed for completeness in Table I. These were shown to give similar results for binding energies and radii of spherical nuclei, but rather different predictions concerning $1 s$-proton levels due to different values of the effective mass $m^{*} / m$ in nuclear matter, i.e., as may be seen from Eq. (2.1), different nonlocalities in the average nuclear field.
For spherical nuclei the previous set of equations was solved through the usual iteration procedure which contains two distinct steps. A first one is to solve the Schrödinger equation corresponding to given values of the effective mass $\hbar^{2} /$ $2 m^{*}$, of the potential $U$ and of the one-body spinorbit potential $W$. The second step consists in evaluating these quantities from the wave functions $\Phi_{i}$. This whole procedure was carried out in coordinate space in Ref. 2, since it is the most convenient representation to exploit the simplicity of the algebraic relations (2.2) between the potential and the densities. Also, the Schrödinger equation (2.1) reduces in this latter case to a radial differential equation. In the case of deformed nuclei, however, the situation is more complicated since solving a deformed Schrödinger equation in coordinate space is a difficult problem. ${ }^{20}$ On the other hand, the evaluation of the average field from Eqs. (2.2) is most efficiently carried out in this representation, whereas the use of an oscil-

TABLE I. Numerical values of the parameters $t_{0}$ $\left(\mathrm{MeV} \mathrm{fm}^{3}\right), t_{1}\left(\mathrm{MeV} \mathrm{fm}^{5}\right), t_{2}\left(\mathrm{MeV} \mathrm{fm}^{5}\right), t_{3}\left(\mathrm{MeV} \mathrm{fm}^{6}\right), W_{0}$ ( $\mathrm{MeV} \mathrm{fm}{ }^{5}$ ), and $x_{0}$ corresponding to interactions I and II of Ref. 2. The value of the effective mass $m * / m$ in infinite nuclear matter is also given.

|  | $t_{0}$ | $t_{1}$ | $t_{2}$ | $t_{3}$ | $x_{0}$ | $W_{0}$ | $m * / m$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| I | -1057.3 | 235.9 | -100 | 14463.5 | 0.56 | 120 | 0.911 |
| II | -1169.9 | 585.6 | -27.1 | 9331.1 | 0.34 | 105 | 0.580 |

lator basis would introduce severe limitations associated with storage of matrix elements and computation time. For these reasons, the method we have constructed uses two different representations for the two previous steps of the iteration procedure. The solution of the deformed Schrödinger equation has been carried out in a deformed oscillator basis, while the evaluation of the potential has been made in coordinate space. As an additional step our method therefore includes a reconstruction of the densities in coordinate space from the wave functions obtained in the oscillator basis. Such a method is applicable to nonaxial deformations. However, in this present work it will be applied to axially symmetric shapes only. Furthermore, we will consider only reflection symmetric shapes.

## III. CASE OF AXIALLY DEFORMED NUCLEI

In the case of even-even nuclei considered here the Hartree-Fock equations (2.1, 2.2) have solutions with axial symmetry. Assuming the symmetry axis to be the $z$ axis, this means that the third component $J_{z}$ of the total angular momentum is a good quantum number for the single-particle state $\Phi_{i}$. In other words if we denote by $\Omega_{i}$ the eigenvalue of $J_{z}$ associated with the single-particle state $i$, there are solutions of the form

$$
\begin{align*}
\Phi_{i}(\overrightarrow{\mathrm{R}}, \sigma, q)=\chi_{q_{i}}(q) & {\left[\Phi_{i}^{+}(r, z) e^{i \Lambda^{-} \varphi} \chi_{+1 / 2}(\sigma)\right.} \\
& \left.+\Phi_{i}^{-}(r, z) e^{i \Lambda^{+} \varphi} \chi_{-1 / 2}(\sigma)\right] \tag{3.1}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda^{ \pm}=\Omega_{i} \pm \frac{1}{2} \tag{3.2}
\end{equation*}
$$

In Eq. (3.1) the quantities $r, z$, and $\varphi$ are the cylindrical coordinates of $\vec{R}$ :

$$
\begin{equation*}
R_{x}=r \cos \varphi, \quad R_{y}=r \sin \varphi, \quad R_{z}=z \tag{3.3}
\end{equation*}
$$

We have also assumed the Hartree-Fock states $i$ to be eigenstates of the third component $\tau_{z}$ of the isospin operator with a corresponding eigenvalue $q_{i}=+\frac{1}{2}$ for protons, $-\frac{1}{2}$ for neutrons. For such nuclei the system of Hartree-Fock equations can be reduced to a system involving the variables $r$ and $z$ only by substituting the ansatz (3.1) into Eqs. (2.1) and (2.2). From the definitions given in Ref. 2 for the nucleon and kinetic energy densities one first obtains that these functions depend on the coordinates $r$ and $z$ only. Explicitly:

$$
\begin{equation*}
\rho(r, z)=\sum_{i}\left[\left|\Phi_{i}^{+}(r, z)\right|^{2}+\left|\Phi_{i}^{-}(r, z)\right|^{2}\right], \tag{3.4a}
\end{equation*}
$$

$$
\begin{align*}
\tau(r, z)=\sum_{i} & \left(\left|\nabla_{r} \Phi_{i}^{+}(r, z)\right|^{2}+\left|\nabla_{z} \Phi_{i}^{+}(r, z)\right|^{2}\right. \\
& +\frac{1}{r^{2}}\left|\Lambda^{-} \Phi_{i}^{+}(r, z)\right|^{2}+\left|\nabla_{r} \Phi_{i}^{-}(r, z)\right|^{2} \\
& \left.+\left|\nabla_{z} \Phi_{i}^{-}(r, z)\right|^{2}+\frac{1}{r^{2}}\left|\Lambda^{+} \Phi_{i}^{-}(r, z)\right|^{2}\right) \tag{3.4b}
\end{align*}
$$

In Eqs. (3.4) the sums run over neutron (proton) states to obtain neutron (proton) densities. We have used the components of the gradient operator in cylindrical coordinates

$$
\begin{equation*}
\nabla_{r}=\frac{\partial}{\partial r}, \quad \nabla_{z}=\frac{\partial}{\partial z}, \quad \nabla_{\varphi}=\frac{1}{r} \frac{\partial}{\partial \varphi}=\frac{i \hat{l}_{z}}{r}, \tag{3.5}
\end{equation*}
$$

to derive the expression for $\tau(r, z)$. As will be seen later, time-reversal invariance allows fur-
ther simplifications of Eqs. (3.4). From the definition given in Ref. 2 for the spin density $\vec{J}$, one has the following expression for divJ:

$$
\begin{equation*}
\operatorname{div} \vec{J}=(-i) \sum_{i \sigma q} \vec{\nabla} \Phi_{i}^{*}(\overrightarrow{\mathrm{R}}, \sigma, q) \cdot(\vec{\nabla} \times \vec{\sigma}) \Phi_{i}(\overrightarrow{\mathrm{R}}, \sigma, q) \tag{3.6}
\end{equation*}
$$

Writing the components of the operator $\vec{\nabla} \times \vec{\sigma}$ as

$$
\begin{align*}
& (-i)(\vec{\nabla} \times \vec{\sigma})_{r}=\sigma_{z} \frac{\hat{l}_{z}}{r}+\frac{1}{2}\left(\sigma_{+} e^{-i \varphi}-\sigma_{-} e^{+i \varphi}\right) \nabla_{z}, \\
& (-i)(\vec{\nabla} \times \vec{\sigma})_{z}=-\frac{1}{2} \sigma_{+} e^{-i \varphi}\left(\nabla_{r}+\frac{\hat{l}_{z}}{r}\right)+\frac{1}{2} \sigma_{-} e^{i \varphi}\left(\nabla_{r}-\frac{\hat{l}_{z}}{r}\right), \\
& (\vec{\nabla} \times \vec{\sigma})_{\varphi}=\frac{1}{2}\left(\sigma_{+} e^{-i \varphi}+\sigma_{-} e^{i \varphi}\right) \nabla_{z}-\sigma_{z} \nabla_{r}, \tag{3.7}
\end{align*}
$$

and using the components (3.5) for the gradient operator in cylindrical coordinates, expression
(3.6) reduces to

$$
\begin{align*}
\operatorname{div} \vec{J}(r, z)=2 \sum_{i}( & \nabla_{r} \Phi_{i}^{+}(r, z) \nabla_{z} \Phi_{i}^{-}(r, z)-\nabla_{r} \Phi_{i}^{-}(r, z) \nabla_{z} \Phi_{i}^{+}(r, z) \\
& \left.+\frac{\Lambda^{-}}{r} \Phi_{i}^{+}(r, z)\left[\nabla_{r} \Phi_{i}^{+}(r, z)-\nabla_{z} \Phi_{i}^{-}(r, z)\right]-\frac{\Lambda^{+}}{r} \Phi_{i}^{-}(r, z)\left[\nabla_{z} \Phi_{i}^{+}(r, z)+\nabla_{r} \Phi_{i}^{-}(r, z)\right]\right) . \tag{3.8}
\end{align*}
$$

Since densities depend on the coordinates $r$ and $z$ only, the same will hold for the effective mass and for the central and spin-orbit potentials due to Eq. (2.2). Then inserting expressions (3.1) into Eq. (2.1) one obtains, by means of Eq. (3.7), the following set of coupled equations for the components $\Phi_{i}^{+}(r, z)$ and $\Phi_{i}(r, z)$ :

$$
\begin{aligned}
&-\nabla_{r}\left\{\frac{\hbar^{2}}{2 m_{q}^{*}} \nabla_{r} \Phi_{i}^{+}\right\}-\nabla_{z}\left\{\frac{\hbar^{2}}{2 m_{q}^{*}} \nabla_{z} \Phi_{i}^{+}\right\}+\frac{1}{r^{2}}\left(\Lambda^{-}\right)^{2} \Phi_{i}^{+}+U_{q}(r, z) \Phi_{i}^{+} \\
&+\nabla_{r} W_{q}(r, z)\left(\nabla_{z} \Phi_{i}^{-}+\frac{\Lambda^{-}}{r} \Phi_{i}^{+}\right)-\nabla_{z} W_{q}(r, z)\left(\nabla_{r} \Phi_{i}^{-}+\frac{\Lambda^{+}}{r} \Phi_{i}^{-}\right)=e_{i} \Phi_{i}^{+},
\end{aligned}
$$

$$
\begin{equation*}
-\nabla_{r}\left\{\frac{\hbar^{2}}{2 m_{q}^{*}} \nabla_{r} \Phi_{i}^{-}\right\}-\nabla_{z}\left\{\frac{\hbar^{2}}{2 m_{q}^{*}} \nabla_{z} \Phi_{i}^{-}\right\}+\frac{1}{r^{2}}\left(\Lambda^{+}\right)^{2} \Phi_{i}^{-}+U_{q}(r, z) \Phi_{i}^{-} \tag{3.9}
\end{equation*}
$$

$$
-\nabla_{r} W_{q}(r, z)\left(\nabla_{z} \Phi_{i}^{+}+\frac{\Lambda^{+}}{r} \Phi_{i}^{-}\right)+\nabla_{z} W_{q}(r, z)\left(\nabla_{r} \Phi_{i}^{+}-\frac{\Lambda^{-}}{r} \Phi_{i}^{+}\right)=e_{i} \Phi_{i}^{-}
$$

where $q$ stands for the charge of the single-particle state $i$. This step achieves the reduction of the Hartree-Fock equations in cylindrical coordinates.

From Eqs. (3.9) one may easily observe that, if a state $\Phi_{i}$ [defined from expression (3.1) by a set $\left.\left\{\Phi^{+}, \Phi^{-}, \Omega\right\}\right]$ satisfies the Schrödinger equation (2.1), then the state

$$
\begin{equation*}
\Phi_{\bar{i}}=\left\{-\Phi^{-}, \Phi^{+},-\Omega\right\} \tag{3.10}
\end{equation*}
$$

also satisfies Eq. (2.1) with the same eigenvalue $e_{i}$. This property is just a consequence of timereversal invariance. Indeed applying to $\Phi_{i}$ the
time-reversal operator

$$
\begin{equation*}
K=-i \sigma_{y} K_{0}=\frac{1}{2}\left(\sigma_{-}-\sigma_{+}\right) K_{0}, \tag{3.11}
\end{equation*}
$$

where $K_{0}$ denotes the complex conjugation operator in configuration space, one concludes immediately that $\bar{i}$ is the time-reversed state associated with $i$.

Contributions of time-reversed states $i$ and $\bar{i}$ to the densities (3.4) and (3.8) may be seen to be identical. Since we assume the set of occupied states to be invariant under time reversal, we can use the previous symmetry property to restrict the sums in Eqs. (3.4) and (3.8) to positive values of
$\Omega_{i}$, provided the total results are multiplied by a factor 2.

A similar discussion can be made concerning parity. If the single-particle states (3.1) are assumed to be eigenstates of the parity operator one can see that the densities (3.4) and (3.8) are reflection symmetric so that the same property holds for the effective mass and for central and spinorbit potentials. In such a case only positive values of $z$ need to be considered in the previous equations.

## IV. SOLUTION OF THE DEFORMED SCHRÖDINGER EQUATION

## A. Definitions and Notations

The solution of the deformed Schrödinger equation with an effective mass (2.1) may be obtained by a straightforward extension of the method worked out by Damgaard et al. ${ }^{18}$ in the case of a local potential. In this method the unknown wave functions $\Phi_{i}$ are expended into eigenfunctions of an axially deformed harmonic-oscillator potential

$$
\begin{equation*}
V(r, z)=\frac{1}{2} m \omega_{\perp}{ }^{2} r^{2}+\frac{1}{2} m \omega_{z}{ }^{2} z^{2} . \tag{4.1}
\end{equation*}
$$

Introducing the oscillator constants

$$
\begin{equation*}
\beta_{z}=\frac{1}{b_{z}}=\left(m \omega_{z} / \hbar\right)^{1 / 2}, \quad \beta_{\perp}=\frac{1}{b_{\perp}}=\left(m \omega_{\perp} / \hbar\right)^{1 / 2}, \tag{4.2}
\end{equation*}
$$

and the auxiliary variables

$$
\begin{equation*}
\xi=z \beta_{z}, \quad \eta=r^{2} \beta_{\perp}{ }^{2} \tag{4.3}
\end{equation*}
$$

these eigenfunctions may be written explicitly as

$$
\begin{equation*}
\varphi_{n_{r} n_{z} \Lambda \Sigma}(\overrightarrow{\mathrm{R}}, \sigma)=\psi_{n_{r}}^{\Lambda}(r) \psi_{n_{z}}(z) \frac{e^{i \Lambda \varphi}}{\sqrt{2 \pi}} \chi_{\Sigma}(\sigma) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \psi_{n_{z}}(z)=N_{n_{z}} \beta_{z}^{1 / 2} e^{-\xi^{2} / 2} H_{n_{z}}(\xi),  \tag{4.5a}\\
& \psi_{n_{r}}^{\Lambda}(\gamma)=N_{n_{r}}^{\Lambda} \beta_{\perp} \sqrt{2} \eta^{\Lambda / 2} e^{-\eta / 2} L_{n_{r}}^{\Lambda}(\eta) . \tag{4.5b}
\end{align*}
$$

In Eqs. (4.5), $H_{n_{z}}(\xi)$ and $L_{n_{r}}^{\Lambda}(\eta)$ denote Hermite and associated Laguerre polynomials, ${ }^{21}$ and the corresponding normalization factors are

$$
\begin{equation*}
N_{n_{z}}=\left(\frac{1}{\sqrt{\pi} 2^{n_{z}} n_{z}!}\right)^{1 / 2}, \quad N_{n_{r}}^{\Lambda}=\left(\frac{n_{r}!}{\left(n_{r}+\Lambda\right)!}\right)^{1 / 2} \tag{4.6}
\end{equation*}
$$

From these expressions, the quantum numbers appearing in Eq. (4.4) may be interpreted as follows: $n_{r}$ and $n_{z}$ are the number of nodes in the $r$ and $z$ directions, respectively, and $\Lambda$ and $\Sigma$ are the projections on the $z$ axis of orbital angular momentum and spin, respectively. For simplicity a single index $\alpha$ will be used to denote the previous
set of quantum numbers

$$
\begin{equation*}
\alpha \equiv\left\{n_{r}, n_{z}, \Lambda, \Sigma\right\} . \tag{4.7}
\end{equation*}
$$

The eigenvalue associated with such a state is

$$
\begin{equation*}
E_{\alpha}=\left(2 n_{r}+|\Lambda|+1\right) \hbar \omega_{\perp}+\left(n_{z}+\frac{1}{2}\right) \hbar \omega_{z} . \tag{4.8}
\end{equation*}
$$

For notational convenience we also define polynomials $\tilde{H}_{n_{z}}$ and $\tilde{L}_{n_{r}}^{\Lambda}$, which will be needed in the evaluation of matrix elements, by the following relations:

$$
\begin{align*}
& \nabla_{z} \psi_{n_{z}}(z)=N_{n_{z}} \beta_{z}^{3 / 2} e^{-\xi^{2} / 2} \tilde{H}_{n_{z}}(\xi),  \tag{4.9a}\\
& \nabla_{r} \psi_{n_{r}}^{\Lambda}(r)=N_{n_{r}}^{\Lambda} \beta_{\perp}^{2} \sqrt{2} \eta^{(\Lambda-1) / 2} \tilde{L}_{n_{r}}^{\Lambda}(\eta) . \tag{4.9b}
\end{align*}
$$

Using the expressions for the derivatives of the Hermite and associated Laguerre polynomials and their recursion formulas, ${ }^{21}$ one finds that

$$
\begin{align*}
& \tilde{H}_{n_{z}}(\xi)=\xi H_{n_{z}}(\xi)-H_{n_{z}+1}(\xi),  \tag{4.10a}\\
& \tilde{L}_{n_{r}}^{\Lambda}(\eta)=2\left(n_{r}+1\right) L_{n_{r}+1}^{\Lambda}(\eta)-\left(2 n_{r}+\Lambda+2-\eta\right) L_{n_{r}}^{\Lambda}(\eta) \tag{4.10b}
\end{align*}
$$

Since we assume our Hartree-Fock states to be eigenstates of the charge operator, the expansion of the single-particle Hartree-Fock orbitals is of the form

$$
\begin{equation*}
\Phi_{i}(\overrightarrow{\mathrm{R}}, \sigma, q)=\chi_{q_{i}}(q) \sum_{\alpha} C_{\alpha}^{i} \varphi_{\alpha}(\overrightarrow{\mathrm{R}}, \sigma), \tag{4.11}
\end{equation*}
$$

where $q_{i}$ denotes the charge of the state $i$. Inserting expression (4.11) into the Schrödinger equation (2.1) and using the orthogonality of the basis states we find that the expansion coefficients have to be eigenvectors of the Hamiltonian matrix

$$
\begin{equation*}
\sum_{\beta} H_{\alpha B}^{\left(a_{i}\right)} C_{B}^{i}=e_{i} C_{\alpha}^{i}, \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\alpha \beta}^{(\alpha)}=\langle\alpha|-\vec{\nabla} \cdot \frac{\hbar^{2}}{2 m_{q}^{*}} \vec{\nabla}+U_{q}+\vec{\nabla} W_{q} \cdot(-i)(\vec{\nabla} \times \vec{\sigma})|\beta\rangle . \tag{4.13}
\end{equation*}
$$

Now, in the case of axially deformed nuclei we are interested in, the third component of the total angular momentum $\Omega=\Lambda+\Sigma$ is a good quantum number and therefore, $H_{\alpha \beta}$ is block diagonal, each block being characterized by $\Omega$. Furthermore, since we consider only reflection symmetric shapes, the parity $\pi=(-1)^{n_{z}+\Lambda}$ is also a good quantum number and each of the previous blocks then falls into two submatrices characterized by values of $\Omega$ and $\pi$. Finally, due to the time-reversal symmetry property (3.10) the Hamiltonian matrix needs to be constructed for positive values of $\Omega$ only.

The standard way of solving the infinite dimensional problem (4.12) is to use a truncated basis, i.e., to restrict the sum over $\alpha$ in (4.11) to a sum of $N$ terms, this number $N$ being in principle ultimately increased until convergence for the expansion coefficients is reached. In our calculations this procedure has been carried out by including in (4.11) all states for which the total number of quanta in the $x y$ plane and the $z$ direction is less than or equal to a certain fixed number $N_{0}$, i.e.,

$$
\begin{equation*}
2 n_{r}+n_{z}+\Lambda \leqslant N_{0} . \tag{4.14}
\end{equation*}
$$

As shown in Appendix A the number of such states corresponding to a positive value of $\Omega$ is given by

$$
\begin{equation*}
N=\frac{1}{6}\left(N_{0}+1\right)\left(N_{0}+2\right)\left(N_{0}+3\right) . \tag{4.15}
\end{equation*}
$$

In this basis the Hamiltonian matrix (4.13) splits up into $2 N_{0}+1$ submatrices associated with positive values of $\Omega$ and $2 N_{0}+1$ submatrices associated with negative values of $\Omega$. The largest blocks correspond to $\Omega= \pm \frac{1}{2}, \pi=+1$ and have a dimension of $\left(N_{0}+2\right)^{2} / 4$ ( $N_{0}$ even). For storage purposes and evaluation of computation times in numerical applications, it is also convenient to know the number $F\left(N_{0}\right)$ of nonvanishing matrix elements in $H_{\alpha \beta}$ corresponding to $\Omega>0$. This number is shown in Appendix A to be

$$
\begin{equation*}
F\left(N_{0}\right)=\frac{1}{40}\left(N_{0}+2\right)\left(N_{0}^{2}+2 N_{0}+2\right)\left(N_{0}^{2}+6 N_{0}+10\right) . \tag{4.16}
\end{equation*}
$$

In order to allow investigations of truncation effects, the code we have constructed can include a total number of 15 major shells, i.e., $N_{0} \leqslant 14$. However, since computation times increase quite rapidly with $N_{0}$, calculations have been restricted to $N_{0} \leqslant 8$.

## B. Choice of the Oscillator Parameters

Truncation effects in the case of an expansion into the basis vectors (4.4) depend on the shape of the nucleus: As was noted by Damgaard et al., ${ }^{18}$ the mixing of the basis states is largest for spherical nuclei, while for deformed nuclei, expansion (4.11) may involve only a few relevant components. The previous effects also depend critically upon the choice of the oscillator parameters and it was shown by Tuerpe, Bassichis, and Kerman ${ }^{7}$ that it is rather crucial to minimize the total energy with respect to both oscillator parameters $\beta_{z}$ and $\beta_{\perp}$. In particular these authors find that their results in iron- 52 with a $N_{0}=6$ spherical basis may be reproduced in a $N_{0}=4$ deformed basis alone with parameters chosen by minimizing total energy with respect to $\beta_{z}$ and $\beta_{\perp}$. For this reason, in all calculations presented here, this minimization procedure has been carried out.
Such a procedure may be performed in a very simple way for the volume parameter

$$
\begin{equation*}
\beta_{0}=\left(m \omega_{0} / \hbar\right)^{1 / 2}, \quad \omega_{0}=\left(\omega_{1}^{2} \omega_{z}\right)^{1 / 3} \tag{4.17}
\end{equation*}
$$

Indeed, for given values of the expansion coefficients in Eq. (4.11), it may be readily seen from Eqs. (10) and (12) of Ref. 2 that the total energy is a polynomial of sixth degree in $\beta_{0}$, whose coefficients may be readily evaluated. Therefore, at the end of each iteration in the numerical solution, the value of $\beta_{0}$ may be readjusted so as to simultaneously minimize with respect to the volume oscillator parameter.
In the case of the deformation parameter

$$
\begin{equation*}
q=\omega_{\perp} / \omega_{z}=\beta_{\perp}{ }^{2} / \beta_{z}^{2} \tag{4.18}
\end{equation*}
$$

the previous minimization procedure has been carried out numerically, using a 0.1 -step and a threepoint interpolation formula in the neighborhood of the minimum.

## C. Calculation of Matrix Elements

The solution of the Schrödinger equation involves as an intermediate step a calculation of the matrix elements (4.13) from the effective mass $\hbar^{2} / 2 m^{*}(r, z)$ and from the central and spin-orbit potentials $U(r, z)$ and $W(r, z)$, respectively. Integrating by parts, the matrix element for the kinetic energy term becomes

$$
\begin{equation*}
\langle\alpha|-\vec{\nabla} \cdot \frac{\hbar^{2}}{2 m^{*}(r, z)} \vec{\nabla}|\beta\rangle=\sum_{\sigma} \int d^{3} R \frac{\hbar^{2}}{2 m^{*}(r, z)} \vec{\nabla} \varphi_{\alpha}^{*}(R, \sigma) \cdot \vec{\nabla} \varphi_{B}(\overrightarrow{\mathrm{R}}, \sigma) \tag{4.19}
\end{equation*}
$$

Using the components (3.5) of the gradient operator in cylindrical coordinates, the right-hand side of Eq. (4.19) may be written as

$$
\begin{align*}
& \delta_{\Lambda \Lambda^{\prime}} \delta_{\Sigma \Sigma^{\prime}} \int_{0}^{+\infty} r d r \int_{-\infty}^{+\infty} d z \frac{\hbar^{2}}{2 m^{*}(r, z)}\left(\nabla_{z} \psi_{n_{z}}(z) \nabla_{z} \psi_{n_{z}^{\prime}}(z) \psi_{n_{r}}^{\Lambda}(r) \psi_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(r)\right. \\
&\left.+\psi_{n_{z}}(z) \psi_{n_{z}^{\prime}}(z) \nabla_{r} \psi_{n_{r}}^{\Lambda}(r) \nabla_{r} \psi_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(r)+\frac{\Lambda \Lambda^{\prime}}{r^{2}} \psi_{n_{z}}(z) \psi_{n_{z}^{\prime}}(z) \psi_{n_{r}}^{\Lambda}(r) \psi_{n_{r}^{\prime}}^{\Lambda^{\prime}}(r)\right) \tag{4.20}
\end{align*}
$$

In Eq. (4.20) the quantum numbers $\alpha \equiv n_{r} n_{z} \Lambda \Sigma$ and $\beta \equiv n_{r}^{\prime} n_{z}^{\prime} \Lambda^{\prime} \Sigma^{\prime}$ have been written explicitly. Finally using the definitions (4.5) and (4.9) one obtains the following expression:

$$
\begin{align*}
\delta_{\Lambda \Lambda^{\prime}} \delta_{\Sigma \Sigma^{\prime}} N_{n_{z}} & N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda^{\prime}} \int_{0}^{+\infty} d \eta \eta^{\Lambda-1} e^{-\eta} \int_{-\infty}^{+\infty} e^{-\xi^{2}} d \xi \\
& \times\left\{\beta_{z}^{2} \tilde{H}_{n_{z}}(\xi) \tilde{H}_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta) \times \eta+\beta_{\perp}{ }^{2} H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi)\left[\tilde{L}_{n_{r}}^{\Lambda}(\eta) \tilde{L}_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)+\Lambda \Lambda^{\prime} L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)\right]\right\} \frac{\hbar^{2}}{2 m^{*}\left(b_{\perp} \eta^{1 / 2}, b_{z} \xi\right)}, \tag{4.21}
\end{align*}
$$

where $b_{z}$ and $b_{\perp}$ are defined by Eq. (4.2).
Since the matrix elements for a central and for a spin-orbit potential have been evaluated by Damgaard et al. ${ }^{18}$ this calculation will not be repeated here and we will just give the final expressions using our notations for completeness. For a central potential it is found that the matrix elements are given by

$$
\begin{equation*}
\langle\alpha| U|\beta\rangle=\delta_{\Lambda \Lambda^{\prime}} \delta_{\Sigma \Sigma^{\prime}} N_{n_{z}} N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}} \int_{0}^{+\infty} d \eta \eta^{\Lambda} e^{-\eta} \int_{-\infty}^{+\infty} e^{-\xi^{2}} d \xi H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) \boldsymbol{L}_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta) U\left(b_{\perp} \eta^{1 / 2}, b_{z} \xi\right) . \tag{4.22}
\end{equation*}
$$

For a spin-orbit potential the corresponding expression is a little more complicated since such a potential mixes states with different values of $\Sigma$. The result, which can be obtained from Eqs. (3.9) is

$$
\begin{align*}
\langle\alpha|-i \vec{\nabla} W(r, z) \cdot(\vec{\nabla} \times \vec{\sigma})|\beta\rangle= & N_{n_{z}} N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}} \int_{-\infty}^{+\infty} e^{-\xi^{2}} d \xi \int_{0}^{+\infty} e^{-\eta} \eta^{\left(\Lambda+\Lambda^{\prime}-2\right) / 2} d \eta \\
& \times\left(-2 \delta_{\Sigma \Sigma^{\prime}} \delta_{\Lambda \Lambda^{\prime}} \Sigma \Lambda \beta_{\perp}{ }^{2} H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi)\left[\tilde{L}_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda^{\prime}}(\eta)+L_{n_{r}}^{\Lambda}(\eta) \tilde{L}_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)\right]\right. \\
& +\left(1-\delta_{\Sigma \Sigma^{\prime}}\right) \beta_{z} \beta_{\perp} \eta^{1 / 2}\left\{\tilde{H}_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta)\left[\left(\Lambda^{\prime}-\Lambda\right) \tilde{L}_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)+\Lambda^{\prime} L_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)\right]\right. \\
& \left.\left.+\tilde{H}_{n_{z}^{\prime}}(\xi) H_{n_{z}}(\xi) L_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)\left[\left(\Lambda-\Lambda^{\prime}\right) \tilde{L}_{n_{r}}^{\Lambda}(\eta)+\Lambda L_{n_{r}}^{\Lambda}(\eta)\right]\right\}\right) W\left(b_{\perp} \eta^{1 / 2}, b_{z} \xi\right) . \tag{4.23}
\end{align*}
$$

In practice the integrations in Eqs. (4.21)-(4.23) have been carried out as in Ref. 18 by means of 20 points Gauss-Hermite and 10 points Gauss-Laguerre quadrature formulas. Denoting by $\xi_{p}$ and $\eta_{q}$ the corresponding integration points, respectively, the solution of the Schrödinger equation therefore just requires the knowledge of the quantities $\hbar^{2} / 2 m^{*}, U$ and $W$ at the mesh points

$$
\begin{equation*}
z_{p}=b_{z} \xi_{p}, \quad r_{q}=b_{\perp} \eta_{q}{ }^{1 / 2} \tag{4.24}
\end{equation*}
$$

Since we consider only reflection symmetric shapes, only positive values of $z_{p}$ need in fact to be stored and one is left in this case with a total of 100 mesh points only.

## V. RECONSTRUCTION OF DENSITIES IN COORDINATE SPACE

To calculate the average field from the wave functions by means of Eqs. (2.2) it is necessary to evaluate first the nucleon and kinetic energy densities $\rho(r, z)$ and $\tau(r, z)$ and also the functions $\operatorname{div} \vec{J}(r, z)$ and $\nabla^{2} \rho(r, z)$ at the mesh points (4.24). For the first three quantities this can be readily achieved by means of Eqs. (3.4) and (3.8) from the following expressions for $\Phi_{i}^{ \pm}, \nabla_{r} \Phi_{i}^{ \pm}, \nabla_{z} \Phi_{i}^{ \pm}$in terms of the expansion coefficients (4.11):

$$
\begin{align*}
& \Phi_{i}^{ \pm}(r, z)=\left[\frac{1}{\pi} \beta_{z} \beta_{\perp}{ }^{2} e^{-\left(\xi^{2}+\eta\right)}\right]^{1 / 2} \sum_{\alpha} \delta_{\Sigma \pm 1 / 2} \delta_{\Lambda \Lambda}{ }^{\mp} C_{\alpha}^{i} N_{n_{z}} N_{n_{r}}^{\Lambda} \eta^{\Lambda / 2} H_{n_{z}}(\xi) L_{n_{r}}^{\Lambda}(\eta),  \tag{5.1a}\\
& \nabla_{r} \Phi_{i}^{\ddagger}(r, z)=\left[\frac{1}{\pi} \beta_{z} \beta_{\perp}{ }^{4} e^{-\left(\xi^{2}+\eta\right)}\right]^{1 / 2} \sum_{\alpha} \delta_{\Sigma \pm 1 / 2} \delta_{\Lambda \Lambda^{\mp}} C_{\alpha}^{i} N_{n_{z}} N_{n_{r}}^{\Lambda} \eta^{(\Lambda-1) / 2} H_{n_{z}}(\xi) \tilde{L}_{n_{r}}^{\Lambda}(\eta),  \tag{5.1b}\\
& \nabla_{z} \Phi_{i}^{\ddagger}(r, z)=\left[\frac{1}{\pi} \beta_{z}{ }^{3} \beta_{\perp}{ }^{2} e^{-\left(\xi^{2}+\eta\right)}\right]^{1 / 2} \sum_{\alpha} \delta_{\Sigma \pm 1 / 2} \delta_{\Lambda \Lambda}{ }^{\mp} C_{\alpha}^{i} N_{n_{z}} N_{n_{r}}^{\Lambda} \eta^{\Lambda / 2} \tilde{H}_{n_{z}}(\xi) L_{n_{r}}^{\Lambda}(\eta) . \tag{5.1c}
\end{align*}
$$

The evaluation of the function $\nabla^{2} \rho(r, z)$ can be carried out in a similar way by means of the relation

$$
\begin{align*}
\nabla^{2} \rho(r, z) & =2 \tau(r, z)+2 \sum_{i} \Phi_{i}^{*} \nabla^{2} \Phi_{i}  \tag{5.2}\\
& =2 \tau(r, z)+4 \sum_{i>0}\left\{\Phi_{i}^{+}(r, z)\left[\nabla^{2}-\left(\Lambda^{-}\right)^{2} / r^{2}\right] \Phi_{i}^{+}(r, z)+\Phi_{i}^{-}(r, z)\left[\nabla^{2}-\left(\Lambda^{+}\right)^{2} / r^{2}\right] \Phi_{i}^{-}(r, z)\right\}
\end{align*}
$$

In Eq. (5.2) the notation $i>0$ means that the summation has to run over positive values of $\Omega_{i}$ only. Here also this simplification occurs because of time-reversal invariance. Finally the quantities $\nabla^{2} \Phi_{i}^{ \pm}$can be obtained immediately from the Schrödinger equation satisfied by the basis states. The result is

$$
\begin{align*}
{\left[\nabla^{2}-\left(\Lambda^{\mp}\right)^{2} / r^{2}\right] \Phi_{i}^{ \pm}(r, z)=} & {\left[\frac{1}{\pi} \beta_{z} \beta_{\perp}{ }^{2} e^{-\left(\xi^{2}+\eta\right)}\right]^{1 / 2} \sum_{\alpha} \delta_{\Sigma \pm 1 / 2} \delta_{\Lambda \Lambda^{\mp}} C_{\alpha}^{i} } \\
& \times N_{n_{z}} N_{n_{r}}^{\Lambda}\left[\beta_{z}{ }^{2} \xi^{2}+\beta_{\perp}{ }^{2} \eta-2 \beta_{z}{ }^{2}\left(n_{z}+\frac{1}{2}\right)-2 \beta_{\perp}{ }^{2}\left(2 n_{r}+|\Lambda|+1\right)\right] \eta^{\Lambda / 2} H_{n_{z}}(\xi) L_{n_{r}}^{\Lambda}(\eta) \tag{5.3}
\end{align*}
$$

In numerical applications it is most convenient to use as an intermediate step the density matrix in the oscillator basis

$$
\begin{equation*}
\rho_{\alpha \beta}=2 \sum_{i>0} n_{i} C_{\beta}^{i *} C_{\alpha}^{i}, \tag{5.4}
\end{equation*}
$$

where the occupation number $n_{i}$ is one for occupied states, and zero otherwise. In terms of the $\rho_{\alpha \beta}$ 's, the various quantities involved in the definition of the one-body potential are

$$
\begin{align*}
& \rho(r, z)=\frac{1}{\pi} \beta_{z} \beta_{\perp}{ }^{2} \exp \left(-\xi^{2}-\eta\right) \sum_{\alpha \beta} \rho_{\alpha \beta} \delta_{\Sigma \Sigma^{\prime}} N_{n_{z}} N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}} \eta^{\Lambda} H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta),  \tag{5.5a}\\
& \tau(r, z)=\frac{1}{\pi} \beta_{z} \beta_{\perp}{ }^{2} \exp \left(-\xi^{2}-\eta\right) \sum_{\alpha \beta} \rho_{\alpha B} \delta_{\Sigma \Sigma^{\prime}} N_{n_{z}} N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda^{\prime}} \Lambda^{\Lambda-1} \\
& \times\left\{\eta \boldsymbol{\beta}_{z}{ }^{2} \tilde{H}_{n_{z}}(\xi) \tilde{H}_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda^{\prime}}(\eta)+\beta_{\perp}{ }^{2} H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi)\left[\tilde{L}_{n_{r}}^{\Lambda}(\eta) \tilde{L}_{n_{r}^{\prime}}^{\Lambda^{\prime}}(\eta)+\Lambda \Lambda^{\prime} L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda^{\prime}}(\eta)\right]\right\},  \tag{5.5b}\\
& \nabla^{2} \rho(r, z)=2 \tau(r, z)+\frac{2}{\pi} \beta_{z} \beta_{\perp}{ }^{2} \exp \left(-\xi^{2}-\eta\right) \sum_{\alpha \beta} \rho_{\alpha \beta} \delta_{\Sigma \Sigma^{\prime}} N_{n_{z}} N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda^{\prime} \eta^{\Lambda}} \\
& \times\left[\beta_{z}{ }^{2} \xi^{2}+\beta_{\perp}{ }^{2} \eta-2 \beta_{z}{ }^{2}\left(n_{z}+\frac{1}{2}\right)-2 \beta_{\perp}{ }^{2}\left(2 n_{r}+|\Lambda|+1\right)\right] H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda^{\prime}}(\eta),  \tag{5.5c}\\
& \operatorname{div} \overrightarrow{\mathrm{J}}(r, z)=\frac{\mathbf{2}}{\boldsymbol{\pi}} \beta_{z}{ }^{2} \beta_{\perp}{ }^{3} \exp \left(-\xi^{2}-\eta\right) \sum_{\alpha \beta} \rho_{\alpha \beta} \eta^{\left(\Lambda+\Lambda^{\prime}-1\right) / 2} N_{n_{z}} N_{n_{z}^{\prime}} N_{n_{r}}^{\Lambda} N_{n_{r}^{\prime}}^{\Lambda^{\prime}} \\
& \times\left\{\left(\Sigma-\Sigma^{\prime}\right) H_{n_{z}}(\xi) \tilde{H}_{n_{z}^{\prime}}(\xi) \tilde{L}_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{N}(\eta)-\left|\Sigma-\Sigma^{\prime}\right| \Lambda H_{n_{z}}(\xi) \tilde{H}_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) L_{n_{r}^{\prime}}^{\Lambda_{r}^{\prime}}(\eta)\right. \\
& \left.+2 \delta_{\Sigma \Sigma^{\prime}}\left(\beta_{\perp} / \beta_{z}\right) \Lambda \Sigma H_{n_{z}}(\xi) H_{n_{z}^{\prime}}(\xi) L_{n_{r}}^{\Lambda}(\eta) \tilde{L}_{n_{r}^{\prime}}^{\Lambda^{\prime}}(\eta) \eta^{-1 / 2}\right\} . \tag{5.5~d}
\end{align*}
$$

## VI. COULOMB POTENTIAL

Constructing the average field at the mesh points (4.24) from the densities via Eqs. (2.2) is a trivial step. One difficulty, however, arises in the calculation of the Coulomb field (2.3). The reason is that integrating over the azimuthal angle $\varphi$, Eq. (2.3) reduces to

$$
\begin{align*}
V_{C}\left(r^{\prime}, z^{\prime}\right)= & \int_{0}^{+\infty} r d r \int_{-\infty}^{+\infty} d z \frac{4 e^{2} \rho_{p}(r, z)}{\left[\left(z-z^{\prime}\right)^{2}+\left(r+r^{\prime}\right)^{2}\right]^{1 / 2}} \\
& \times K\left(\left\{4 r r^{\prime} /\left[\left(z-z^{\prime}\right)^{2}+\left(r+r^{\prime}\right)^{2}\right]\right\}^{1 / 2}\right) \tag{6.1}
\end{align*}
$$

where $K$ denotes the complete elliptic integral of
the first kind

$$
\begin{equation*}
K(x)=\int_{0}^{\pi / 2} \frac{d \theta}{\left(1-x \sin ^{2} \theta\right)^{1 / 2}} \tag{6.2}
\end{equation*}
$$

The integrand in Eq. (6.1) thus has a logarithmic singularity at the point $r=r^{\prime}, z=z^{\prime}$. Therefore such a formula is not suitable for numerical integration. A way to bypass this difficulty is to use the relation

$$
\begin{equation*}
\nabla_{\overrightarrow{\mathbf{R}}^{\prime}}{ }^{2}\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathbf{R}}^{\prime}\right|=2 /\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathbf{R}}^{\prime}\right| \tag{6.3}
\end{equation*}
$$

to carry out two integrations by parts in Eq. (2.3), with the result

$$
\begin{equation*}
V_{C}(\overrightarrow{\mathrm{R}})=\frac{1}{2} e^{2} \int\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathrm{R}}^{\prime}\right| \nabla^{2} \rho_{\rho}\left(\overrightarrow{\mathrm{R}}^{\prime}\right) d^{3} R^{\prime} \tag{6.4}
\end{equation*}
$$

Since this expression contains $\left|\vec{R}-\vec{R}^{\prime}\right|$ in the numerator it does not lead to singularities. Indeed after integration over the azimuthal angle $\varphi$ one finds

$$
\begin{align*}
V_{C}\left(r^{\prime}, z^{\prime}\right)= & 2 e^{2} \int_{0}^{+\infty} r d r \int_{-\infty}^{+\infty} d z\left[\left(z-z^{\prime}\right)^{2}+\left(r+r^{\prime}\right)^{2}\right]^{1 / 2} \\
& \times E\left(\left\{4 r r^{\prime} /\left[\left(z-z^{\prime}\right)^{2}+\left(r+r^{\prime}\right)^{2}\right]\right\}^{1 / 2}\right) \\
& \times \nabla^{2} \rho_{p}(r, z) \tag{6.5}
\end{align*}
$$

where $E$ denotes the complete elliptic integral of the second kind

$$
\begin{equation*}
E(x)=\int_{0}^{\pi / 2}\left(1-x \sin ^{2} \theta\right)^{1 / 2} d \theta \tag{6.6}
\end{equation*}
$$

This function is continuous over the interval $[0,1]$. In practice the integrations in Eq. (6.5) have been carried out by means of Gauss-Hermite and GaussLaguerre quadrature formulas using the values of $\nabla^{2} \rho_{p}$ already constructed at the mesh points (4.24). The evaluation of the elliptic function (6.6) has been made by means of a standard polynomial-approximation formula. ${ }^{21}$

## VII. PAIRING CORRELATIONS

Pairing correlations are known to affect nuclear deformations in the rare-earth region in such a way that they have to be included before making any comparison with experimental data. Also, for heavy nuclei, the density of single-particle states becomes so high that changes in the set of occupied states occur frequently between two successive iterations, therefore slowing down considerably the convergence of the iteration procedure. For these reasons it is necessary to introduce pairing effects at this point. This should be in principle achieved by carrying out complete Har-tree-Fock-Bogoliubov calculations. However from the very way Skyrme's interaction is constructed ${ }^{1,17}$ there is no a priori reason why it
should give a correct description of pairing correlations. Also, due to the presence of a threebody force such calculations would be rather complicated. Therefore in the present work we have preferred to introduce a new parameter to describe pairing. For this purpose let us introduce occupation probabilities $n_{i}$ for the single-particle states $i$, such that the definitions for the nucleon, kinetic energy, and spin densities become

$$
\begin{align*}
& \rho(\overrightarrow{\mathrm{R}})=2 \sum_{i>0} n_{i}\left|\Phi_{i}(\overrightarrow{\mathrm{R}})\right|^{2} \\
& \tau(\overrightarrow{\mathrm{R}})=2 \sum_{i>0} n_{i}\left|\vec{\nabla} \Phi_{i}(\overrightarrow{\mathrm{R}})\right|^{2}  \tag{7.1}\\
& \overrightarrow{\mathrm{~J}}(\overrightarrow{\mathrm{R}})=-2 i \sum_{i>0} n_{i} \Phi_{i}^{*}(\overrightarrow{\mathrm{R}})(\vec{\nabla} \times \vec{\sigma}) \Phi_{i}(\overrightarrow{\mathrm{R}}) .
\end{align*}
$$

Only positive values of $\Omega$ appear in Eq. (7.1) because time-reversal invariance requires timereversed orbits to have equal occupation probabilities. Now in usual pairing theory ${ }^{19}$ the pairing energy is given by

$$
\begin{equation*}
E_{P}=-G\left\{\sum_{i>0}\left[n_{i}\left(1-n_{i}\right)\right]^{1 / 2}\right\}^{2} \tag{7.2}
\end{equation*}
$$

where $G$ is the pairing strength. To include pairing effects it is therefore natural to extend the variational principle by requiring that the functional

$$
\begin{equation*}
E\left(\Phi_{i}, n_{i}\right)=\int H(\rho, \tau, \vec{J}) d^{3} R-G\left\{\sum_{i>0}\left[n_{i}\left(1-n_{i}\right)\right]^{1 / 2}\right\}^{2}, \tag{7.3}
\end{equation*}
$$

where $H$ denotes the Hamiltonian density associated with Skyrme's interaction [see Eq. (12) of Ref. 2], should be stationary with respect to individual variations of both the single-particle wave functions $\Phi_{i}$ and the occupation probabilities $n_{i}$.
Evaluating the binding energy difference

$$
\begin{equation*}
\delta E=E\left(\Phi_{i}+\delta \Phi_{i}, n_{i}+\delta n_{i}\right)-E\left(\Phi_{i}, n_{\boldsymbol{i}}\right) \tag{7.4}
\end{equation*}
$$

as in Appendix C of Ref. 2, one first obtains

$$
\begin{align*}
\delta E= & \sum_{i} \int d^{3} R\left[2 n_{i} \delta \Phi_{i}^{*}(\overrightarrow{\mathrm{R}})+\delta n_{i} \Phi_{i}^{*}(\overrightarrow{\mathrm{R}})\right]\left\{-\vec{\nabla}\left(\frac{\hbar^{2}}{2 m_{a_{i}}} \vec{\nabla} \Phi_{i}\right)+\left[U_{a_{i}}+\vec{\nabla} W_{q_{i}} \cdot(-i)(\vec{\nabla} \times \vec{\sigma})\right] \Phi_{i}\right\} \\
& -G\left\{\sum_{j>0}\left[n_{j}\left(1-n_{j}\right)\right]^{1 / 2}\right\} \sum_{i>0} \delta n_{i}\left(1-2 n_{i}\right)\left[n_{i}\left(1-n_{i}\right)\right]^{-1 / 2}, \tag{7.5}
\end{align*}
$$

where the functions $\hbar^{2} / 2 m^{*}, U$, and $W$ are given by Eqs. (2.2) provided that the definitions (7.1) for the densities are used. Since particle number con-
servation requires the additional constraint

$$
\begin{equation*}
\sum_{i} \delta_{q_{i}} q_{i}=N_{q} \tag{7.6}
\end{equation*}
$$

where $N_{q}$ denotes the number of particles of charge $q$, the stationarity condition will be written as

$$
\begin{align*}
\delta\left[E-\sum_{i} e_{i}\right. & \int d^{3} R\left|\Phi_{i}(\overrightarrow{\mathrm{R}})\right|^{2} \\
& \left.-\lambda_{n} \sum_{i} \delta_{a_{i},-1 / 2} n_{i}-\lambda_{p} \sum_{i} \delta_{q_{i},+1 / 2} n_{i}\right]=0 . \tag{7.7}
\end{align*}
$$

Setting the coefficient of $\delta \Phi_{i}^{*}$ in the left-hand side of Eq. (7.7) to be equal to zero one first obtains
$-\vec{\nabla} \cdot\left(\frac{\hbar^{2}}{2 m_{q_{i}}} \vec{\nabla} \Phi_{i}\right)+\left[U_{q_{i}}+\vec{\nabla} W_{q_{i}} \cdot(-i)(\vec{\nabla} \times \vec{\sigma})\right] \Phi_{i}=e_{i} \Phi_{i}$,
which is identical to (2.1). Next, writing the stationarity condition with respect to variations of the occupation probabilities one finds, by means of (7.8), the following set of equations

$$
\begin{equation*}
2\left(e_{i}-\lambda_{a_{i}}\right)\left[n_{i}\left(1-n_{i}\right)\right]^{1 / 2}-\Delta\left(1-2 n_{i}\right)=0 \tag{7.9}
\end{equation*}
$$

where the quantity $\Delta$ in this equation is

$$
\begin{equation*}
\Delta=G \sum_{j>0}\left[n_{j}\left(1-n_{j}\right)\right]^{1 / 2} . \tag{7.10}
\end{equation*}
$$

As in usual pairing theory the only solution of the quadratic equation (7.9) capable of fulfilling the constraint (7.6) is given by the BCS equation ${ }^{19}$

$$
\begin{equation*}
n_{i}=\frac{1}{2}\left\{1-\frac{e_{i}-\lambda a_{i}}{\left[\left(e_{i}-\lambda_{a_{i}}\right)^{2}+\Delta^{2}\right]^{1 / 2}}\right\} \tag{7.11}
\end{equation*}
$$

The chemical potentials $\lambda_{n}$ and $\lambda_{p}$ are to be determined from Eq. (7.6).
The functional (7.3) therefore provides a variational principle leading to the occupation-probability distribution of usual pairing theory. From this example the natural question arises whether a variational principle can be constructed for any given probability distribution

$$
\begin{equation*}
n_{i}=f\left(\frac{e_{i}-\lambda}{\Delta}\right) \tag{7.12}
\end{equation*}
$$

To answer this question let us consider as a generalization of Eq. (7.3) the functional defined by

$$
\begin{equation*}
E_{P}=-G\left[\sum_{i>0} \varphi\left(n_{i}\right)\right]^{2}, \tag{7.13}
\end{equation*}
$$

where $G$ is a constant which has the dimension of an energy. One can see very easily in this case that Eq. (7.8) remains unchanged whereas the BCS equation (7.11) has to be replaced by

$$
\begin{equation*}
e_{i}-\lambda=\Delta \varphi^{\prime}\left(n_{i}\right) \tag{7.14}
\end{equation*}
$$

where $\Delta$ is now given by

$$
\begin{equation*}
\Delta=G \sum_{j>0} \varphi\left(n_{j}\right) \tag{7.15}
\end{equation*}
$$

Therefore if $\varphi(x)$ denotes an indefinite integral of $f^{-1}(x)$, Eq. (7.13) is a solution of our problem. As an example it may be seen that the occupationprobability distribution defined by a Fermi function

$$
\begin{equation*}
n_{i}=\frac{1}{1+\exp \left(e_{i}-\lambda / \Delta\right)} \tag{7.16}
\end{equation*}
$$

is the BCS equation corresponding to the pairing functional

$$
E_{P}=-G\left\{\sum_{i>0}\left[n_{i} \ln n_{i}+\left(1-n_{i}\right) \ln \left(1-n_{i}\right)\right]\right\}^{2} \cdot(7.17)
$$

The gap $\Delta$ is defined in this case by

$$
\begin{equation*}
\Delta=-G \sum_{i>0}\left\{n_{i} \ln n_{i}+\left(1-n_{i}\right) \ln \left(1-n_{i}\right)\right\} \tag{7.18}
\end{equation*}
$$

Similarly one can work out from the previous procedure a pairing functional corresponding to the Strutinsky smoothing function ${ }^{22}$

$$
\begin{equation*}
n_{i}=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{e_{i}-\lambda}{\Delta}\right)\right] \tag{7.19}
\end{equation*}
$$

The solution to the previous problem is not at all unique. For instance all the functionals

$$
\begin{equation*}
E_{P}=F\left[\sum_{i>0} \varphi\left(n_{i}\right)\right] \tag{7.20}
\end{equation*}
$$

where $F$ is an arbitrary (differentiable) function, give the same BCS equation (7.14). The only difference is that the gap equation (7.15) has to be replaced by

$$
\begin{equation*}
\Delta=-\frac{1}{2} F^{\prime}\left[\sum_{i>0} \varphi\left(n_{i}\right)\right] \tag{7.21}
\end{equation*}
$$

Since the only feature of pairing theory we are really interested in for the present calculation is the possibility of having a diffuse Fermi surface, we have used this degree of freedom in order to construct the simplest gap equation, namely a constant gap. The corresponding pairing functional is

$$
\begin{equation*}
E_{P}=-2 \Delta \sum_{i>0}\left[n_{i}\left(1-n_{i}\right)\right]^{1 / 2} \tag{7.22}
\end{equation*}
$$

By construction, the use of either functionals (7.2) or (7.22) is guaranteed to give identical groundstate wave functions, i.e. identical $\Phi_{i}$ 's and $n_{i}$ 's, provided the gap $\Delta$ in Eq. (7.22) is taken to be the diffuseness (7.10) of the occupation-probability distribution obtained from Eq. (7.2). In particular, both functionals give identical values for the quadrupole moments, radii and density distributions.
In the present work the choice of the constant $\Delta$ in Eq. (7.22) has been made according to the empirical formula ${ }^{23}$

$$
\begin{equation*}
\Delta \simeq 12 \mathrm{MeV} \times A^{-1 / 2} \tag{7.23}
\end{equation*}
$$

A constant value $\Delta=1 \mathrm{MeV}$ has been used in all calculations in the rare-earth region. In the case of light-nuclei pairing effects have been neglected.
One shortcoming of the present simplified treatment of pairing correlations is that even though it gives correct wave functions, and therefore at least a correct description of the dominant effects of pairing on deformations, it does not give a correct pairing energy. Indeed, although both functionals (7.2) and (7.22) reach their minima simultaneously, it may be seen from Eq. (7.10) that the functional (7.22) gives twice as much pairing energy as (7.2) at equilibrium. However, for the purpose of comparing calculated binding energies to experimental ones, this difference is not too important since in the rare-earth region, pairing energies are typically of the order of 0.1 MeV per particle, i.e., of the order of truncation effects in this case as will be seen in Sec. VIII.
To solve the system of Eqs. (7.1), (7.6), (7.8), and (7.11) a calculation of the occupation probabilities $n_{i}$ (7.11) has been included at the end of each iteration of the Hartree-Fock procedure. The equation for the chemical potential (7.6) has been first rewritten, by means of Eq. (7.11) as

$$
\begin{equation*}
g(\lambda) \equiv \sum_{i>0}\left\{1-\frac{e_{i}-\lambda}{\left[\left(e_{i}-\lambda\right)^{2}+\Delta^{2}\right]^{1 / 2}}\right\}=N \tag{7.24}
\end{equation*}
$$

and its solution has been carried out by the New-ton-Raphson iteration method:

$$
\begin{aligned}
& \lambda_{k+1}=\lambda_{k}+\left[N-g\left(\lambda_{k}\right)\right] / g^{\prime}\left(\lambda_{k}\right), \\
& g^{\prime}(\lambda)=\sum_{i>0} \frac{\Delta^{2}}{\left[\left(e_{i}-\lambda\right)^{2}+\Delta^{2}\right]^{3 / 2}} .
\end{aligned}
$$

One definite advantage of the present treatment of pairing correlations is that it is free of divergences in the case of a continuum of positive energy states with a level density proportional to $\sqrt{E} .^{19}$ Indeed it may be checked that, since occupation probabilities $n_{i}$ behave like $\Delta^{2} / e_{i}{ }^{2}$ as $e_{i}$ goes to infinity, the integral occurring in this case in the left-hand side of Eq. (7.24) is a convergent one.

## VIII. RESULTS

Results presented in this section have been obtained by solving the Hartree-Fock equations (2.1) and (2.2) for the two sets of parameters defined in Table I. We recall that in the case of rare-earth nuclei pairing effects have been included by adding to the Hartree-Fock equations a set of BCS equations with a constant gap $\Delta=1$ MeV (7.1), (7.11), and (7.24). Unless otherwise specified the oscillator expansion (4.11) occurring in the solution of the deformed Schrödinger equa-
tion has been truncated at five major shells ( $N_{0}=4$ ) for light nuclei, and seven major shells ( $N_{0}=6$ ) for rare-earth nuclei. In all calculations the two oscillator parameters have been chosen so as to minimize the total binding energy. For consistency with the calculations already presented in Ref. 2, the Coulomb exchange terms have been neglected and only the direct term in the center-of-mass correction has been included. A discussion of the uncertainties arising from these approximations may be found in Ref. 17. Since center-of-mass corrections decrease with mass number our approximate treatment of these corrections is believed to be adequate in the rareearth region. As was mentioned in Sec. II, the small contributions from the central force to the one-body spin-orbit potential have also been neglected. Since larger contributions of the same form would also be obtained from the tensor force, ${ }^{24}$ it would be meaningless to include these terms without including at the same time a proper description of the tensor force in the Skyrme effective interaction.

Typical computation times on an IBM $360 / 65$, including minimization with respect to both oscillator parameters, are of the order of 20 min for a light nucleus ( $N_{0}=4$ ), 50 min in the rareearth region ( $N_{0}=6$ ), and 120 min if the basis is truncated at nine major shells only ( $N_{0}=8$ ). Calculations in the actinide region would require a basis including eleven major shells, i.e., a total computation time of the order of four hours for one nucleus on an IBM $360 / 65$. A definite advantage of the present method of solving the deformed Hartree-Fock equations is that no matrix elements of the interaction need to be stored, so that our code may be used without tapes or disks even in the actinide region with $N_{0}=10$. We would also like to point out that the present method of solution is not restricted to a linear density dependence in the effective interaction, so that it could be used as well for the modified delta interaction of Moszkowski ${ }^{4}$ which contains a density dependence proportional to $\rho^{2 / 3}$.

## A. Binding Energies

Calculated charge radii, binding energies, and charge quadrupole moments for some light and rare-earth nuclei are given in Table II. In the case of light nuclei these results are also compared in Fig. 1 with experimental data and with the results obtained by Zofka and Ripka ${ }^{8}$ using a slight modification of Negele's interaction. ${ }^{5}$ It may be seen from this figure that calculated binding energies agree remarkably well with the experimental ones. The fit is somewhat better than
that of Zofka and Ripka for both interactions, and better for force I than force II. However, one should keep in mind that projecting out a $0^{+}$ground state out of the deformed Slater determinant would lower the energy of the system. The gain in energy in the case of neon- 20 was estimated by Zofka and Ripka to be of the order of 0.2 MeV per particle. Even though this number should presumably be reduced in the case of interaction I, since it gives smaller deformations than Negele's force, neon- 20 would be overbound after angular momentum projection in the case of interaction I, while for interaction II a value very close to the observed one should be obtained. In the rareearth region calculated binding energies per particle also agree quite well with experimental data, predicted values being generally too small by 0.3 $\mathrm{MeV}(0.6 \mathrm{MeV})$ for interaction I (II). Here again however, these values would be increased by angular momentum projection, and also, as will be
seen in subsection $F$, by increasing the size of the oscillator basis.
The variation of binding energies per particle as a function of mass number in light nuclei may be seen from Fig. 1 to be very similar for interaction II and for the Negele interaction used by Zofka and Ripka. The reason for this similarity is that, by means of the density matrix expansion presented in Ref. 17, a set of parameters for the Skyrme force may be derived from Negele's interaction. This set turns out to be very close to our parameter set II. In particular it gives rise to almost identical nonlocality effects in the average nuclear field. This is related to the great similarity in the effective masses $m^{*} / m \simeq 0.6$ obtained for both forces in nuclear matter.
Projected $\alpha$-cluster configurations for light nuclei have been calculated by Friedrich, Hüsken, and Weiguny ${ }^{25}$ for interactions I and II. These turn out to be significantly less bound than Hartree-

TABLE II. Binding energies per particle, root-mean-square charge radii, and charge quadrupole moments calculated with interactions I and II. Equilibrium values for the volume oscillator parameter $\beta_{0}$ and for the deformation parameter $q$ have also been indicated. Experimental values for light nuclei have been extracted from Zofka and Ripka (Ref. 8). For such nuclei experimental quadrupole moments are those obtained from Coulomb excitation measurements, which do not determine the sign of this quantity.

|  | $\begin{gathered} \beta_{0} \\ \left(\mathrm{fm}^{-1}\right) \end{gathered}$ | $q$ | $\begin{gathered} E / A \\ (\mathrm{MeV}) \end{gathered}$ | $\begin{gathered} r_{c} \\ (\mathrm{fm}) \end{gathered}$ | (barns) |  | $\begin{gathered} \beta_{0} \\ \left(\mathrm{fm}^{-1}\right) \end{gathered}$ | $q$ | $\begin{gathered} E / A \\ (\mathrm{MeV}) \end{gathered}$ | $\begin{gathered} r_{c} \\ (\mathrm{fm}) \end{gathered}$ | $\begin{gathered} Q \\ \text { (barns) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{12} \mathrm{C}$ |  |  |  |  |  | ${ }^{36} \mathrm{Ar}$ |  |  |  |  |  |
| I | 0.700 | 1.00 | 8.11 | 2.44 | 0.00 | I | 0.618 | 0.821 | 8.50 | 3.30 | -0.36 |
| III | 0.659 | 0.718 | 6.84 | 2.64 | -0.14 | II | 0.588 | 0.831 | 8.10 | 3.42 | -0.48 |
| Exp | . . | ... | 7.68 | $2.40 \pm 0.03$ | $0.205 \pm 0.015$ | Exp | . $\cdot$ | ... | 8.52 | -• | $0.54 \pm 0.06$ |
| ${ }^{20} \mathrm{Ne}$ |  |  |  |  |  | ${ }^{152} \mathrm{Sm}$ |  |  |  |  |  |
| I | 0.661 | 1.28 | 8.00 | 2.88 | 0.34 | I | 0.474 | 1.35 | 8.04 | 5.06 | 5.30 |
| III | 0.621 | 1.39 | 7.48 | 3.02 | 0.46 | II | 0.449 | 1.20 | 7.67 | 5.15 | 3.20 |
| Exp | ... | . . | 8.03 | . $\cdot$ | $0.54 \pm 0.03$ | Exp | . $\cdot$ | . . | 8.24 | $5.09{ }^{\text {a }}$ | $\begin{aligned} & 5.78 \pm 0.10^{\mathrm{a}} \\ & 5.90^{\mathrm{b}} \end{aligned}$ |
| ${ }^{24} \mathrm{Mg}$ |  |  |  |  |  | ${ }^{160}$ Gd |  |  |  |  |  |
| I | 0.651 | 1.30 | 8.40 | 3.01 | 0.50 | I | 0.465 | 1.40 | 7.94 | 5.16 | 6.76 |
| II | 0.610 | 1.30 | 7.68 | 3.15 | 0.60 | II | 0.439 | 1.38 | 7.55 | 5.28 | 7.02 |
| Exp | . . | ... | 8.26 | 3.01 | $0.67 \pm 0.04$ | Exp | ... | . . | 8.18 | . . | $7.56{ }^{\text {b }}$ |
| ${ }^{28} \mathrm{Si}$ |  |  |  |  |  | ${ }^{170} \mathrm{Er}$ |  |  |  |  |  |
| I | 0.652 | 0.860 | 8.67 | 3.05 | -0.26 | I | 0.458 | 1.36 | 7.82 | 5.25 | 7.00 |
| II | 0.607 | 0.710 | 7.86 | 3.26 | -0.60 | II | 0.431 | 1.34 | 7.44 | 5.38 | 7.44 |
| $\operatorname{Exp}$ | -•• | -•• | 8.45 | $3.09 \pm 0.03$ | $0.55 \pm 0.02$ | Exp | . . | ... | 8.11 | $5.26{ }^{\text {a }}$ | $\begin{aligned} & 7.75 \pm 0.10^{\mathrm{a}} \\ & 7.40^{\mathrm{b}} \end{aligned}$ |
| ${ }^{32} \mathrm{~S}$ |  |  |  |  |  |  |  |  |  |  |  |
| I | 0.636 | 1.20 | 8.60 | 3.17 | 0.28 |  |  |  |  |  |  |
| II | 0.599 | 1.28 | 7.90 | 3.32 | 0.52 |  |  |  |  |  |  |
| Exp | -•• | . . | 8.49 | $3.24 \pm 0.02$ | $0.47 \pm 0.03$ |  |  |  |  |  |  |

[^1]Fock solutions, the difference being of the order of 1 MeV per particle. For instance the binding energy of carbon-12 calculated by the previous authors using force I is 6.38 MeV per particle before projection and 6.64 MeV per particle after projection. In neon-20 the corresponding value using the same interaction is 7.26 MeV per particle before angular momentum projection. On the other hand, in the case of the interaction B1 of Brink and Boeker, ${ }^{26}$ very similar binding energies are found for $\alpha$-cluster configurations and Hartree-Fock solutions, $\alpha$ configurations being energetically favored for nuclei lighter than mag-nesium-24. ${ }^{27}$ This difference arises because the Brink and Boeker force has no two-body spin-orbit term, a much stronger $P$-wave repulsion, and also because the Skyrme force is a simple parametrization of the effective interaction which is valid for low relative momenta only. In particular


FIG. 1. Comparison of binding energies, charge radii, and absolute values of the charge quadrupole moments obtained in light nuclei from interactions I and II, with the results of Zofka and Ripka (Ref. 8) and with experimental data. Experimental data points are taken from Ref. 8.
it becomes infinitely repulsive for high momenta, whereas the finite-range B1 interaction goes to zero in this case. Therefore $\alpha$-cluster configurations are much less favored in the case of the Skyrme force since they contain relatively high excitations when expended in terms of shell-model wave functions.
In light nuclei, deformed Hartree-Fock calculations using similar density-dependent forces have been made by Lassey and Volkov, ${ }^{14}$ and by Krieger and Moszkowski. ${ }^{15}$ Binding energies calculated by these authors also agree rather well with the observed ones, and are in fact very close to those obtained from interaction II. In contrast, calculations made with density independent forces ${ }^{9-13}$ always give a lack of binding of the order of 2 MeV per particle.

## B. Radii

The charge radii of light nuclei, which have been corrected for the finite size of the proton, may be seen from Fig. 1 and Table II to be in close agreement with the experimental ones for both interaction I and II. In fact for interaction I the fit is excellent up to sulfur-32, while a somewhat too small value is obtained in calcium-40. For both forces the agreement is somewhat better than those obtained by Zofka and Ripka, ${ }^{8}$ Lassey and Volkov, ${ }^{14}$ and Krieger and Moszkowski. ${ }^{15}$ Radii calculated by Lassey and Volkov are systematically too small, while Zofka and Ripka find too large values for deformed nuclei, and Krieger and Moszkowski too small radii for the spherical ones. Here again a great similarity may be observed in the variation of radii as a function of mass number for interaction II and for the Negele interaction used by Zofka and Ripka. ${ }^{8}$

Accurate measurements from muonic x-ray data are available in the rare-earth region. ${ }^{28}$ Calculated values may be seen from Table II to be in excellent agreement with these measurements for interaction $I$, and in good agreement for interaction II. As will be seen in subsection $F$ this agreement is unaffected if a larger oscillator basis is used.

## C. Charge Quadrupole Moments

Quadrupole moments of the proton distributions do not need to be corrected for the finite extent of the proton in order to obtain the quadrupole moments of charge. Indeed, since the charge distribution $\rho_{c}$ is constructed by folding the proton density $\rho_{p}$ and the proton form factor $f_{p}$, one has

$$
\begin{equation*}
Q_{c}=\int d^{3} R d^{3} R^{\prime}\left(2 z^{2}-x^{2}-y^{2}\right) \rho_{p}\left(\overrightarrow{\mathrm{R}}^{\prime}\right) f_{p}\left(\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathrm{R}}^{\prime}\right|\right) \tag{8.1}
\end{equation*}
$$

Rewriting the first term in the previous integral as

$$
\begin{aligned}
2 z^{2}-x^{2}-y^{2}= & 2\left(z-z^{\prime}\right)^{2}+4\left(z-z^{\prime}\right) z^{\prime}+2 z^{\prime 2} \\
& -\left(x-x^{\prime}\right)^{2}-2\left(x-x^{\prime}\right) x^{\prime}-x^{\prime 2} \\
& -\left(y-y^{\prime}\right)^{2}-2\left(y-y^{\prime}\right) y^{\prime}-y^{\prime 2}
\end{aligned}
$$

Eq. (8.1) becomes

$$
Q_{c}=Z \int d^{3} R\left(2 z^{2}-x^{2}-y^{2}\right) f_{p}(\overrightarrow{\mathrm{R}})+Q_{p}
$$

where $Z$ is the charge of the nucleus. Since the form factor of the proton is spherically symmetric, this last equation implies that $Q_{c}=Q_{p}$.
Whereas very similar results were obtained from interactions I and II for binding energies and radii, Fig. 1 shows that the situation is rather different for deformations in light nuclei. Indeed, while charge quadrupole moments obtained from force II agree very well with those extracted from Coulomb excitation measurements, much smaller values are obtained from interaction I. In particular, carbon- 12 turns out to be spherical in this last case.
As will be shown in subsection E, the two-body spin-orbit interaction reduces nuclear deformations significantly in light nuclei. However, even though force I has a stronger spin-orbit component than force III (see Table I), this difference does not explain satisfactorily the difference in quadrupole moments. Indeed, if the two-body spinorbit strength of interaction I is reduced to 80 $\mathrm{MeV} \mathrm{fm}{ }^{5}$, the quadrupole moment of neon-20 increases to 0.41 b , which is still smaller than the value obtained from force III with a spin-orbit strength of $105 \mathrm{MeV} \mathrm{fm}{ }^{5}$.
Surface effects also reduce nuclear deformations and for this reason, we calculated for both forces the surface energy coefficient $W_{s}$ defined as the second coefficient in the expansion

$$
\begin{equation*}
E / A=a_{0}+W_{s} A^{-1 / 3}+\cdots \tag{8.2}
\end{equation*}
$$

For this purpose, spherical Hartree-Fock calculations of $N=Z$ nuclei, without Coulomb and spin-

TABLE III. Binding energies per particle $E / A(\mathrm{MeV})$, obtained from spherical Hartree-Fock calculations without spin-orbit and Coulomb interaction for $A=125$ and $A=1000$. Values of the surface energy coefficient $W_{s}(\mathrm{MeV})$ are extracted from Eq. (8.2).

|  | Force I |  | Force II |  |
| :--- | ---: | :--- | ---: | :--- |
| $A$ | 125 | 1000 | 125 | 1000 |
| $E / A$ | -11.85 | -13.93 | -11.60 | -13.72 |
| $W_{s}$ | 20.76 | 20.68 | 21.99 | 22.05 |

orbit interactions, were carried out for $A=125$ and $A=1000$ using the filling parameter approximation. ${ }^{29}$ The value of $a_{0}$ being known to be -16 MeV for both forces, ${ }^{2}$ a value of $W_{s}$ may be extracted from Eq. (8.2) as a function of $A$. The result given in Table III shows that the values of $W_{s}$ are already converged for $A=125$. Actually these values are slightly larger than those calculated by Lassey, ${ }^{30}$ and by Ravenhall, Bennett, and Pethick ${ }^{31}$ using a semi-infinite slab model. We attribute this difference to the persistence of shell fluctuations in our densities, even for $A=1000$. Table III also shows that the value of the surface energy coefficient $W_{s}$ is larger for interaction III than for interaction I. Thus, the difference in nuclear deformations cannot be attributed to a difference in surface properties.

The previous difference seems to be rather connected with the difference in the effective masses in nuclear matter, which was already mentioned in Sec. II as being the most significant difference between forces I and II. Indeed for a small change in the single-particle wave functions, the change $\delta E$ in the total energy of the system is given by ${ }^{32}$

$$
\begin{equation*}
\delta E=\int d^{3} R\left(\frac{\hbar^{2}}{2 m^{*}(\overrightarrow{\mathrm{R}})} \delta \tau(\overrightarrow{\mathrm{R}})+U(\overrightarrow{\mathrm{R}}) \delta \rho(\overrightarrow{\mathrm{R}})\right) . \tag{8.3}
\end{equation*}
$$

In this equation $\delta \tau$ and $\delta \rho$ denote the changes in the kinetic energy and nucleon densities, respectively, and $\hbar^{2} / 2 m^{*}$ and $U(\overrightarrow{\mathrm{R}})$ are defined by Eq. (2.2). Approximating the effective mass $m^{*}$ by its nuclear-matter value, the previous equation becomes

$$
\begin{equation*}
\delta E=\frac{m}{m^{*}} \delta T+\int d^{3} R U(\overrightarrow{\mathrm{R}}) \delta \rho(\overrightarrow{\mathrm{R}}), \tag{8.4}
\end{equation*}
$$

where $\delta T$ denotes the change in the kinetic energy of the system. Now, as will be shown in subsection $E$, the kinetic energy of a nucleus decreases significantly as it becomes deformed. Therefore a smaller value of the effective mass will provide a bigger gain in energy when deforming the nucleus, i.e., larger equilibrium deformations.

The previous remark also explains the similarity between the deformations obtained from interaction II and from the Negele force used by Zofka and Ripka, ${ }^{8}$ since both forces have almost identical effective masses in nuclear matter. In fact, this similarity would be even greater if a twobody spin-orbit term had been included in the calculations of Zofka and Ripka. Including this term allows a better fit to quadrupole moments of nuclei heavier than magnesium-24. It also favors the oblate solution of silicon-28 and the prolate solution of sulfur-32, which agrees with the results of Tuerpe, Bassichis, and Kerman. ${ }^{7}$ The absence
of a two-body spin-orbit force in the calculations of Lassey and Volkov, ${ }^{14}$ and of Krieger and Moszkowski ${ }^{15}$ also explains why our results for interaction II are somewhat better than theirs.

It is interesting to note that interaction II was also found in Ref. 2 to give the best fit to the observed energies of $1 s$-proton levels. As was already mentioned in Sec. II, the position of these levels is related also to the value of the effective mass $m^{*} / m$ from Eq. (2.1).
As was discussed by Zofka and Ripka, all experimental methods to determine quadrupole moments of the intrinsic states assume the validity of the rotational model, ${ }^{16}$ which is not well established for light nuclei. For this reason it would be much more satisfactory for such nuclei to compare the measured $B(E 2)$ values to those calculated from angular momentum states projected out of the Hartree-Fock ground state. On the other hand, in the rare-earth region, it may be shown ${ }^{33,34}$ that, due to the large expectation values $\left\langle J^{2}\right\rangle$ obtained for the square of the angular momentum, quadrupole moments for the first excited $2^{+}$states may be accurately approximated by rotational-model values. There is indeed very little doubt about the validity of this model in the rare-earth region and it is certainly legitimate to use it in this case to extract quadrupole moments for the intrinsic states.

From Table II the charge quadrupole moments calculated for gadolinium-160 and erbium-170 may be seen to agree quite well for both interactions I and II with the experimental values obtained from Coulomb excitation measurements ${ }^{35}$ and muonic x-ray data. ${ }^{28}$ In contrast in samarium-152 there exists a discrepancy in the case of interaction II, the calculated value being too small by about $40 \%$. The origin of this discrepancy may be understood from spherical Hartree-Fock calculations in the neighborhood of samarium. Indeed such calculations show that interaction I gives a neutron closed shell at $N=90$ with a $0.24-\mathrm{MeV}$ gap and a proton closed shell at $Z=64$ with a 2 MeV gap. For interaction II, the neutron shell closure occurs at $N=92$ with a $1.5-\mathrm{MeV}$ gap, while the proton shell closes at $Z=64$ with a $1.6-$ MeV gap. Therefore, in the case of interaction II, samarium-152 is near double closure with two rather important gaps. From the results obtained in lead-208 in Ref. 2, it seems that the tendency of interaction II to overemphasize shell effects is systematic. A possible way of correcting this defect would be to allow the strength $t_{1}$ of the veloc-ity-dependent term in the Skyme force to depend linearly on the density. In this case Eq. (2.2b) would contain an additional quadratic term in density. This term should make it possible to have
simultaneously an effective mass of the order of 0.6 inside the nucleus (which seems necessary to fit $1 s$-proton levels ${ }^{2}$ ), and 1.2 in the surface region (which seems appropriate to reproduce the observed level density of lead- $208^{36}$ ).
As in light nuclei, deformations in the rareearth region are smaller for interaction I than for interaction II (if one excludes the case of samar-ium- 152 which was discussed above). The difference, however, is much less than in light nuclei. Indeed, we will see in subsection $E$ that the mechanism for nuclear deformations is somewhat different between the two regions. Whereas the twobody spin-orbit force inhibits deformations in light nuclei, it will be shown to favor deformations in the rare-earth region. Also the Coulomb interaction is more effective in heavier nuclei and tends to level off differences in the effective masses between the two interactions. Another possibility is the symmetry effect. All the light nuclei we discussed above are $N=Z$ systems and are therefore insensitive to the parameter $x_{0}$ in the Skyrme interaction. ${ }^{37}$ On the other hand rare-earth nuclei have a significant neutron excess, so that deformations for such nuclei may, a priori, exhibit a dependence on $x_{0}$. To investigate the importance of this effect we decreased the value of $x_{0}$ in interaction II from 0.34 to 0.23 , since this brings the value of the symmetry energy coefficient $a_{\tau}$ in nuclear matter from 34.1 MeV to the interaction I value of $29.3 \mathrm{MeV} .{ }^{38}$ In this case the quadrupole moment of gadolinium-160 decreases from 7.02 b to a value of 6.82 b , which is closer to the result obtained from force I ( 6.76 b ).

## D. Density Distributions

A convenient representation of deformed density distributions is through the Legendre expansion coefficients defined by

$$
\begin{equation*}
\rho(r, \theta)=\rho_{0}(r)+\rho_{2}(r) P_{2}(\cos \theta)+\rho_{4}(r) P_{4}(\cos \theta)+\cdots . \tag{8.5}
\end{equation*}
$$

These may be evaluated in a simple way from the values of the densities at the mesh points (4.24) as is described in Appendix B.
The first few coefficients in this expansion are shown in Fig. 2 for the charge distributions of neon-20 and samarium-152 calculated with interaction I. For both nuclei similar qualitative features are obtained: $\rho_{2}(r)$ and $\rho_{4}(r)$ are nonnegligible only in the surface region, so that the density is nearly constant in the nuclear interior, as should be expected from the saturation properties of the Skyrme force. This may also be seen on Fig. 3 where we have plotted the variation of the charge density of samarium-152 in the case of


FIG. 2. Legendre expansion coefficients for the charge distributions of neon-20 and samarium-152 calculated with interaction I .
interaction I along the symmetry axis ( $r=0$ ) perpendicular to the symmetry axis ( $z=0$ ) and along the direction $z=r$, i.e., $\theta=45^{\circ}$ in Eq. (8.5). A slight depression may be observed at the center of the nucleus, which is due to the fact that in a spherical shell model the $3 s_{1 / 2}$ proton orbit would be empty in samarium. While in phenomenological distributions ${ }^{28,39}$ the surface thickness of $\rho(r, \theta)$ for a given $\theta$ is assumed to be independent of $\theta$, a small change in this quantity is obtained when $\theta$ changes: Whereas the maximum slope is 0.0571 $\mathrm{fm}^{-4}$ for $z=0$, it is $0.0537 \mathrm{fm}^{-4}$ for $z=r$ and 0.0588 $\mathrm{fm}^{-4}$ for $r=0$. This change tends to produce parallel equidensity lines in the surface region, which agrees with the conclusions of Damgaard et al. ${ }^{18}$

The first two coefficients of the Legendre expansions for the charge distributions calculated in erbium-170 from interactions I and II are compared in Fig. 4 with those obtained from muonic x-ray measurements. ${ }^{28}$ For both forces a rather good agreement is obtained except for the surface thicknesses which tend to be somewhat larger for the Hartree-Fock densities. This quantity, however, does not seem to be very accurately determined experimentally, and slightly different values are in fact obtained from electron scattering data. For instance in the case of samarium-152, the value of the parameter $t$ in the phenomenological


FIG. 3. Sections of the charge distribution $\rho(R, \theta)$, calculated in samarium-152 with interaction I for $\theta=0(r=0)$, $\theta=45^{\circ}(z=r)$, and $\theta=90^{\circ}(z=0)$.

## distribution

$$
\begin{aligned}
& \rho(r, \theta)=\bar{\rho}\left[1+\exp \left(\frac{r-R(\theta)}{t}\right)\right]^{-1}, \\
& R(\theta)=c\left(1+\beta_{2} Y_{20}(\theta)+\cdots\right),
\end{aligned}
$$

is found to be $0.538 \pm 0.012 \mathrm{fm}$ from muonic x rays, while it is $0.581 \pm 0.040 \mathrm{fm}$ from recent electron scattering experiments. ${ }^{39}$ This last value is in better agreement with our results.

> E. Comparison of Spherical and Deformed Solutions

Since our calculations include a two-body spinorbit interaction, the Hartree-Fock equations have solutions with spherical symmetry in the case of carbon-12, silicon-28, and sulfur-32. Such solutions also exist for rare-earth nuclei because pairing effects have been taken into account in this region. A detailed comparison of the deformed solutions with the spherical ones is very useful as far as it indicates what terms in the two-body interaction contribute most to the binding energy difference. It may therefore provide a basis for understanding the mechanism of nuclear deformations. For consistency, spherical solutions have been calculated in as oscillator basis even though calculations in configuration space would be possible in this case.
Such a comparison is made in Table IV in the case of sulfur- 32 (force I), samarium-152 (force I) and silicon-28 (force II). A systematic decrease may be observed in Coulomb and kinetic energies as the nucleus becomes deformed. It is rather small for Coulomb energies but turns out to be quite significant for kinetic energies, so that the change in this quantity appears to play a dominant role in nuclear deformations. An important effect is also obtained from the two-body spin-orbit interaction, whose contributions to the total binding


FIG. 4. Legendre expansion coefficients for the charge distributions of erbium-170 obtained from interaction I, II, and muonic x-ray measurement in Ref. 28.
energy exhibits large fluctuations as a function deformation. This force may be seen from Table IV to favor strongly spherical solutions in light nuclei, but to favor deformed solutions in the rareearth region. It is interesting to note that a similar conclusion would also be obtained in the framework of the Nilsson model. ${ }^{16}$ Indeed, in this model, the effect of a stronger spin-orbit coupling in the rare-earth region is to bring down levels from higher shells into the neighborhood of the Fermi level, which produces larger deformations. On the other hand this effect does not occur in light nuclei because of the absence of low-lying unoccupied orbits with high degeneracy.

TABLE IV. Comparis on of kinetic, Coulomb, spin-orbit, pairing, and binding energies (in MeV) of spherical and deformed solutions for sulfur-32 (force I), samarium-152 (force I), and silicon-28 (force II). Values of charge radii $r_{c}(\mathrm{fm})$, volume oscillator parameters $\beta_{0}\left(\mathrm{fm}^{-1}\right)$, and deformation parameters $q$ are also indicated.

|  | ${ }^{32} \mathrm{~S}$ (I) |  | ${ }^{152} \mathrm{Sm}$ (I) |  | ${ }^{28} \mathrm{Si}$ (II) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | sph. | def. | sph. | def. | sph. | def. |
| $E_{\text {kin }}$ | 582.27 | 577.89 | 2903.87 | 2893.20 | 468.19 | 451.22 |
| $E_{\text {Coul }}$ | 57.05 | 56.88 | 524.16 | 522.64 | 43.54 | 42.90 |
| $E_{\text {so }}$ | -43.81 | -38.53 | -67.26 | -77.39 | -33.14 | -20.57 |
| $E_{\text {pair }}$ | 0 | 0 | -35.95 | -28.93 | 0 | 0 |
| $E$ | -274.68 | -275.15 | -1215.65 | -1221.98 | -215.04 | -220.08 |
| $r_{c}$ | 3.153 | 3.166 | 5.003 | 5.059 | 3.165 | 3.259 |
| $\beta_{0}$ | 0.638 | 0.636 | 0.478 | 0.474 | 0.605 | 0.607 |
| $q$ | 1.00 | 1.20 | 1.00 | 1.35 | 1.00 | 0.71 |

TABLE V. Variation of the volume oscillator parameter $\beta_{0}\left(\mathrm{fm}^{-1}\right)$, deformation parameter $q$, binding energy per particle $E / A(\mathrm{MeV})$, charge radius $r_{c}(\mathrm{fm})$, and charge quadrupole moment $Q$ (b), as a function of the size $N_{0}$ of the oscillator basis defined by Eq. (4.14).

|  | ${ }^{20} \mathrm{Ne}$ |  | ${ }^{152} \mathrm{Sm}$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $N_{0}$ | 4 | 6 | 6 | 8 |
| $\beta_{0}$ | 0.661 | 0.663 | 0.474 | 0.523 |
| $q$ | 1.28 | 1.34 | 1.35 | 1.37 |
| $E / A$ | 8.004 | 8.038 | 8.039 | 8.312 |
| $r_{c}$ | 2.878 | 2.876 | 5.059 | 5.048 |
| $Q$ | 0.344 | 0.347 | 5.30 | 5.81 |

Pairing correlations may be seen from Table IV to inhibit nuclear deformation, as was already noted in the early stage of pairing theory. ${ }^{40}$ An explanation for this effect is that the pairing interaction tends to smear out orbits near the Fermi level, therefore producing a state with higher spatial symmetry. Table IV also gives the value of the volume oscillator parameter $\beta_{0}$ at equilibrium. This parameter may be seen to change only very slightly as the nucleus becomes deformed, which may be related to the underlying assumption of constant volume in the Nilsson model. ${ }^{16}$

## F. Truncation Effects

In this section, some of the previous results are compared to the results obtained in a larger oscillator basis including two more major shells, i.e., $N_{0}=6$ for light nuclei and $N_{0}=8$ for rare-earth nuclei. This comparison will be made here in the case of interaction I only, but very similar results would be obtained for interaction II. It may


FIG. 5. Variation of the Legendre expansion coefficients for the charge distribution of samarium-152, calculated with interaction $I$, as a function of the size parameter $N_{0}$ of the oscillator basis.
be seen from Table $V$ that a very satisfactory convergence is obtained in neon- 20 with an oscillator basis containing five major shells only. Indeed, including two more shells in the oscillator expansion increases the binding energy per particle by less than 50 keV , while a negligible change is obtained for the root-mean-square charge radius. A larger variation is found to occur for the charge quadrupole moment, in agreement with the results of Tuerpe, Bassichis, and Kerman. ${ }^{7}$ The change, however, is still less than $1 \%$ in this case.

For samarium-152, truncation effects may be seen from Table $V$ to be more important, but still small enough, however, to make a comparison with experimental data meaningful. When increasing the size of the oscillator basis from $N_{0}=6$ to $N_{0}=8$, a gain of approximately 300 keV is obtained for the binding energy per particle, while the root-mean-square charge radius decreases by $0.2 \%$. At the same time, the charge quadrupole moment increases by $10 \%$, which brings the calculated value in closer agreement with the observed one.

Equilibrium values for the volume oscillator parameter $\beta_{0}$ always increase with the size of the basis $N_{0}$. This is because our choice of basis vectors implies nearly pure oscillator configurations for orbits close to the Fermi level in the case of a small basis. On the other hand, a larger basis allows high-and low-lying orbits to have similar admixtures. The optimum value of the volume oscillator parameter is therefore essentially determined by the radius of the nucleus in the case of a large basis, while only the radius of the last orbit seems to matter in the case of a small basis.

The convergence of the charge distribution of samarium-152 is investigated in Fig. 5, where we have plotted the first two coefficients $\rho_{0}(r)$ and


FIG. 6. Variation of the Legendre expansion coefficients for the neutron potential of samariuin-152, calculated with interaction $I$, as a function of the size parameter $N_{0}$ of the oscillator basis.
$\rho_{2}(r)$ in the Legendre expansion (8.5), for two different sizes of the oscillator basis, $N_{0}=6$ and $N_{0}$ $=8$. While only slight differences occur for the coefficient $\rho_{0}$, larger deviations are obtained for the coefficient $\rho_{2}$, which is related to the fact that truncation effects are more important for quadrupole moments than for radii. Even larger variations would be obtained for the coefficient $\rho_{4}(r)$. In the case of light nuclei a much better convergence of the oscillator expansion is obtained and graphs of $\rho_{0}(r)$ or $\rho_{2}(r)$ corresponding to $N_{0}=4$ and $N_{0}=6$ would hardly be distinguishable on the scale of Fig. 5.

The variation of the neutron potential (2.2a) as a function of $N_{0}$ is shown in Fig. 6 in the case of samarium-152. From this figure, truncation effects may be seen to be similar for the average potential and for the density.

## IX. CONCLUSION

A method for solving the deformed Hartree-Fock equations in the case of the Skyrme interaction has been presented, which is applicable to the region of heavy deformed nuclei. Calculations have been made using two different sets of parameters for some light and rare-earth nuclei, and it has been demonstrated that the Skyrme force can provide a very good description of binding energies, radii, and quadrupole moments of these nuclei.
Several applications of the techniques described in the present paper are possible. In particular, the previous method for solving the deformed HartreeFock equations may be easily extended to the case of realistic reaction matrices, provided use is made of the density matrix expansion presented in Ref. 17. It would therefore be possible to calculate deformations of heavy nuclei in terms of a realistic nucleon-nucleon force. Also by adding an external field to the Hartree-Fock Hamiltonian, as described in Ref. 41, it would be possible to evaluate the energy of a heavy nucleus as a function of its shape, which represents a first step towards a microscopic description of fission isomers and fission barriers, and also provides a very convenient basis for understanding the validity of Strutinsky's prescription. ${ }^{22}$
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## APPENDIX A. NUMBER OF MATRIX ELEMENTS

Due to time-reversal invariance only basis vectors $\left\{n_{r}, n_{z}, \Lambda, \Sigma\right\}$ such that $\Lambda+\Sigma=\Omega>0$ need to be considered. Assuming the number $N_{0}$ characterizing the size of the oscillator basis in Eq. (4.14) to be even, the number of such states is

$$
\begin{align*}
N & =\sum_{n_{r}=0}^{N_{0} / 2} \sum_{n_{z}=0}^{N_{0}-2 n_{r}}\left(1+2 \sum_{\Lambda=1}^{N_{0}-2 n_{r}-n_{z}} 1\right) \\
& =\frac{1}{6}\left(N_{0}+1\right)\left(N_{0}+2\right)\left(N_{0}+3\right) . \tag{A1}
\end{align*}
$$

Since $\Omega=\Lambda+\Sigma$ and the parity $\pi=(-1)^{n_{z}+\Lambda}$ are good quantum numbers, the Hamiltonian matrix (4.13) is block diagonal. Denoting by $D(\Omega, \pi)$ the dimension of the block ( $\Omega, \pi$ ) one has
$D(\Omega, \pi)=\sum_{\Lambda=\Omega-1 / 2}^{\Omega+1 / 2}\left(\sum_{n_{z}=0}^{N_{0}-\Lambda} \frac{1}{2}\left[1+(-1)^{n_{z}+\Lambda+\pi}\right] \sum_{n_{r}=0}^{\left(N_{0}-n_{z}-\Lambda\right) / 2} 1\right)$.
The summations in the previous equations may be carried out in a straightforward way. The result is

$$
D(\Omega, \pi)=\frac{1}{4}\left(N_{0}-\Omega+2+\frac{1}{2} P\right)\left(N_{0}-\Omega+2+\pi-\frac{1}{2} P\right),
$$

where

$$
\begin{equation*}
P=(-1)^{\Omega-1 / 2} . \tag{A2}
\end{equation*}
$$

The total number of nonvanishing matrix elements is given by

$$
\begin{equation*}
F\left(N_{0}\right)=D^{2}\left(N_{0}+\frac{1}{2}, \pi=+1\right)+\sum_{\Omega_{2}=1 / 2}^{N_{0}-1 / 2} \sum_{\pi} D^{2}(\Omega, \pi) \tag{A3}
\end{equation*}
$$

Inserting Eq. (A2) into Eq. (A3), the previous expression may be transformed into the following form

$$
F\left(N_{0}\right)=\left(\frac{N_{0}+2}{2}\right)^{4}+2 \sum_{n=1}^{N_{0} / 2}\left[n^{4}+n^{2}(n+1)^{2}\right]
$$

The sums of powers in the previous equation may be performed by means of standard formulas, ${ }^{21}$ with the result

$$
\begin{equation*}
F\left(N_{0}\right)=\frac{1}{40}\left(N_{0}+2\right)\left(N_{0}^{2}+2 N_{0}+2\right)\left(N_{0}^{2}+6 N_{0}+10\right) \tag{A4}
\end{equation*}
$$

From this relation one finds $F(6)=820, F(8)=2501$, $F(10)=6222, F(12)=13447 . . \ldots$

## APPENDIX B. CALCULATION OF DENSITY DISTRIBUTIONS

The present method of solving the Hartree-Fock equations uses only values of the densities at the mesh points (4.24). These are sufficient, however, to reconstruct values of the densities at an arbitrary point $(r, z)$ without returning to the expansion coefficients (4.11), which would be numerically quite a lengthy procedure. Indeed the nucleon densities in the truncated basis may be written as

$$
\begin{equation*}
\rho(r, z)=\exp \left(-\beta_{z}^{2} z^{2}-\beta_{\perp}{ }^{2} r^{2}\right) P\left(r^{2}, z^{2}\right), \tag{B1}
\end{equation*}
$$

where $P$ is a polynomial of degree $N_{0}$ in both $r^{2}$ and $z^{2}$. Expressing this polynomial in terms of Hermite and Laguerre polynomials

$$
P\left(r^{2}, z^{2}\right)=\sum_{k=0}^{N_{0}} \sum_{l=0}^{N_{0}} N_{2 k} H_{2 k}\left(\beta_{z} z\right) N_{l}^{0} L_{l}^{0}\left(\beta_{\perp}{ }^{2} r^{2}\right) A_{k l}
$$

the expansion coefficients $A_{k l}$ are found to be

$$
\begin{align*}
& A_{k l}=\pi \beta_{z} \beta_{\perp}{ }^{2} \int_{0}^{+\infty} d \eta \int_{-\infty}^{+\infty} d \xi \rho\left(b_{z} \xi, b_{\perp} \eta\right) \\
& \times N_{2 k} H_{2 k}(\xi) N_{l}^{0} L_{l}^{0}(\eta) . \tag{B2}
\end{align*}
$$

Since $P$ in Eq. (B1) is a polynomial, Hermite- and Laguerre-Gauss integration formulas are exact when applied to the previous integral provided the number of integration points is greater than $N_{0}$. The result is

$$
\begin{aligned}
A_{k l}=2 \sum_{i j} & \pi_{i} \omega_{j} \rho\left(b_{z} \xi_{i}, b_{\perp} \eta_{j}^{1 / 2}\right) \\
& \times N_{2 k} H_{2 k}\left(\xi_{i}\right) N_{l}^{0} L_{l}^{0}\left(\eta_{j}\right),
\end{aligned}
$$

where $\pi_{i}, \omega_{j}$ and $\xi_{i}, n_{j}$ denote the weights and abscissas of the Hermite- and Laguerre-Gauss quadrature formulas, respectively.
The calculation of the Legendre expansion coefficients in Eq. (8.5) may be easily carried out by using the orthogonality properties of the Legendre polynomials, ${ }^{21}$ with the result
$\rho_{k}(r)=(2 k+1) \int_{0}^{\pi / 2} \rho(r \cos \theta, r \sin \theta) P_{k}(\cos \theta) \sin \theta d \theta$.
In the case of the charge density

$$
\begin{equation*}
\rho_{c}(\overrightarrow{\mathbf{R}})=\int f_{p}\left(\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathbf{R}}^{\prime}\right|\right) \rho_{p}\left(\overrightarrow{\mathbf{R}}^{\prime}\right) d^{3} R^{\prime} \tag{B3}
\end{equation*}
$$

the evaluation of the Legendre expansion coefficients is also straightforward. Denoting these coefficients by $\bar{\rho}_{k}(r)$ and inserting into Eq. (B3) the multipole expansion for the form factor of the proton

$$
f_{p}\left(\left|\overrightarrow{\mathrm{R}}-\overrightarrow{\mathrm{R}}^{\prime}\right|\right)=\sum_{k \mu} \frac{4 \pi}{2 k+1} v_{k}\left(R, R^{\prime}\right) Y_{k \mu}^{*}\left(\Omega^{\prime}\right) Y_{k \mu}(\Omega),
$$

one obtains

$$
\bar{\rho}_{k}(r)=\frac{4 \pi}{2 k+1} \int_{0}^{+\infty} \rho_{k}\left(r^{\prime}\right) v_{k}\left(r, r^{\prime}\right) r^{\prime 2} d r^{\prime}
$$

In terms of the Legendre expansion coefficients the quadrupole and the octupole moments are given, respectively, by

$$
Q_{2}=\frac{8 \pi}{5} \int_{0}^{+\infty} \rho_{2}(r) r^{4} d r, \quad Q_{4}=\frac{8 \pi}{9} \int_{0}^{+\infty} \rho_{4}(r) r^{6} d r
$$
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#### Abstract

A new technique for determining inelastic angular distributions, which greatly alleviates the background problem, is described. Application of the technique to ( $p, p^{\prime}$ ) reactions with targets ${ }^{122} \mathrm{Sn},{ }^{119} \mathrm{Sn}$, and ${ }^{112} \mathrm{Sn}$ is discussed and the results are compared with results using a more conventional technique. The results are that the differential cross section is forward peaked at all energies for ( $p, p^{\prime}$ ) reactions with targets ${ }^{119} \mathrm{Sn}$ and ${ }^{122} \mathrm{Sn}$, while it is approximately isotropic with the target ${ }^{112} \mathrm{Sn}$ at higher excitation energies of the residual nucleus. The ${ }^{112} \mathrm{Sn}$ result is expected from the previously established predominance of ordinary compound-nucleus processes in that reaction. For ${ }^{119} \mathrm{Sn}$ and ${ }^{122} \mathrm{Sn}$ in which it was previously presumed that isospin-conserving reactions via $T_{>}$states dominate the low-energy portion of the proton spectrum, the results indicate a sizable contribution of direct reactions or of pre-equilibrium reactions with very few collisions.


## I. INTRODUCTION

Knowledge of the inelastic scattering angular distribution gives information on the reaction mechanism. An isotropic distribution or one symmetric about $90^{\circ}$ is characteristic of a compound-nucleus (CN) reaction mechansim, while a distribution which is forward peaked or highly correlated with the incident beam direction is characteristic of a direct reaction (DR) mechanism. ${ }^{1}$

Measurement of the inelastic scattering angular distribution is complicated by background problems. This background is presumably due to: (1) slit scattering of the incident beam (which intro-
duces low-energy components to the beam, which are strongly elastically scattered by the target); (2) slit scattering of elastically scattered particles (and higher-energy inelastically scattered particles) by the detector slit; and (3) reactions in the detector (in which the detected particle does not cause a pulse with the full pulse height for its energy). These problems can be minimized (but not eliminated) by excellent beam tuning, by placing the detector slit between a large area $\Delta E$ detector and a smaller area $E$ detector, and using a tight particle selection window. Since the background is roughly proportional to the elastic scattering cross section, ${ }^{2}$ it increases rapidly as the
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