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Total cross sections have been measured for neutrons on 16 targets: 12 selected elements,
muscle-tissue-equivalent plastic, water, shielding concrete, and plastic scintillator. The
momenta of the incident neutrons 900 to 2600 MeV/c were determined by time of flight. Over-
all uncertainties are of the order of 5%%uo. The dependence of the total cross sections on the
atomic weight of the targets can be approximated by an A~ law, where P varies with momen-
tum from 0.72 to 0.84. The momentum dependence of the cross sections is found to be simi-
lar to that of neutron-proton cross sections. Results and similar analyses are also presented
for total inelastic cross sections.

1. INTRODUCTION

This report discusses the details of a measure-
ment of the momentum (P}and atomic-weight (A}
dependence of neutron-nucleus total and inelastic
cross sections for incident neutron momenta be-
tween 900 and 2600 MeV/c. The cross-section
data in this momentum region' ' show a transition
from the low-energy behavior which has been well
documented' "to the slowly falling momentum de-

pendence characteristic of high energies 'e ~ The
available experimental data have been supplement-
ed by several approximate calculations. "" They
are based on Monte Carlo methods, using avail-
able nucleon-nucleon cross sections, and reason-
able assumptions regarding the distribution of nu-
cleons inside the nucleus. Analytical methods for
calculating high-energy nuclear cross sections
have also been developed. '~ '6

The dependence of the cross sections on the mo-
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mentum of the incident particle at high momenta
is very similar to that of the p-p and n-P total
cross sections. However, the neutron-nucleon
cross sections exhibit strong variation in their
momentum dependence in the range of 900 to 2500
MeV/c, ~ where no single experiment has data suf-
ficient in quantity to describe the mass and energy
dependence investigated here.

This experiment was performed at the Princeton-
Pennsylvania accelerator (PPA) using a beam
which contained a broad spectrum of neutron mo-
menta; the nsomentum of each detected neutron
wa, s determined by time of flight. The neutron de-
tectors subtended a range of solid angles from the
attenuator location to allow an extrapolation to
zero solid angle. The neutral beam line and neu-
tron detector were essentially the same as for a
companion experiment which measured neutron-
proton (np) and neutron-deuteron (nd) total cross
sections. ~

The results of this experiment are of interest
for models of scattering on complex nuclei. Fur-
ther, the tabulations and simple parametrizations
have applications in radiation shielding and dosim-
etry. "

Several previous experiments" "have studied
total inelastic cross sections in this momentum
range. We add a substantial number of such mea-
surements.

2. EXPERIMENTAL METHOD

A. Total and Partial Cross Sections

The transmission of neutrons through an attenu-
ator is described by the equation

T =I/I, =exp(-nox), (2.l)

where the attenuator is assumed to be thin (multi-
ple collisions neglected) and T is the transmission,
I is the transmitted particle flux, I, is the incident
particle flux, n is the number of nuclei/cm' in the
attenuator, o is the cross section (cm'), and x is
the thickness of the attenuator (cm).

The transmission was measured by counting the
neutron rate with and without the attenuator insert-
ed i.n the beam. Data collection runs are thus re-
ferred to as attenuator "in" and "out" runs. The
measured neutron transmission data were correct-
ed for effects of finite beam and detector sizes,
according to the requirements for "good-geometry"
measurements. ""

The normalization of the detected neutron rate
was accomplished with indirect beam intensity
monitor s. Several scintillation-counter-telescope
monitors were placed in the neutron beam. Each
responded to a constant fraction of the neutron flux.

Detectors of different sizes were used to deter-
mine the neutron transmission rate, The trans-
mission for a given solid angle, Q&, subtended by
the jth detector is then determined by

Tq
——C~(M, /C„M, , (2.2)

where C&& and M; (C» and M, ) denote the detector
and monitor counts for an "in" ("out") run. The
partial cross section is

o&=(i/nx)ln(C& M;/C&&M ). (2.2)

B. Experimental Beam Line

A plan view of the beam line is shown in Fig. I.
The neutron beam was produced by the 3-GeV pro-
ton beam of the PPA on a, Pt target. The center
line of the neutron beam was at an angle of 20.9'
from the proton direction.

A 2-in. -thick Pb filter was placed in the beam
approximately 3 ft from the synchrotron target to
reduce the flux of y rays. It was removed and in-
serted by remote control. A sweeping magnet 30
ft from the target removed charged particles from
the beam. This magnet also generated a beam of
negatively charged particles used for various tests.
A second sweeping magnet at 87 ft from the target
removed charged particles originating in the pri-
mary collimator.

The beam consisted primarily of neutrons and

y rays. The neutral K-meson contamination is
estimated to be of the order 1:1000. The beam
was defined by a G-ft-long, 1.750+ 0.002-in. -diam
steel primary collimator built into steel and heavy
concrete shielding 70 ft from the synchrotron. A

Four different-sized detectors were used simulta-
neously, and the range of solid angles was further
extended by varying the attenuator-to-detector
distance.

The detected particles consisted not only of the
transmitted beam, but also of particles that inter-
acted in the attenuator and were scattered into the
solid angle subtended by the detector. Thus,

'do
O'g =0'g — —df

p (2.4)
tg

where or is the total cross section, (d&r/dt) is the
differential cross section for all reaction channels,
and t& is the four-momentum transfer (t& =O'Q&/w,

where k =the c.m. momentum and 0& =the c.m. sol-
id angle).

The total cross section was obtained by extra-
polating the partial cross sections to zero solid
angle (i.e., zero four-momentum transfer). The
extrapolation method compensates for effects such
as multiple nuclear scattering. " Details of the
extrapolation parametrization and its interpreta-
tion are presented in Sec. 3 D.
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second steel collimator, 2.625+0.002 in. in diam
and 5 ft long, at 95 ft, was used to eliminate par-
ticles interacting in the primary collimator.

The attenuators were positioned on a movable
platform -106 ft from the target, and the detector
was at -111ft from the target. The collimators,
the attenuators, and the detector were coaxial to
within +, in.

P, =T„/(k, Q, +Tr),
where T& is the TOF of the y rays (nsec), k& is the
scale factor (nsec/channel), and Q~ is the time de-

(2.5}

C. Momentum Determination for the Neutrons

For this experiment, the PPA produced beam in
-1-nsec bursts separated by 67 nsec. The momen-
tum of each detected neutron was determined by
measuring its time of flight (TOF) between its
source and the detector. A signal obtained at the
time the neutron was produced was used as the
start signal for a time-to-amplitude converter
(TAG), and the neutron detection signal was used
as the stop signal. The TAC output signal ampli-
tude is proportional to the time elapsed between
the two input signals. The TAC output pulses were
stored in a multichannel pulse-height analyzer
(PHA). The time scale corresponding to the PHA
scale, and hence the TOF of the neutrons in any
given channel was determined by calibrating the
PHA in terms of known time delays (calibrated
cables). Similar systems are described else-
where. '

The origin of the time scale was established as
the TOF of y rays in the beam. The TOF of the
neutrons was measured with respect to this origin.
The velocity of a neutron, P~, in units of the speed
of light is given by

lay of the neutrons with respect to the y rays (PHA
channels corresponding to detector module j). For
a particle of mass M at momentum P&, the momen-
tum resolution can be calculated by

dP)/P( = (P(/M) (PTr) 'd(k, Qg) . (2.6)

The timing resolution of the TOF system was 1.7
nsec full width at half maximum (FWHM) as deter-
mined from the y peak in the TOF spe"trum. The
momentum resolution calculated using Eq. (2.6)
was 2/0 for 900 MeV/c and 11%for 2500 MeV/c
neutrons. A typical TOF spectrum is shown in
Fig. 2.

There is an ambiguity in the TOF measurement,
since slow neutrons in one burst may be overtaken
by fast neutrons from the succeeding burst. With
a 67-nsec interval between bursts, this occurs for
neutrons of momenta below 750 MeV/c for the
flight path used in this experiment. In order to
discriminate against such neutrons a range cutoff
was introduced in the detector. (See Sec. 2F.}

D. Beam Monitors

There were four scintillation-counter telescopes
in the neutral beam: G, J, W, and I as shown in

Fig. 1. They differed in size, shape, rate, and

response to neutron interactions in the beam. A

comparison was made of their performance through-
out the experiment, and temporary malfunctions
in the monitors were detected and remedied. Sec-
tion 3 B describes the method used to check the
consistency of the monitors and to compute the
normalization for a given subset of the data.

Also shown in Fig. 1 are two counter telescopes
in the charged beams, S and X. These were used
for various auxiliary functions such as checking
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FIG. 1. Plan view of the experimental beam line. The various scintillation counters (6, J, W, I, 8, X)
are not drawn to scale.
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TABLE I. Properties of the elemental attenuators.

1/nx
(mb)

20-
MOMENTUM (MeV/c )

Beryllium
Carbon
Aluminum
Iron
Nickel
Copper
Zine
Silver
Tin
Lead
Bismuth
Uranium

1597
1776
3250
5612
5856
6319
6408
9852

10428
14143
14173
16988

E. Attenuators

the stability of the TOP system but not for normal-
ization.

LLI

LLI l0-0
X
III
X 5
z

IO 20
I I I

50 40 50 60
CHANNEL NUMBER

70 80

FIQ. 2. A typical time-of-flight spectrum, The cali-
bration is approximately 1 nsec/channel. The upper„non-
linear scale gives a momentum corresponding to the
TOF channel number. The steep slope of the spectrum
at high momenta amplifies the effects of any timing
shifts. The data are shown before being grouped into
bins as described in Sec. 3 C.

The properties of the attenuators are listed in
Tables I and II. The quantity (I/nx) in Eq. (2.3)
was obtained for each attenuator form

mx= pxA, /A, (2.7)

where p, is the fraction by weight of component i
of the attenuator, and m,. is the number of atoms
of each component per molecule. If the cross sec-

where A is the atomic weight, A, is Avogadro's
number, and p is density in g/cm'.

For molecular targets, an average (nx) was cal-
culated:

(nx) = pxA, +P, /A, = pxA, (pm, )/(pm& A)

= pxA, /(A) (2.8)

(o) = (Qm,.g, )/(gm, ) . (2.9)

We feel this to be a particularly convenient choice
of weighted averages which should give an exact
result for the attenuation in any substance.

The thickness of the attenuators was chosen for
a value of (mrx) = 0.2 for all materials to give rea-
sonable attenuation without large multiple scatter-
ing corrections. Experimental measurements
confirmed that multiple nuclear collisions in the
attenuator had a negligible effect on or. (See
Sec. 3F.)

tions are weighted by the latter quantity, it is easy
to show that

(nxo) = Qn;xo; =(nx)(o),

TABLE II. Properties of the molecular attenuators.

Name

Muscle-tissue-equivalent plastic A-150 '

Pilot B scintillator b

LC240 concrete glmenite)

Equivalent
1/nx (mb)

1041

798

3812

Composition
{wt%)

C: 77,3
N: 3.49
F: 2.44

H: 10.25
0: 3.99
Ca: 2.54

Fe: 38
Ca 22

0: 32
Si: 8

C: 91.6 H: 8.4

Distilled water 882 H; 11 0: 89

~ Material and composition kindly provided by professor Francis Shonka, physical Science Laboratory, St. procopius
College, Lisle, Ill. 60532.

b pilot Chemical Div. , New England Nuclear Corp. , 36 Pleasant St., Watertown, Mass,
C. J. Tsao, R. B. Curtis, and G. K. O' Neill, Princeton-Pennsylvania Report PPAD-A45, 1958 (unpublished). The

shielding material was manufactured to PPA specifications by various manufacturers.
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The attenuator mounts were designed to minimize
the material near the beam. The attenuators were
glued between two sheets of 0.002-in. -thick Mylar.
A similar mounting without an attenuator was in-
serted in the beam for the "out" runs. Longitudinal
displacements of the attenuators to pinned posi-
tions along rails were used to vary the solid angles
subtended by the neutron detector.

F. Neutron Detector

spacer was included so that the amount of materi-
al encountered by a neutron would be independent
of the distance from the beam axis. The diam of
these counters matched the converter. The third
counters (type "2")were - in. thick and a full
24x24 in. They were placed in coincidence with
the solid-angle-defining counters and also served
to detect charged particles incident on the next
module. The A and F counters were also of this
type.

Bp Ba C Dp 02
A2

J
B~

J Co C2 I DI
J

EI
Ep )E~

r
I

PV '

The neutron detector is shown schematically in
Fig. 3. The scale has been expanded along the
beam direction to separate the components. The
detector was 24 by 24 in. in the plane perpendicu-
lar to the beam. It consisted of an initial counter
A, followed by four modules (B, C, D, and E),
2-,' in. of steel, and a final counter E.

Each module contained three counters. The
first counter (type "0")consisted of a l-in. -thick
Lucite disk-shaped converter centered and glued
inside a rectangular Lucite box with walls —,-in.
thick. The converters were 5.0, 8.0, 10.3, and
12.0 in. in diam. The boxes were filled with a
mineral-oil-based liquid scintillator" which was
used to detect particles produced outside the con-
verter. The second counter (type "1")was —,'-in. -
thick circular plastic scintillator positioned in
the center of a 24 by 24-in. Lucite spacer. The
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G. Electronics

The functions of the electronics in this experi-
ment fall into several categories: (l) formation
of the timing signal, T„which was produced
when a burst of protons struck the production tar-
get; (2) formation of the timing signal originating
in any one of the four transmission detectors;
(3) processing and storage of the TOF information
by a TAC and a PHA; (4) calibrations and checks
of system performance; (5) processing and storage
of monitor information.

The start signal for the TOF system was pro-
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FIG. 3. The neutron detector. The various compon-
ents of the first module are indicated as: J30. Lucite neu-
tron converter surrounded by liquid scintillator used to
veto events outside the conversion volume; A2, I3~, and

I32, plastic scintillators used to define the position of
the conversion point. This pattern is repeated in the oth-
er modules. Note that the horizontal and vertical scales
are different. The counter between the two steel slabs
was not used in this work.
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Fa c wo

IgC I

FIG. 4, Schematic of the detector electronics. The
symbols are; D, fixed-threshold discriminator; C,
coincidence; A, anticoincidence; ATTEN. , attenuator;
INV. , inverter; o, sealer output;, further connection
to electronics not shown here.
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vided by a signal (T„)from a water Cherenkov
counter placed near the synchrotron target. The
T„signal was fed into two discriminators: a
fixed-threshold discriminator and a zero-cross-
ing discriminator for time definition. The sig-
nals were placed in coincidence with the zero-
crossing output delayed to determine the timing
of the coincidence output. This output (To) was
passed through a variable delay used for precise
time adjustments and small corrections for drifts.
Since T, was required before an event TOF could
be recorded, appropriate coincidence logic was
included to ensure that no event was processed
which lacked a Tp signal. The fraction of events
with To present was measured continuously and
found to be about 98'f~ with variations of order 1%.
This introduced negligible error into the final
cross sections, since monitors were corrected
for To inefficiency.

A block diagram of the neutron detector elec-
tronics is shown in Fig. 4. Valid neutron events
were defined as (barred signals signify anticoinci-
dence)

B=A~BOB,B2F2,

C = A2 B2CoC~ C2F2 ~

D = A2 C2DOD, D2F2,

& =A2Da&oE~E2F

Counter E, was required to ensure that the charged
interaction products had at least enough energy to
penetrate the steel absorber, thus setting an en-
ergy threshold on the detected neutrons.

Coincidence timing was arranged to ensure that
the start and stop signals to the TAC mere always
derived from T, and the appropriate "1"counter.
The TAC output was sent to a 1024-channel PHA.
The memory of the PHA was separated into eight
128-channel banks, each bank constituting a com-
plete TOF spectrum. Each of the detector modules
was assigned one bank. A fifth bank was used to
store spectra from multiple-module events (usual-
ly events too closely spaced in time to be separat-
ed by the gating and routing logic). The other
banks were used for periodic TOF calibration
runs.

The monitor electronics were standard three-
counter-telescope logic systems which were
gated and scaled appropriately. Several auxiliary
functions of the monitors are described in the
next section.

A master gating system was used to turn on the
fast logic only during a predetermined optimum
interval within the synchrotron spill time. This
interval was chosen to obtain uniform beam inten-
sity and minimum variation of primary proton

momenta. The system also gated off the electron-
ics after each event was detected and kept it off
for the duration of the PHA dead time.

H. Calibration and Checking Procedures

Detector Effi ciency

The detector efficiency can vary due to changes
in the gain of the photomultipliers and mechanical
stresses in the scintillator and light-pipe as-
semblies. Temperature changes w111 cause vari-
ations in the behavior of the electronic components
which appear as effective changes in efficiency;
they may also be the source of mechanical stresses.

The temperature of the electronics enclosure
was kept constant using air conditioning and fans.
The detector was enclosed and maintained at con-
stant temperature by cool air piped in from the
electronics enclosure.

Each photomultiplier was operated well into its
voltage plateau in order to have minimum depen-
dence on drifts in the high voltage and to have
optimum efficiency. The voltages were monitored
throughout the experiment and all observed changes
were smaller than 0.1%.

Auxiliary signals were derived from "1"and "2"
counters to monitor the counter efficiency, as
shomn in Fig. 4. These signals were attenuated
and placed in coincidence with the "1"and "2"
counters of each module together with the F sig-
nal. These signals are n, B', p, C', y,D', b,E',
P,B', y, C', 8,D', and e,E'. The attenuation was
chosen to correspond to the 5090 point in photo-
multiplier gain. In addition, the relative counting
rates for each of the four modules were recorded
and compared (B', C', D', and E'). Some dis-
continuous changes in the relative efficiencies
were found for groups of runs, mainly in the
efficiency of E, the largest of the detector mod-
ules. These changes could not be traced back to
any single cause. They may be due to occasional
temperature variations which are known to have
occurred. The data from a module showing an
abrupt variation in efficiency were excluded from
the partial cross-section data set for the affected
runs.

Time-of-Flight Calibrations and Stability

The PHA time scale was calibrated by removing
the Pb filter from the beam and taking TOP spec-
tra where the y rays dominated. Two spectra
were taken for every calibration, one without
additional delays, and one with T, delayed by a
calibrated 78.35-nsec delay. The first spectrum
defined the origin of the time scale as the position
of the y peak, while the combination of both gave
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the number of PHA channels corresponding to
78.35 nsec. This gave a value for the quantity

k, in Eq. (2.5), equal to 0.850 +0.002 nsec/channel.
The functioning of the TAC and the linearity of

the TOP system were checked using a pulse genera-
tor as the event signal. Since there was no cor-
relation between the pulses from the generator
and T, pulses, a uniform distribution of time in-
tervals, or "white spectrum" resulted. Non-
linearities in the analyzer found in this way amount-
ed to less than 0.1%.

Drifts in T, timing were monitored using a "time
vernier" described in detail in Ref. 36. The sys-
tem was sensitive to changes of 0.1 nsec.

Alternate Bucket Contamination

The operating mode of the PPA which gives 6V-

. nsec intervals between proton bursts in achieved
by electrostatic chopping at injection. This re-
sults in filling only four of the eight phase-stable
regions (buckets). Normally, the number of pro-
tons in the "empty" buckets is less than 0.1$ of
the number in the "full" buckets. At this level,
the background of unwanted events from "empty"
buckets in negligible. However, unexpected
changes in synchrotron tuning can raise this
"alternate bucket contamination" to undesirable
levels. The S monitor was used to monitor the
alternate bucket contamination. To do this, an
STD coincidence was set up between the 8 monitor
and To and compared with the same coincidence
obtained by delaying T, 33 nsec. The h,lternate
bucket contamination, . remained less thy, n tPe noise
level of 0.1% for the duration of the experiment.

Intensity Variations

The synchrotron magnet program at the PPA
is sinusoidal. This causes a 10/p variation in pro-
ton momentum during the beam spill time. Varia-
tions in the spill rate as a function of spill time
and thus as a function of proton momentum were
monitored using the X telescope. The X monitor
counts were separated into four spill-time re-
gions and recorded separately on four scalers
using timing signals from the synchrotron to gate
a signal correlator. The four relative counting
rates remained in constant proportion within
tolerable limits.

I. Solid Angle Correction

The efficiencies of the detector modules were
not uniform over their full area due to geometri-
cal edge effects. For a neutron striking the edge
the relative efficiency should be about 50% since
the recoil proton has an equal probability of going
away from or toward the axis of the detector.

(Multiparticle final states raise the edge effi-
ciency. ) The rate of spatial variation of the rela-
tive efficiency depends on the angular distribution
of the recoil protons in the laboratory system.
This nonuniform relative efficiency can be account-
ed for by defining an "effective solid angle, " since
the average detecting surface is smaller than the
detector area when weighted in this manner. This
definition applies to the scattered neutrons; the
efficiency for the transmitted beam does not change
from "out" to "in" measurements. It also assumes
a uniform Qux of neutrons.

The radial dependence of the relative efficiency
can be measured by moving the detector across
the beam. With a pencil beam the relative effi-
ciency is directly measured in this ma, nner. We
performed such a measurement with reduced
apertures in the neutron beam. The resultant
efficiency profiles were used to compute the "ef-
fective" solid angles used in the analysis.

J. Data Collection

Data were taken at two detector positions: 110.7
and 118 ft from the synchrotron target, and a total
of four attenuator-to-detector distances: 30.9,
60.4, 117, and 204 in. (+0.1 in. ). In addition a
few runs were taken at an attenuator-to-detector
distance of 16.4 in. in the first detector position.

Approximately two million events were detected
in each "in" run for a given attenuator and one de-
tector position. The attenuator was then changed
and a new run started. Each run took -1-,' h. An
"out" measurement and a y peak calibration were
performed for every three "in" runs.

A total of 272 runs were performed, of which
50 correspond to testing and debugging of the
apparatus, and were discarded. For each run the
TOF spectra were punched on paper tape and
typed. The recorded sealer data consisted of
monitor telescope counts„ integrated events per
module, total number of events (with and without

T, coincidence), detector efficiency monitoring
signals, relative proton beam intensity, and time-
vernier coincidence rates. Other data for each
run consisted of sealer counts, attenuator pa-
rameters and position, T, delay, and beam status
data such as magnet currents and y-filter posi-
tion. All the run data were transferred to mag-
netic tape for computer processing and checked
against the original records.

3. DATA ANALYSIS

A. Data Selection

To group runs in a systematic way, the long-
term variation of relative monitor counts, events
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per module, efficiency monitors, and y-peak
positions were studied. In addition to obvious
malfunctions noted during the experiment, it mas
found that: (1) Long-term drifts existed in the
relative proportion of monitor counting rates;
(2) long-term drifts existed in the position of the

y peaks, and short-term drifts were of the order
of 0.1 nsec or less between y calibrations; (3)
occasional abrupt changes in a module's efficiency
occurred as described in Sec. 2H, extending over
several runs in some cases.

In order to take advantage of existing computer
programs, "the data were grouped into "sets"
containing tmo "in" runs and a common "out" run.
The criteria for selecting the runs to be combined
111to a set llFere: (1) No kllowll slglllficallt cllallges
occurred in the time during which all the data in
the set were taken; (2) the runs were all taken
within an S-h period to minimize the effect of
drifts; (3) the results of the normalization proce-
dure to be sescribed in Sec. 3 8 yielded an accept-
able fit.

The total amount of data rejected at the various
stages of the analysis did not exceed 12% of the
data taken.

WWMWOO
C4 l LC LC

C5 O

OOOa On OOOOOn O O W Cq N & aO
Cb

I I I I I I I I
O .O

O WO WOOOO
CO W

OOAAOO
LC LAC C4OOWCOt-COM

04 04

OOOOOOAOOO
C&

I I I I I I

O
W CO ~ aQ O M

O

I

8. Normalization

Data from each of four monitor telescopes were
present for each of the three runs in a given data
set. These 12 numbers mere subjected to a least-
squares fitting procedure in order to determine
the best normalization ratios [M,. /M, in Eq. (2.2)].
Data in mhieh there were obvious monitor mal-
functions were discarded. Further tests mere
made on the basis of the X probability, P, in the
normalization procedure. In cases where P was
less than 1%, we attempted to improve the data
by discarding one or more monitors or runs from
consideration. In three eases a different "out"
run was substituted. In about 5% of the cases P
remained less than 1%, and these sets were dis-
carded. About 25% of the cases had P between
1% and 10%. For these, the monitor variances
were scaled up by a factor of g'/NDF. " (NDF is
number of degrees of freedom }The rema. ining
V0% were accepted without adjustment of the nor-
malization. Several sets consisting entirely of
accepted "out" runs mere also generated. The
partial cross sections for all such sets, calcu-
lated as described in Sec. 3 C, were zero within
statistical errors. This- result indicates that no
bias mas introduced by the above process in
selecting "out" runs.

Detector counting statistics dominate the errors,
and uncertainties in the normalization error dis-
cussed above introduce a negligible effect. How-
ever, the final cross sections seem to fluctuate
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from subjectively "smooth" curves more than
one expects statistically, and in a way which sug-
gests monitor fluctuations. In our judgment, one
should assume an additional 4%%uq uncertainty in
element-to-element comparison. This should be
interpreted only as an over-all scale uncertainty
in the cross section vs momentum for a given
element.

C. Calculation of Partial Cross Sections

o, = b, exp(-b, t;)+ b, t, + b, . (3.1)

Comparison of Eq. (3.1) with Eq. (2.4) and the
definitions a„a„and a, shows that b, = a,/a„
b2 = ~, b, = —a„and 0~ = b, + b .

Several constraints were imposed on the fitting
function in order to attempt a physical interpreta-
tion of the coefficients in Eq. (3.1). It is clear that
b y b2 and b4, as defined, must be positive, and

that b3 must be ne gative . The requirement on b,
and b4 stems from their interpretation in terms of
the total elastic and inelastic cross section, while
the requirements on the other two coefficients
stem from the fact that the partial cross sections
decrease with increasing t (i.e., the slopes must
always be negative). These constraints were in-
corporated into the fitting program. In addition,
the nuclear radius parameter was fixed according
to

b, =6 42r 'A'" (.GeV/c) ' (3.2)

The partial cross sections defined in Sec. 2

were calculated using Eq. (2.3). The neutron
momenta were grouped into 17 intervals or "bins"
consistent with the momentum resolution (see
Table III) for all but the highest momentum, which

has as its upper limit our high momentum cutoff.
Partial cross sections were obtained for every
module and every momentum bin, resulting in a
total of between 12 and 20 partial cross sections
for every attenuator, per momentum bin. Partial
cross sections corresponding to the same solid
angle and attenuator were averaged before being
used in the solid-angle extrapolation.

D. Extrapolation Procedure

In principle, do/dt in Eq. (2.4) can be separated
into an elastic and an inelastic part. To a good
ap'„.)roximation the elastic cross section is known

to follow an exponential law of the type a, exp(-a, t)
for small values of t." In terms of an optical
model for diffraction around a black disc, '
a, =or/16m and a, = —,R', where R is the nuclear
"radius. " The inelastic differential cross section
was assumed to be isotropic, do/dt;„„=a, . The
total cross section was obtained by fitting the par-
tial cross sections to a function of the form

where ro=1.27&&10 "cm from a fit to high-energy
nucleon-nucleus scattering data, "and the numeri-
cal factor is (4K'c') '.

In the framework of the optical model (disre-
garding spin), the dimensionless quantity b~/b,
=4m. This equality cannot be expected to hold

exactly due to the limitations of the model. How-

ever, it was roughly constant with momentum for
each target, confirming that the fitting procedure
was reasonable.

The extrapolated cross sections are extremely
insensitive to the specific fitting function. Various
trial fitting functions were tried in the early stages
of the data analysis: parabolic in t, simple expo-
nential, and Eq. (3.1) without fixing b, to a given
value, as well as changing b, by factors of 2. The
total cross sections so obtained did not differ by
more than 1 standard deviation from each other,
although some of the fits were noticeably worse
than others.

The partial cross sections were extrapolated us-
ing a computer program" to minimize y' given by

X'=El« -f(&)j II'~g 'I. « -f(&)l (3.3)

where f(b) is the function given by Eq. (3.1), and

W;,. is the input data weight matrix. The values of
the minimum X' were on the average equal to NDF.

Two sources of random error were considered:
event counting statistics and monitor normaliza-
tion. The normalization uncertainties gave rise
to module-to-module correlations, since the same
normalization parameter was used for all four
modules in a given run. It was assumed that there
were no correlations among module events or be-
tween monitors and modules.

In the extrapolation to zero angle, the parameter
errors, as well as the statistical errors in the
total cross sections, were obtained from the pa-
rameter error matrix V ', where

»'(x')
2 Bb]bb~

and the b's are the fitting parameters. 4'

(3.4)

E. Backgrounds

A low momentum neutron background was present
in the TQF spectrum region corresponding to the

highest momentum bins. This background contri-
buted less than 0.5% to the B and C modules, but

between 1 and 2'%%uo of the D and E modules. The af-
fected data were discarded.

The effect of accidental coincidences were as-
sessed in a subsequent experiment, ~ after the ad-
ditional counter shown in Fig. 3 was inserted in
the steel. The effect of accidentals was estimated
to be of the order of I'%%u~ of the partial cross sec-
tions.
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F. Systematic Effects

The following sources of systematic uncertain-
ties do not contribute significantly to the final er-
rors (-0.1/0 each): (1) errors in the determina-
tion of the flight path for the neutrons, (2} nonlin-
earities in the PHA, (3) the alternate bucket con-
tamination, and (4) contamination of the beam by
neutral K mesons.

The following possible sources of nonnegligible
systematic errors were considered:

Monitor dnfts and fluctuations. As discussed in
Sec. 38, we estimate run-to-run systematic fluc-
tuations which behave like monitor errors. These
errors affect the smoothness of the dependence of
cross section on atomic weight for any given mo-
mentum, but do not affect the momentum depen-
dence for a given element. The estimated magni-
tude of the uncertainty is 4% of the cross sections.

Timing drifts. There are two possible kinds of
timing drifts: shifts in the origin and changes of
the time scale. These may result in two types of
errors: (1}mislabeling of momenta and (2) in-
compatible "in" and "out" pairs of runs. Short-
term drifts of the origin corresponding to single
data sets of three runs are estimated to be less
than 0.1 nsec. The effect of such a shift is less
than 2%%uc up to a momentum of 2.6 GeV/c. This un-
certainty was taken into account by adding the tim-
ing uncertainty in quadrature to the statistical un-
certainties.

A systematic rate dependence of the TAC output
was discovered subsequent to this experiment. As
a result the scale factor k, in Eq. (2.5) could vary
between two values differing by approximately 1%
corresponding to two states of the TAC. The es-
timated error due to this change of scale is as
large as 10% for high momenta but less than 1'%%uo

for momenta less than 2.6 GeV/c. The reason for
this momentum dependence is the fact that higher
momenta correspond to the steep slope portion of
the TOF spectrum, as may be seen in Fig. 2.
Very small changes in the time axis will be am-
plified greatly on the event axis. For this experi-
ment, data above 2.6 GeV/c were discarded.

Variations in detector efficiency. These were
detected as abrupt variations in the relative count-
ing rates, which were constant within statistics
during the rest of the experiment. Rather than cor-
rect the affected partial cross-section points, they
were excluded from the fitting procedure. The
elimination of such points improved the g' of the
fit.

Multiple nuclear collisions. Deviations from an
exponential attenuation law due to multiple nuclear
collisions in the attenuator were tested experimen-
tally by measuring the transmission of Al attenua-
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FIG. 5. The cross sections for aluminum as a function
of attenuator thickness. Since there is no systematic
dependence on thickness, we conclude that the double
scattering correction is negligible. Values of g refer
to comparisons of the dashed lines with the data.

tors in the range 0.1 to 0.4 mean free paths. A

straight line fit was made to the partial cross sec-
tions, since only four solid angles existed for each
Al thickness. The results have been plotted for
representative momenta in Fig. 5. It may be seen
that they are consistent with the assumption of a
constant cross section and that multiple collisions
do not affect the final results. A similar conclu-
sion may be drawn for all attenuators, since their
transmissions were approximately equal.

Target comPosition. The uniformity of the ele-
mental targets and water was approximately 0.1%
as determined by density measurements on differ-
ent samples of the attenuator material. Only one
sample of scintillator was measured. The estimat-
ed uncertainty was 1%. The uniformity of the other
molecular attenuators determined in the same way
was between 3 and 5'%%uo. The range in variation of
the composition of the various molecular attenua-
tors is estimated to be between 5 and 10%%uo. The
final uncertainty affects the average atomic weight
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4. RESULTS AND DiSCUSSION

A. Total Cross Sections

The total cross sections for nuclear attenuators
have been tabulated in Table III, together with
their uncertainties. Also indicated are the mo-
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of these attenuators at an estimated V% level.
These percentage errors affect the cross sections
directly through the factor 1/nx in Eq. (2.3}.

Summary of systematics. For the elemental tar-
gets water and scintillator, the unexplained 4%
fluctuations which we have attri. buted to monitor
errors dominate. For the other molecular attenua-
tors, the '1% uncertainties in density and composi-
tion dominate.
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mentum bin limits, the average momentum I'„,
and' the average kinetic energy T„of the incident
neutrons. The total cross sections were obtained
by the extrapolation procedure described in Sec.
3D. Figure 6 shows the partial cross sections
and fitted curves for nickel at several momenta
to illustrate this procedure.

The uncertainties quoted with each cross section
are determined mainly by counting statistics with
the uncertainty due to timing shifts added in quad-
rature. Where correlations among these uncer--
tainties exist, they are small. The over-all scale
uncertainty for each element has been quoted sepa-
rately. The scale uncertainties are fully correlat-
ed for cross sections at all momenta for a given
element, but uncorrelated from element to ele-
ment. There is probably an additional systematic
error in the data for all elements at 2500 MeV/c.
These data had the poorest momentum resolution
and were most affected by timing drifts. From re-
sults of the fits described below, it may be of or-
der 10-15%.

The total cross sections for neutrons on nuclei
for incident momenta below 960 MeV/c have been
discussed by Nedzel' and Ashmore et gl. ' A com-
mon feature of these cross sections is a rapid drop
from their maximum value near the thresholds of
nuclear reactions to minima at a momentum of ap-
proximately 800 MeV/c, the threshold for meson
production.

The present measurements link the low-momen-
tum region discussed above to the high-momentum

FIG. 6. Examples of the graphs for extrapolation to
zero scattering angle. The independent variable, t, is
the four-momentum transfer for an elastically scattered
neutron vrhich intersects the edge of the transmission
counter. Note that the left-hand vertical axis is dis-
placed from zero for clarity of presentation. The data
presented are for Ni,

O.OI l
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ATOMlC V/EIGHT = A

FIG. 7. Total cross sections as a function of atomic
weight for 925 MeV/e.
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region. Figure 2 of Schimmerling et al."showed

the total cross sections as a function of incident
neutron momentum for momenta up to 20 GeV/c.
Data from the most recent measurements in this
range are also shown in that figure along with nP
and nd cross sections. ~'4 4' It may be seen that
the total cross sections increase from a low value
at -800 MeV/c to a broad maximum around 2.3
GeV/c, decreasing slowly thereafter as a conse-
quence of the decreasing nucleon-nucleon cross
sections. The momentum dependence of the total
cross sections is discussed in another context by

Ericson and Locher. "
The momentum dependence of the total cross sec-

tions is similar to that of the np total cross sec-
tions in the present momentum range. ~ At higher
momenta the ratio of the n-nucleus total cross sec-
tions to the np total cross section has been found

to be constant for a given target nucleus between
8 and 21 GeV/c. " Interpretations of this behavior
have been given elsewhere. """

The total cross sections for all attenuators have
been plotted as a function of atomic weight in Fig.
7 for 925 MeV/c. The cross section for oxygen
has been calculated using the results for water and

the data for hydrogen from Ref. 27. The molecular
attenuators have been plotted at a position corre-
sponding to their average atomic weight as given

by Eg. (2.8). To a first approximation the data
are well represented over the experimental mo-
mentum range by a function of the form e~
=o,(P)A@~~, where o, and P are constants for
a given momentum. The results are presented in
Figs. 8 and 9. The quoted scale uncertainties
were added in quadrature to the uncertainties on
individual data points for the fits at each momen-
tum. The fact that the values of X' are generally
acceptable indicates that our estimates of system-
atic uncertainties are correct. All elements from
Table I were included in the fit (9 &A & 238).

The dependence of the total cross section on

atomic weight does not support the assumption

P
=-', often made for calculations of nuclear cross

sections. " Such cross sections used are between
10 and 25% smaller than the present experimental
results, depending on element and momentum.

There is a statistically significant energy de-
pendence in both parameters. As expected, c,(P)
has the same qualitative behavior as the elemen-
tary neutron-nucleon cross sections. The parame-
ter P(P) is observed to decrease with increasing
elementary cross sections. To some approxima-
tion, the mean free path in nuclear matter should
be inversely proportional to some weighted aver-
age of the elementary cross sections. If the mean
free path is long compared to the nuclear diameter,
we expect to have P = 1 and o, small. If the mean
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free path is very short, we expect complete shad-
owing with JB =-,'and o, approximately equal to the
prediction of a black sphere model. Since the
same forces are responsible both for nuclear bind-
ing and the scattering process under study, it is
not surprising that our results lie between the two
extremes, and that they vary in a manner consis-
tent with nP and nn cross sections. These results
supersede the preliminary analysis of the slope
parameter, P, presented in Ref. 44.
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B. Interpretation of the Extrapolation Parameters
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The interpretation of the model used to fit the

partial cross sections is that b, is the total elastic
cross section and b, is the total inelastic cross
section. Due to negative correlations the data do
not constrain b, and b4 separately, although their
sum is well determined. These uncertainties due
to these correlations are worse for light nuclei
and for small momenta for the incident neutron,
where only a small range of 5 is sampled, and
where the "elastic" and the "inelastic" slopes may
not be very different.

In those cases where the region extending beyond
the first minimum in the diffraction peak is well
sampled, mainly for momenta above 1100 MeV/c
and for medium to heavy elements, the parameters
can be used to obtain an estimate of the elastic and
inelastic total cross sections. As an illustration,
b4 has been plotted as a function of incident neu-
tron momentum in Fig. 10. Experimental values
of inelastic cross sections have been included for
comparison, using both p-nucleus and n-nucleus
data. Also included are results from Monte Carlo

70-

INCIDENT MOMENTUM (MeV/c)

2.0—
Lead

~ $ ~

O I.5-
I—
O
W

(A
(/7
O

~ 05—
Il

TIl Il .0 II
Il Fp

-- IlIl T

A}uminum

II

II

0.4—

FIG. 9. The parameter p as a function of momentum.
See Fig. 8 for symbols and references.

E

b
50-

40

Il

II
II

~ THIS EXPERIMENT

g ASHMORE et al. (a)
0 NEDZEL et al. (b)
6 BOOTH et al. (c)
OFOX et al. (d)

0COOR et al. (e)

I

IOOO l500 2000
INCIDENT MOMENTUM (MeV/c)

I

2500

FIG. 8. The parameter o'p(P) as a function of momen-
tum: (a) A. Ashmore et al. , Proc. Phys. Soc. (London)
A70, 745 (1957); (b) V. Nedzel, Phys. Rev. 94, 174
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293 (1958); (d) R. Fox et al., Phys. Rev. 80, 23 (1950);
and (e) T. Coor et al. , Phys. Rev. 98, 1369 (1955).

I

I.O
I

2.0
I

2.5

NEUTRON MOMENTUM (GeV/c )

FIG. 10. The parameter b4 for Al and Pb. The sym-
bols are: Cj: neutrons and g: protons, H. W. Bertini,
Oak Ridge National Laboratory Reports Nos. ORNL-TM-
1225, 1965 and ORNL-TM-1966, 1967 (unpublished);
~: neutrons, N. E. Booth et al. , proc. phys. Soc. (Lon-
don) 71, 293 (1958); A: protons, N. E. Booth et al. ,
Proc. Phys. Soc. (London) 71, 209 (1958); ~: protons,
F. F. Chen et al. , Phys. Rev. 99, 857 (1955); Q: neu-
trons, T. Coor et al. , Phys. Rev. 98, 1369 (1956); 0:
neutrons, this experiment; and: D. V. Bugg et al. ,
Phys. Rev. 146, 980 (1966). This curve has been drawn
from numbers obtained by subtracting the elastic from
the total cross section in the graph of the original publi-
cation, and it has large, unknown uncertainties.
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calculations by Bertini" of the penetration of pro-
tons and neutrons into nuclei. The agreexnent with
other experimental data is surprisingly good, and

b, and b4 may be concluded to px'ovide at least quali-
tative information on the components of the total
cross sections.

Under the assumption that b4 is a good measure
of the total inelastic cross section, we present the
results in Table IV. The uncertainties have the
same interpretation as those in Table III. The mag-
nitude of the scale uncertainty for each element is
identical in magnitude and fully correlated with
that given in Table III.

We have performed least-squares fits of the in-
elastic cross sections to the function

(P) A 81(P)

We find no statistically significant momentum de-
pendence. The data at all momenta were subjected
to a least-squares fit to a single pair of parame-
ters. Correlated uncertainties were included in
the calculation of X'. The results are

~or =43 2+ 2 3

P~ = 0.719+ 0.012,

X2= 231 (NDF = 178) .

The value of y' is somewhat high. We attribute
this to additional systematic erxors in computing
the inelastic cross section rather than to momen-
tum dependence because y' is not greatly impxoved
by allowing the parameters to vary with momen-
tum. Although the fit was made to all elements in
Table I (9 ~A. ~ 238) the lighter elements exerted
little influence on the fit due to large uncertainties
ln thelx' CX'oss sections.

C. Molecular Attenuators

The average cross sections, (o), for the molecu-
lar attenuators were computed according to Eqs.
(2.8) and (2.9). Comparison was made with the ex-
pected cross sections using Eq. (2.9) with the fitted
values of o,(P) and p(P) (Figs. 8 and 9) used to de-
termine the values of o, . In the case of hydrogen
nuclei, the neutron-proton cross sections mea-
sured in Ref. 27 were used. The agreement was
good within the uncertainties quoted in the pre-
vious section. Since the predicted values are
somewhat more accurate than the direct measure-
ments on the molecular attenuators, we ha.ve not
tabulated the latter. Several of the measurements
are among those plotted in Fig. V. The va1ue of A
used for the horizontal coordinate is (A) from Eq.
(2.8). This represents a further useful approxima-
tion not included in the equations. It is possible
to get a fairly good approximation (even with hy-
drogenous materials} to the average cross section
by simply using (A) in the expression o,(P)(A)@~~.
If accuracy better than about 15% is required, one
should evaluate the more accurate (but more te-
dious) expression o,(P)(A@p~).
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