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The energy dependence of the neutron asymmetry parameter for nuclear capture of muons
has been measured in Si, S, and Ca for neutron energies of 4-53 MeV. Contrary to most
recent experiments, the asymmetry parameter is strongly positive over much of the energy
range, with values as much as 9 standard deviations from zero. Because of the unusual na-
ture of these results the experiment was performed twice and with excellent agreement be-
tween the two sets of data. The integrated asymmetry parameter for E„&15.6 MeV is +0.316
+ 0.023 for Si and +0.290 + 0.034 for Ca, values which are in direct cc nflict with the "standard"
V -A. theory. Recent theoretical calculations by Bogan and by Piketty and Procureur obtain
positive asymmetries, though not yet in good quantitative agreement with these data. The
neutron energy spectra from the three targets are all quite similar. They are consistent with
a simple exponential falloff in E„with a decay constant of 7 MeV. The theoretical calculations
cited above are in good agreement with higher-energy regions of the spectra.

I. INTRODUCTION

Since the first days following the discovery of
parity violation in the weak interaction, ' there has
been a continuing interest in studying this phe-
nomenon in the process of nuclear capture of
muons. For reasons of practicality and difficulty,
much of the theoretical work and all of the experi-
ments have concerned themselves, in particular,
with the asymmetry in the angular distribution of
neutrons following muon capture.

The "standard" V-A theory' for muon capture
involves six real coupling constants, if second
class currents are allowed, so that without a
Priori knowledge of them &6 independent combina-
tions must be determined from experiment in order
to establish the validity of the theory. At the pres-
ent time, for the most part, experiments are com-
patible with the "standard" theory, but they by no
means form an overconstraining set from which to
derive the coupling constants. Since most mea-
surements of capture rates involve a statistical
mixture of Fermi and Gamow-Teller couplings'
they do not really measure independent combina-
tions of constants (in addition to the difficulties of
imprecise nuclear models). Thus, aside from
demonstrating parity violation, the neutron asym-
metry measurement is important, in principle,

for the understanding of muon capture, since it
measures an independent combination of constants.
To lowest order in nucleon momentum, and ne-
glecting differences in form factors, the capture
rate for a statistical mixture of Fermi and Gamow-
Teller interactions varies approximately as

Gy +3G~ +Gp, -2G~G~,

where G&, G» and G& are the phenomenological
vector, axial vector, and induced pseudoscalar
coupling constants, ' whereas, the neutron asym-
metry parameter is characterized by'

G~' —G~ +G~ -2G~G~
G~ +3G~ +G '-2G~G~

which yields the expected value n = -0.4.
In reality, the neutron asymmetry parameter is

not a sensitive test of weak-interaction theory,
because of the uncertainty involved in the nuclear
models, for any and all complex nuclei, as well
as the final-state interactions of the neutrons pro-
duced in the process. ' It is expected that this
rescattering reduces the observed asymmetry,
but also that higher-energy neutrons will be less
affected. It was further realized' that there may
be local fluctuations in the neutron energy depen-
dence of the asymmetry due to nonstatistical muon
capture, as for example in the case of pure Fermi
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capture, which would give rise to a large positive
asymmetry. Klein, Neal, and Wolfenstein' have
shown that additiona, l terms in the Hamiltonian,
sensitive to the nucleon momentum, play an im-
portant role in the asymmetry parameter. Using
a Fermi-gas nuclear model they have found a con-
siderable decrease in the magnitude of the asym-
metry when these terms are included. As Bogan
has shown' with the same Hamiltonian, but with a
shell model for the nucleus, the details of the en-
ergy dependence of the asymmetry are dependent
on nuclear models, although his model still pro-
duces small asymmetries. Piketty and Procureur'
have gone one step further and demonstrated that
if second-order relativistic corrections to the
Hamiltonian are included, the theory can be
brought into rough agreement with the data of this
experiment, although the asymmetry still tends to
lie lower than the data.

These models will be discussed somewhat fur-
ther in Secs. III and IV, but the conclusion to be
reached is that neutron asymmetry experiments
are not likely to lead to greater understanding of
the fundamental weak interaction, because of com-
plex questions of nuclear physics. On the contrary
it is to be hoped that this type of experiment can
be used as a tool for studying nuclear models, as-
suming the structure of the weak interaction to be
known.

The history of the experiments in this field is
also quite varied in large part because of the great
difficulty in obtaining precise results. Most of the
more recent experiments have quoted large nega-
tive asymmetries, so large in one case as to re-
quire the introduction of unusual values of the cou-
pling constants including possibly second-class
currents to explain the result. In the series of
experiments described in the present paper, which
was performed at the Carnegie-Mellon University
synchrocyclotron, the energy dependence of the
neutron asymmetry parameter was studied in Si,
S, and Ca from 4-53 MeV. They were begun with
the hope of providing very precise, conclusive re-
sults. It was to our amazement that contrary to
establishing the "final accurate negative values"
of the asymmetries, our first experiment' yielded
substantial positive asymmetries, particularly at
larger neutron energies. Because of the unusual
nature of the first result the experiment has been
repeated with great emphasis being placed on
checks of the data and on taking care to minimize
systematic errors, while at the same time ac-
cumulating large numbers of events, more than
the combination of all previous world data. The
results of the two runs are in excellent agreement.

The data from these runs have also been used to
measure the energy spectrum of the emitted neu-

trons as was first reported by Sundelin et al."
The same nuclear models used to fit the asym-
metry data must also fit these spectra. However,
the latter are a less sensitive test of the models
than are the former. A detailed discussion of the
spectra is given in Sec. IV.

II. EXPERIMENT

A. General Description

The experiment described in this paper con-
sisted of three separate runs. In run I, the asym-
metry in the angular distribution of neutrons
emitted following capture of a polarized muon by
a target nucleus was measured directly as a func-
tion of the neutron energy. The neutron energy
was measured by time of flight, the start signal
being provided by a nuclear deexcitation y ray,
and the stop signal being provided by the neutron
whose energy was to be determined. This mea-
surement, unsuccessful due to problems with rate
and background, is discussed in Appendix A.

In runs II and III, the neutron asymmetry was
measured as a function of the pulse height pro-
duced in a scintillation counter by charged- parti-
cle recoils from the neutron. Polarized negative
muons were stopped in a target located in a uni-
form magnetic field. The muons were captured
into an atomic orbit by a target nucleus, and their
spins precessed due to the magnetic field until
they decayed or were captured by the nucleus. A

large-volume scintillation counter was placed at
right angles to the muon beam line, and was used
to detect electrons from muon decay and neutrons
and y rays emitted following muon capture by the
nucleus. Electrons were distinguished from neu-
trons and y rays by thin coincidence counters
located between the target and the large volume
counter, and neutrons were distinguished from y
rays by pulse -shape di.scrimination. Two-dimen-
sional analysis of each event was performed. The
time between the stopping of the muon and the de-
tection of a particle in the large-volume counter
was measured by a 100-MHz digital timing system,
and the pulse height in the large volume counter
was measured by an eight-channel pulse-height
analyzer. The neutron energy spectrum was de-
termined by unfolding the pulse-height spectrum,
using known cross sections for various interac-
tions in the scintillator. The asymmetry was de-
termined from the amplitude modulation of the
digital timing spectrum caused by the precession
of the muon in the magnetic field. Run III" dif-
fered from run D""in that a cleaner and more
intense muon beam was used, both directions of
the precession field were used, an internal beam
stretcher producing less time structure was used,
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and a number of improvements in the electronics
were made. The description which follows applies
to run III. Where an important difference from
run G existed, the difference is described.

9. Physical Apparatus

2. Bemn

The arrangement of the physical apparatus is
shown in Fig. 1. The negative muon beam from
the Carnegie-MeQon University 450-MeV syn-
chrocyclotron passed through a muon channel of
coaxial geometry with a direct current of 11500
A. The magnetic field produced by the current
in the center conductor, which had a diameter of
1.V cm, caused the negative particles to accelerate
toward it and to follow helical paths around it.
These helical paths prevented the loss of some of
the muons which entered the channel at angles to.
its axis, and also increased the retention of muons
resulting from the decay of pions in flight in the
channel.

The muon channel was 16.5 m long, with the last
2.V m passing through a 90'bending magnet. A pair
of quadrupoles at the end of the muon channel fo-
cused the muons on the target.

The muon channel used in run II was similar,
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FIG. 1. Physical apparatus, large scale.

but was only 9 m long and ended before the bend-
ing magnet, which pxovided only a 30' bend. The
channel used in run III provided a more intense
beam, permitted better shielding and more pion
decays by virtue of its length, and provided better
isolation from the neutral beam because of the
larger bending angle. In both runs, the target was
located at the center of a C magnet which provided
the precession field.

In run IG, beam spill stretching was accom-
plished by using a carbon filament target in the
beam midplane, and a carbon block target below
the midplane. Vertical oscillations were induced
by scattering in the carbon filaments, causing the
beam to strike the carbon block. One proton
bunch could be parked at the radius of the carbon
filaments while another was being accelerated.
Duty factors of 50% were achieved, with less than
5~jo residual 20.4-MHz structure in the beam.

In run II, a stochastic electrostatic cee was used
to stretch the beam spill. This method of stretch-
ing retained the 20.4-MHz structure, and induced
some structure around 100 kHz. The duty factor
was 50%.

Z. Colntevs

The axrangement of the counters is shown in
Figs. 1 and 2. Counter 5 comprised a 19 cm-di-
ameter by 12.V-cm-thick volume of NE-213 liquid
scintillator viewed by a 58AVP photomultiplier.
The front of the scintillant was 15.4 cm from the
cente1' of the target. This counter is described in
detail in Appendix B. Counter C was an acrylic
Cerenkov counter. The remaining counters were
ordinary plastic scintillation counters.

Counters 0 and C were not used in run G.

O'. Shieldhng

The shielding used in the vicinity of the target
was primarily lead. Lead was chosen because
muons in lead have a shorter lifetime than in any
other xeadily available material. The short life-
time facilitates the analytical removal of back-
ground caused by muon stops 1n the shielding In
places where a muon stopping in the wrapping of
a counter could be identified as a muon stopping
in the target, the counter wrapping was made of
V or 25 p, m tantalum. Tantalum was used be-
cause of its strength and because muons have es-
sentially the same lifetimes in lead and in tanta-
lum, which similarity permitted the use of a sin-
gle lifetime value in the high-Z background analy-
sis.

4. TQJg8ts

The targets used in run II were silicon, sulfur,
and calcium, and those used in run III were silicon
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and calcium. All targets were chemically pure.
The effective target thickness in the direction of
the beam was 4.0 g/cm'. This thickness was
chosen as an optimum compromise between muon
stopping rate and scattering of the emergent neu-
trons and electrons. All targets used had spin
zero to minimize the depolarization of the muons
when they were captured into atomic orbits and to
avoid theoretical complications associated with
hyperfine structure.

5. Muon Pxecessi on

The muon beam was forward polarized in the
direction of motion of the beam. Muons stopping
in the target were precessed about a vertical axis
by the field of the C magnet.

The current for the C magnet was supplied by a
transistorized, regulated current supply having a
long-term stability better than one part per thou-
sand. The uniformity of the magnetic field over
the target volume was measured to be better than
1~/o.

C. Electronics

A simplified block diagram of the electronics is
shown in Fig. 3. Pulses from the counters, after
being limited, "entered the fast logic, which iden-

Counter I

tified muon stops and counter 5 events. Pulses
from the fast logic were processed by slow logic,
used to impose suitable requirements on the time
relationships of muon stops and electrons, neu-
trons, or y rays. Pulses from the slow logic
were processed by the two-dimensional analyzer.
One dimension was the time between the detection
of a muon stop and the detection of an electron or
neutron, and was measured by a 100-MHz digital
timing system. The second dimension was the
pulse height observed in counter 5, and was mea-
sured by an eight-channel pulse-height analyzer,
one of whose channels was assigned to the regis-
tration of decay electrons. Each event, after being
processed by the digital timing system and the
eight-channel analyzer, was stored in a Victoreen
SCIPP 1600-channel analyzer. The digital timing
frequency used was 100 MHz for calcium and sul-
fur, and 50 MHz for silicon.

The following description applies to run III. Re-
fer to Refs. 10 and 11 for a description of the elec-
tronics used for runs I and II.

2. Logic

The fast and slow logic are shown in greater de-
tail in Fig. 4 (See the figure caption for definitions
of symbols in this drawing. ) A brief discussion
follows:

The coincidence-anticoincidence 123469C identi-
fied a muon stopping in the target, where 0 re-
jected electrons in the beam. The coincidence 569
identified a muon decay electron, and neutrons
and z rays in counter 5 were signaled by 50169,
where 0 and T rejected neutrals from pions stop-
ping in or near the target. Neutron- and y-in-
duced pulses in counter 5 were distinguished by
the pulse-shape discriminator (PSD) which is dis-
cussed in detail in Appendix B. Muons stopping in
the downstream portion of counter 4 were virtually
eliminated from the muon sample by the further re-
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FIG. 2. Physical apparatus, small scale. FIG. 3. Electronics block diagram.
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quirements 3T, 3II, and 4P as discussed by Sunde-
lin and Takahashi, '4and the whole systemwas gated
off durxng pel'lode of high hearn lntensltp. A stop-
ping muon pulse served to start the digital timing
circuitrp h11't ollljj lf: (a) fl18re was 110 secolld
muon within -30 and +10 p, sec of the first, and (h)
there was a valid stop pulse.

A stop pulse to the digital timing circuit was
generated whenevex there was a vaalid electron or
Qeutx'al event 1Q couQtex' 5. In addition&. dead-
time circuitry provided that no counter 5 pulse
occurred between -20 and +5.25 p. sec of the stop
pulse. The dead-time coverage was such that the
aeeepted event rate went completely to zero as
the average input event spacing became small com-
pared to the minimum acceptable pair spacing. It
also provided that no spurious time dependence
was introduced into the time spectrum as some-
times happens in these measurements.

Z. TAO-DiSs8'N8$08a/ Atsalg88X

The two-dimensional ana, lyzer system is shown
ln Fig. 5. As mentioned above timing 1nfox'Inat1on

was stored in eight segments of the SCIPP anal-
yzer. If an electron was signaled, the timing data
were sent to the first segment; other%'ise pulse
height in counter 5 was analyzed in seven channels
for routing the timing data to the other seven seg-
meQtse

The timing data consisted of oscillatox' pulses
(either 50 or 100 MHz) gated by the start-stop
time difference into a Chronetics 100-MHz sealer.
Note that the time gate also provided a dead time
of 350 p.see so that a second start pulse during
this time was ignored. Also, thex'e were several
stages of buffering between the oseillatox' and the
100-MHz sealer to insux'e a sealer response in-
dependent of the pulse train length. Finally, com-
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Randoms tests on the digital timing system were
performed at frequent intervals using two well-
separated counters, each placed near a radioactive
source. The outputs of these counters were used
to simulate start and stop events going into the
digital timing system. In run III, the rms struc-
ture per channel was established to be less than
0.0025 for the 100-MHz data and less than 0.00096
for the 50-MHz data. In addition, the number of
counts per channel in the randoms tests and the
various sealer readings were in agreement w'ith

the values predicted based on the various dead-
time requirements imposed.

D. Positive-Beam Run

Electrons from muon decay produced brems-
strahlung y rays in the target and in nearby shield-
ing. These z rays caused photonuclear reactions
in the carbon of the liquid scintillant in counter 5,
with the emission of neutrons or protons. These
neutrons and protons were indistinguishable from
neutrons and recoil protons due to muon capture
in the target. Since the decay electrons had a
negative asymmetry, and since the bremsstrahlung
y rays exhibited some fraction of this asymmetry,
any bremsstrahlung z rays identified as capture

GATE~ GENERATOR

STOP AND DEAD
TIME

CIRCUIT

COINC. = DISC. SCALER
101 NC 100

(MOD. )

50 MHz

AND DISC
100 MHz 101

OSCI LL ATOR

LAST
PULSE

DETECTOR

SCIPP
1600 ()

CHANNEL
ANALYZER

PSD Uy LOGIC
DELAY INVERTER

'1I

'll
Y

INTERFACE
LOGIC

ELECTRON EIGHT
CHANNEL

PHA

Uy I ~

COUNTER

LINEAR

LINEAR DELAY

PULSE
HEIGHT

INVERTER = AMPLIFIERS~- DISCRI-
MINATORS

FIG. 5. Two-dimensional' analyzer.

plementary logic provided that either neutron or
y-ray pulse heights could be selected by means of
the PSD pulse.

8. Bandoms Tests

neutrons contributed a false negative component to
the asymmetry. In order to determine the magni-
tude of this effect, a run was made using a positive
beam. Positive muons were stopped in the target,
and the number of decay electrons and the number
of events identified as neutrons as a function of
pulse height were measured. Since no positive
muons were captured, all events identified as
neutrons were associated with muon decay. The
calcium target was used for this run because, hav-
ing the highest Z of the three targets, it provided
the highest production of bremsstrahlung quanta
per decay electron. The ratio of the number of
neutron-identified events to the number of decay
electrons in the positive-beam run was compared
to this ratio for the negative-beam runs. In the
positive-beam run, only the lowest-energy neu-
tron bin showed a statistically significant number
of neutron-identified events. The case of silicon
was used for evaluating the importance of neutron-
identified y rays because silicon had the lowest
ratios of neutrons to decay electrons in the nega-
tive-beam runs, and therefore represented the
worst case. In silicon, approximately l.'l% of the
neutron-identified events in the lowest-energy bin
were due to decay electron bremsstrahlung. This
percentage is negligible compared to other sources
of error.

E. Experimental Procedure

Prior to each run, the assembled electronics
was tested using electronically simulated events
and using events simulated with counters and
sources. Randoms tests were run and detailed
electronics tests were made at least once a week.

In run II, 7~ 10' muons were stopped in each of
the three targets. The average muon stopping
rate was 2000 per second. In run III, 2&&10

muons were stopped in each of the two targets
used, at an average rate of 5000 per second. The
total muon intensity was 40000 muons per second,
but only 5000 per second of this number were ac-
cepted because of the relatively thin target used,
the dead-time requirements, and other require-
ments used to improve the quality of the data.

The C magnet was operated at a field of 415 g
for the calcium and sulfur targets, and at a field
of 207 g for the silicon target. These fields pro-
duced approximately two precessions per bound

muon lifetime.
The time interval covered by the digital timing

system was 2 p, sec for the calcium and sulfur tar-
gets, and 4 psec for the silicon target. The zero
time was displaced so that approximately 0.25
p, sec of negative time was observed.

Measurements were made of the z-ray spectrum,
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as well as of the neutron spectrum. The number
of neutron and y events per muon stop were com-
parable in the lowest-pulse-height bins, but the y
spectrum fell off much more rapidly than did the
neutron spectrum with increasing pulse height. In
run III, the asymmetry observed for y rays in the
next to lowest-pulse-height bin, using the silicon
target, was -0.150+ 0.084 times the maximum
possible asymmetry.

A measurement was made during run II with a
carbon target, and with the electronics arranged
so that decay electrons were distributed into the
pulse-height bins. These data showed a negative
asymmetry which was generally increasing in
magnitude as the pulse height increased. The re-
sults are shown in Table I. The values of X' ob-
tained for this analysis, and also for the analysis
of the sum of the data in the seven pulse-height
bins, are excellent.

The asymmetry data were obtained from mea-
surements made with the pulse-shape discrimi-
nator set so that a negligible number of y rays
were identified as neutrons. The spectrum data
were taken together with a pulse-shape spectrum
for each pulse-height interval, with the pulse-
shape discriminator set for optimum separation
of y rays and neutrons. Corrections were then
made for neutrons identified as y rays and for y
rays identified as neutrons.

In run II all data were taken with the precession
field in one direction and for one set of pulse-
height intervals. In run III data were taken with
alternating field directions and for two sets of
pulse-height intervals, one corresponding to run
II for the range 7.73 MeV& proton recoil energy
& 52.53 MeV and the other for the region 4.25-7.73
MeV.

III. NEUTRON ASYMMETRIES

A. Data Analysis

The asymmetry exhibited by the decay electron
timing spectrum provided a measurement of the
residual polarization of the muon in the atomic
ground state of the atom in which the muon had be-
come bound, since the asymmetry in the angular
distribution of decays from completely polarized
negative muons is known to be ——', ." This polariza-
tion was less than unity because the initial polari-
zation of the part of the beam used was less than
unity and because the muon loses a substantial
fraction of its initial polarization in the process
of being captured into an atomic orbit.

In addition to the decay electrons from the tar-
get element, the decay electron timing spectra
also exhibited flat random background and the de-
cay electron background from lead and carbon.
The lead background was due to muons stopping in
the lead and tantalum shielding in the vicinity of
the target, and the carbon background was due to
muons stopping in the dead layer of the telescope
anticoincidence counter, counter 9.

The form of the equation used in fitting the tim-
ing spectra of the decay electrons was I(t) = Ce "~'x
[1+Ac o(su&t+Q)] l+. e 2'+De "3'+W, where I is
the number of events per unit time after a muon
stop, t is time, C is the amplitude of real events,
8 y is the disappearance rate of muons in the tar-
get, A is the asymmetry in the angular distribution
of the decay electrons, ~ is the angular precession
frequency of themuons, p is the phase of the asym-
metry and is determined by the direction of the
muon beam polarization and the geometry of the
apparatus, I is the amplitude of lead events, R,
is the disappearance rate of muons in lead, D is

I

TABLE I. Carbon decay electron asymmetry.

Bin

Minimum
pulse

height,
electron

(Mev)

Maximum
pulse

height,
electron

(Me V) Asymmetry
Asymmetry

error

X

standard
deviations

above
expected

Sum of bins 2-8

3.5
6.0
9.0

12.0
16.0
20.0
25,0

6.0
9.0

12.0
16.0
20.0
25.0
40.0

-O.U 502

-0.0397
—0.0288
-0.0366
—0.0487
-0.0641
-0.0737
-0.0916

0.0019

0.0047
0.0045
0.0049
0.0045
0.0045
0.0048
0.0095

-0.73

+0.52
+1.55
-1.26
-0.84
-0.19
-0.49
-0.00
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the amplitude of carbon events, R, is the disap-
pearance rate of muons in carbon, and W is the
amplitude of the random background. The decay
electrons from lead and carbon are also expected
to exhibit asymmetries, but the number of lead
and carbon events was sufficiently small that their
asymmetries were not statistically significant,
and were therefore omitted. The coefficients C,
R„A, a&, Q, L, D, and W were fitted to the data
by a least-squares calculation. R, and R, were
taken from the literature" because their values
were not well determined in this experiment due
to the small number of lead and carbon back-
ground events.

The values of C, A, L/C, D/C, W/C, 1/R„C/R„
&o/2v, and P found for the decay electrons from
each of the three target elements are presented
in Table II. The values for run III are weighted
averages of the field up and field down data. The
number of degrees of freedom in the analysis was
large, so that the number of standard deviations
by which the observed value of p' exceeded the
expectation value was a good measure of the qual-
ity with which the equation fitted the data. This
number of standard deviations is also given in the
table.

All background to real amplitude ratios were
evaluated at zero time. The error on the disap-
pearance rate R, was considerably larger than it
would have been if the lead and carbon background
terms were omitted from the analysis. The ratio
C/R, is approximately eciual to the number of real

events observed. The observed values of ~ were
in good agreement with those expected, based on
the measured magnetic fields. The value of Q
agreed well with that expected from the geometry.

The timing spectra of the neutrons were fitted
by an equation similar to that used for the decay
electrons. In the case of the neutrons, however,
the random background was modulated with a sine
w'ave having the frequency of the synchrocyclotron
at the time the protons struck the internal target.
This modulation was not visible in the electron
timing spectra because most of the electron back-
ground arose from decays of muons stopping in the
absorber. The lifetime of the muons in the ab-
sorber was sufficiently long compared to the pe-
riod of the cyclotron radio frequency that the mod-
ulation was averaged out. The capture rate in
carbon was sufficiently low and the random back-
ground was sufficiently high that the neutron back-
ground from carbon was not statistically signifi-
cant. The carbon term was therefore deleted from
the analysis.

The form of the equation used in fitting the tim-
ing spectra of the muon capture neutrons was

I(t) =Ce ""[1+Acos(et+&)]+Le "2'

+W [1+A,cos(&o, t + P,)],
where the repeated symbols have the same mean-
ings as in the equation used in fitting the decay
electron spectra. A, is the fractional radio fre-
quency modulation amplitude, v, is the angular

TABLE II. Decay electron asymmetry results.

Run II
Si

Run III
Si

Run II
S

Run II
Ca

Run III
Ca

C, real-event amplitude
(counts/bin)

A. , asymmetry

I./C, lead-to-real
amplitude ratio

D/C, carbon-to-real
amplitude ratio

W/C, random-to-real
amplitude ratio

1/R&, lifetime (nsec)

C/8&, real events
observed

m/2x, precession
frequency (MHz)

P, precession phase
(deg)

g, number'of standard
deviations high

352 599
+ 304

-0.041 69
+0.000 43
0.0339

+ 0.0017
0.0076

+ 0.0006
0.0038
+ 0.0001

756.0
+ 6.9

13326 000

2.879
+ 0.011

113.46
~ 0.58

+2.42

1 536 539
~1.433

-0.042 27
+ 0.000 24

0,0125
+ 0.0025

0.0117
+ 0.0015

0.0187
+ 0.0002

750.0
+ 1.1

57 619000

3.025
+ 0.001

85.48
+ 0.48

+1.53

140 486
+ 282

-0.029 99
+ 0.00056

0.0287
+ 0.0022

0.0082
+ 0.0026

0.0070
+ 0.0012

555.8
+ 16.7

7 809 000

5.677
+ 0.033

110.15
+ 1.05

+1.96

122 112
+ 145

-0.033 99
+0.000 79

0.0333
+ 0.0025

0.0125
+ 0.0010

0.0050
+ 0.0005

333.5
~4.5

4 072 000

5.668
+ 0,056

107.95
+ 1.31

+0.10

598 209
+ 581

-0.032 69
+ 0.000 38

—0.0096
~ 0.0034

0.0161
~ 0.0019

0.0150
+ 0.0008

330.0
~ 0.8

19741 000

5.993
+ 0.007

74.86
+ 1.16

+1.63
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TABLE III. Neutron asymmetry results for silicon.

C
Real

E ~h, E~ax amplitude
Element (MeV) (MeV) (cts/bin)

Run II 7,73 11.49 9634 + 26
Silicon 11.49 15.62 3658+ 17

15.62 19.54 1357+11
19.54 24.55 664 + 9
24.55 29.41 232+ 6
29.41 35.34 115+5
35.34 52.53 69 + 6

A.

asymmetry

+0.0038+ 0.0029
+0,0237 + 0.0049
+0.0456 +0.0085
+0.0292 + 0.0133
+0.0498 +0.0258
-0.0161+ 0.0427
+0.1043 + 0.0768

I./C
lead to

real

+1.00 + 0.02
+0.72+ 0.04
+0,78 + 0,07
+0.75 ~ 0.10
+0.63+0.19
+0.42+ 0.30
-0.61+ 0.50

w/c
random to

real

0.080 +0.001
0,110+ 0,001
0.173+0.002
0.295 + 0.005
0.54+ 0.02
0.94 ~ 0.04
2.16+ 0,19

c/a,
real

events

364 107
138242

51 302
25 108

8759
4363
2612

A, (
rf

amplitude

0.07 + 0.01
0.10+0.01
0,11+ 0.01
0.11~ 0.01
0.13+0.01
0.09 +0.01
0.11+0.01

No.
standard
deviation

ln X

+0.69
+0.06
+1.18
+2.48
+0.77
+0.07
+Q.29

Run III 4.25
Silicon 7.78

11.49
15.62
19.54
24.55
29.41
35.34

7.73
11.49
15.62
19.54
24.55
29.41
35.34
52.53

974+ 8
38764 +49
18455 + 28
4361 + 16
2131+ 11
669+ 7
251+ 5
129+4

-O,Q054 + 0.0087
+0.0068 +0.0014
+0.0183+ 0.0024
+0.0381+0.0042
+0.0448 +0.0061
+0.0427 + 0,0114
+0.0395 +0.0199
-0.0016+ 0.0324

+0.26 + 0.05
+0.22+ 0.01
+0.20 + 0.01
+0.21+0.02
+0.18+0.03
+0.25+ 0.06
+0.14+0.09
-0,03 + 0.15

0.048+ 0.001
0.063+0.000
0.054+ Q.QQO

0.051+0.001
0.067+ 0.001
0.107+ 0,002
0.180 +0.005
0.426 + 0.015

36 532
1453 611

504 549
163533

79 910
25 072

9397
4837

+0.18
+3.53
+0.84
+0.12
-0.13
+0.12
-0.14
+0,66

5
IO

Run 1K Si
Field Up
Decay E lee trons

L
O
O

IO

IO

p.sec

Run 1E Si
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Neutrons
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2
IO I ~ I I I I I I I I I I I I I ~ I

lo 30 50 70 90 I IO I 50 150 I 70 I 90
Channel

FIG. 6. Time spectra in silicon for decay electrons
and for neutrons following muon capture.

radio frequency, and Q is the phase of the radio
frequency. The value of A, used for the decay
electron spectra was used in fitting the neutron
spectra. The values of 8, and co found for the
electron spectra were used in this equation. At
first, the value of P was fitted. After it was es-
tablished that the value obtained was within statis-
tical accuracy equal to the value obtained for the
electrons, the electron value, which was much
more accurate, was used as fixed input for the
neutrons. The values of C, A, I, 8', A„e„and

Q„were fitted to the data by a least-squares cal-
culation. Due to the different beam stretcher used
in run III, A, was found to be insignificant, and it
was deleted from the analysis.

The average value found for &v,/2m, the radio
frequency of the synchrocyclotron, was 20.45 MHz
for the three targets in run II. All radio frequency
phases were near 0', as expected. Sample results
for Si of the values found for C, A, I,/C, W/C,
C/R„A„and the number of standard deviations
by which the observed value of X' exceeded the ex-
pected value are presented in Table III. Run III
values are weighted averages of field up and field
down results. These results were generally in ex-
cellent agreement. The energies of recoil protons
corresponding to the lower and upper pulse-height
limits of each bin are given in columns 2 and 3,
respectively, of the table. The number of standard
deviations by which the observed value of g' ex-
ceeded the expectation value is given in column 10.
Note that in general they are well within acceptable
limits.

Two typical timing spectra are shown in Fig. 6.
The decay electron spectrum and the neutron spec-
trum corresponding to 15.62- to 19.54-MeV recoil
protons are shown for the silicon target. Arrows
indicate the fitted positions of the electron asym-
metry peaks. The gradual curvatures of the spec-
tra are due to random background. A careful study
of the raw neutron data with the naked eye will con-
vince one that the sinusoidal component of the
curve is -180' out of phase with the more clearly
observed electron data. We feel that it is impor-
tant to be convinced of this before proceeding to
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silicon decay electron data, but with the use of an
appropriately weighted five channel averaging of
the data, is shown in Fig. 8. The corresponding
extracted sinusoidal component for silicon neu-
trons with pulse heights between 15.62 and 19.54
proton equivalent MeV is shown in the same fig-
ure. The excellent quality of the fits both to elec-
tron and neutron timing spectra is readily apparent.

the results of a sophisticated least-squares anal-
ysis.

The sinusoidal component of the timing spectrum
becomes more readily visible when this component
is extracted from the spectrum. The extracted
sinusoidal component for the run III silicon decay
electron data taken with the precession field up,
together with the fitted function A cos(&ut+Q), is
shown in Fig. V.

The extracted sinusoidal component for the same B. Asymmetry Corrections

The measured electron asymmetry was used to
determine the residual polarization of the muons
in the atomic ground state, and the quoted final
neutron asymmetries are normalized to the resid-
ual polarizations. Since the electron and neutron
asymmetries were measured simultaneously, this
ratio was not subject to any effect due to variations
in the beam polarization.

It was calculated that a target thickness of 4.0
g/cm' would not scatter the decay electrons enough
to cause a significant reduction in the measured

I I I I
I I I I I I & I I I I I I I I I f I I I

0.1 0—
Electrons

6/i =, ~i/&i", :-

- i/ s/ '- i/ s/ '--'
-0.05—

Run E Silicon
Field Up
Five Channel Averages

Q.

~ 0.15—

E
~ 0.10-
E

]-' -
a/ 4 J= 4 i ' I g-/ h- .. .'. ~ (/'-

It

-0.10— Neutrons l 5.62 —l9.54

TABLE IV. Thin-target electron asymmetries.

Target
thickness
(g/cm')

Target
element

Asymmetry
errorAsymmetry

Proton Equivalent MeV
Pulse Height

I I I I I I I I I I I I I I I I I I I I

5 10 15 20

-0.1 5- 0.0008
0,0037
0.0054

-0.0340
-0.0309
-0.0284

Calcium 4.0
2.0
1.0

I

25
Channel

0.0006
0,0026
0.0043

—0.0300
-0.0288
-0,0291

3ulfur 4.0
2.0
1.0

FIG. 8. Sample extracted sinusoidal component of time
spectra in silicon for decay electrons and for neutrons
followirg muon capture.

FIG. 7. Extracted sinusoidal component of time spectrum in silicon for decay electrons.
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TABLE V. Normalized neutron asymmetry results.

Target
element

Recoil
proton

energy,
min.

{MeV)

Recoil
proton

energy,
max.

{MeV)

Fraction
of max.

allowable
asymmetry

Error
ln

asymmetry

Asymmetry,
standard
deviations

from
zero

A. Differential energy bins

Run III
Silicon

Run II
Sulfur

Run III
Calcium

4,25
7.73

11.49
15.62
19.54
24.55
29,41
35.34

7.73
11.49
15,62
19.54
24.55
29,41
35.34

4.25
7.73

11,49
15.62
19.54
24.55
29.41
35.34

7.73
11.49
15.62
19.54
24.55
29,41
35.34
52.53

11.49
15.62
19.54
24.55
29.41
35.34
52.53

7.73
11.49
15.62
19.54
24.55
29.41
35.34
52.53

-0.053
+0.050
+0.144
+0.300
+0.353
+0.340
+Q.317
-0.019

+0.096
+0.172
+0.272
+0.437
+0.100
+0.407
-0.629

-0.037
+0.059
+0.170
+0.336
+0.273
+0.184
+0.229
+1.097

0.078
0.011
0.019
0.033
0.048
0.090
0.157
0.255

0.034
0.058
0.105
0.155
0.310
0.540.
1.074

0.025:
0.017
0.030
0.049
0.071
0.127
0.224
0.370

-0.68
+1.58
+7.72
+9,17
+V.38
+3.80
+2.02
-0.07

+2.80
+2.98
+2.60
+2.83
+0.32
+0.75
-0.59

-1,48
+3.60
+5.66
+6.79
+3,86
+1.45
+1.02
+2.96

Run III
Silicon

Runs II and
III
Silicon

Run III
Calcium

4.25
7.73

11,49
15.62
19.54
24.55
29.41
35.34

4.25
7.73

11,49
15,62
19.54
24.55
29.41
35.34

4.25
7.73

11.49
15.62
19.54
24.55
29.41
35.34

B. Integral energy bins

0.101
0.103
0.205
0.315
0.339
0,304
0,225

-0.019

0.101
0.103
0.210
0.316
0.323
0.303
0,203
0.110

0.080
0.116
0.224
0.310
0.272
0.269
0.462
1.097

0.009
0.009
0.015
0.026
0.040
0.075
0.134
0.255

0.008
0.008
0.014
0.023
0.037
0.068
0.122
0.235

0.012
0.014
Q.023
0.038
0.059
0.106
0.192
0.370

11.40
11,56
13.45
12.35
8.39
4.07
1.68

-0.08

12.65
12.79
15.35
13,70
8.79
4.44
1.67
0.47

6.66
8.41
9.55
8.22
4.61
2.54
2.41
2.97

' Asymmetries for neutrons with pulse heights exceeding the specified recoil proton energy equivalent. Bins included
in each average are statistically weighted.
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C. Neutron Asymmetry Results

The measured neutron asymmetries have been
divided by the polarization of the muons in the
atomic ground state, as determined from the elec-
tron asymmetries. These fractions are presented
in Table VA for run III and the S data of run II.
Note again that the energy bins in this table are
for proton recoil energies. The numbers of stan-
dard deviations by which these asymmetries differ
from zero are also given in the table. The ob-
served asymmetries are very close to zero for
low-energy neutrons, and all three targets exhib-
it an asymmetry which, in general, becomes in-
creasingly positive as the neutron energy in-
creases. The fractions of the maximum allowable
asymmetries are shown as a function of median
bin pulse height for the three targets in Fig. 9.
The data for field up and field down of run III are

Run jII. Silicon

-05-

0.5-

0

o-0.5-
6
E

~ 0.5-
C
O

0
4P
& -0.5-
'o
Cl
N

D
0.5-

0
iZ, 0

-0.5-

Run 3I Silicon

Run IL Sulfur

Run 3II Calcium

Run X Calcium
0.5-

0-
-0 5-

IO 20 30
Recoil Proton Energy ( Me Y)

I

40

FIG. 9. Neutron asymmetry vs recoil-proton equiva-
lent energy. The asymmetry is normalized to unity muon
polarization.

asymmetry. This was confirmed by measurements
using targets with effective thicknesses of 2.0 and
1.0 g/cm', in addition to the normal 4.0-g/cm'
targets. The results of these measurements are
presented in Table IV.

in excellent agreement, therefore the results
quoted are averages of the two. The integral
asymmetries as a function of recoil-proton thresh-
old energy are given in Table V 8 for Ca and Si in
run III and for the weighted average of runs II and
III for Si.

Since previous experiments have obtained large
negative neutron asymmetries, a thorough study
was made of mechanisms that could induce a false
positive asymmetry. No particles emitted from
the target, other than neutrinos, are expected to
exhibit a positive asymmetry. Nuclear y rays are
isotropic, and decay electrons and their associ-
ated bremsstrahlung Z rays exhibit negative asym-
metries. A small negative asymmetry was ob-
served for y rays, as has been described earlier.

The possibility that the random background con-
tains a sinusoidal component with a frequency near
the precession frequency, or that the digital tim-
ing system contains such a component, is ruled
out by use of both directions of the precession
field and by the randoms tests. The asymmetries
obtained using two directions of the precession
field were in agreement with each other, and the
randoms tests exhibited no such structure. In-
strumental effects due to the finite resolving time

of the fast electronics were established to be neg-
ligible.

Due to the small number of large-pulse-height
neutron events compared to the number of large-
pulse-height decay electron events, a relatively
small dead time in an anticoincidence counter used
to distinguish electrons from neutrons, coupled
with a pulse-shape discriminator which identified
a small fraction of electrons as neutrons, would

induce a significant false negative asymmetry. In
both runs II and III anticoincidence pulses were
combined in a dead-timeless fashion. In addition,
the pulse-shape discriminator was carefully
checked at all pulse heights of interest. The anal-
ysis programs were checked using randomized
artificial data to confirm that the programs were
yielding correct values and errors.

In summary, no mechanisms capable of causing
significant false asymmetries, either positive or
negative, have been found in this experiment.

The data from run III had sufficient statistical
significance to make it practical to unfold the

asymmetry as a function of pulse height to obtain
the asymmetry spectrum as a function of neutron
energy. This was done by subtracting the contri-
bution to the asymmetry at each pulse height due

to neutrons of higher energy. The contributions
due to higher-energy neutrons were determined
from the pulse-height spectrum, the asymmetries
observed at higher pulse heights, and the pulse-
height response of counter 5 as a function of neu-
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tron energy. The procedure for determining the
pulse-height response of the neutron detector is
discussed in Sec. IV.

The neutron asymmetry as a function of neutron
energy for the run III silicon and calcium is shown
in Table VIA and Fig. j.O, Table VIB gives the in-
tegral asymmetries as a function of neutron energy
threshold. Figure 10 also shows the results of
Sculli" for the neutron asymmetry as a function of
energy for a calcium target.

D. Discussion of Asymmetry Results

Early calculations of the neutron asymmetry'
predicted negative asymmetries around -0.4. More
recently there have been three important calcula-
tions in this field, all tending to move the predicted
asymmetry into closer agreement with the data of
this experiment. First, Klein, Neal and Wolfen-
stein, ' using a Fermi-gas model of the nucleus,
showed that including first-order relativistic

TABLE VI. Neutron asymmetries vs energy.

Target
element

Neutron
energy,

IQln .
(MeV)

Neutron
energy,

max.
(MeV)

Fraction
of max.

allowable
asymmetry

Error in
asymmetry

Asymmetry,
standard
deviations

froIQ
zero

A. Differential energy bins

Run IQ
Silicon

Run Qj
Calcium

4.25
7.73

11.49
15.62
19.54
24.55
29.41
35.34

4.25
7,73

11,49
15.62
19.54
24.55
29.41
35.34

7.73
11.49
15,62
19.54
24.55
29.41
35.34
52.53

7,73
11.49
15,62
19,54
24.55
29.41
35.34
52.53

-0.117
-0.026
+0.038
+0.270
+0.349
+0.387
+0.406

. -0.019

-0.087
-0.033
+0.081
+0.385
+0.372
+0.095
-0.096
+1.097

0,107
0.023
0.041
0.056
0.091
0.165
0.190
0.255

0.034
0.034
0.054
0.097
0.141
O.212
0.311
0.370

-1.10
-1.14
+0.92
+4.81
+3.84
+2.35
+2.14
-0.07

-2.55
-0.96
+1.49
+3.97
+2.63
+0.45
-0.31
+2.96

Run IH
Silicon

Run QI
Calcium

4.25
7~73

11.49
15.62
19.54
24.55
29.41
35.34

4.25
7.73

11.49
15.62
19.54
24,55
29.41
35.34

B. Integral energy bins ~

0.002
0.091
0.181
0.307
0.341
0.332
0.285

-0.019

0.012
0.105
0.209
0.333
0.292
0.216
0.338
1.097

0.047
0.020
0.031
0.046
0.072
0.113
0.154
0.255

0.023
0.030
0.046
0.074
0.107
0.160
0.239
0.370

0.05
4.50
5.84
6.70
4.77
2.95
1.85

-0,07

0.53
3.50
4.56
4.53
2.73
1.35
1.41
2.97

~ Asymmetries for neutrons with energies exceeding the specified valves. Bins included in each average are weighted
by the energy spectrum.
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FIG. 10. Neutron asymmetry vs neutron energy for
run III. The asymmetry is normalized to unity muon

polarization.

terms 'in the effective Hamiltonian reduced the
magnitude of the still negative asymmetry. Second,
Hogan, ' using the same Hamiltonian, but with a
nuclear shell model, obtained positive (although
small) asymmetries. Thus, both the relativistic
terms and the nuclear model were shown to be im-
portant. Finally, Piketty and Procureur' have
shown that second-order relativistic terms are
important in the Hamiltonian. Their results using
a nuclear shell model are in rough agreement with
these data, although still tending to be low. They
have also shown that neither spin-orbit nor final-
state interactions affect markedly the neutron
asymmetries, while the latter, as expected, do
reduce the absolute level of the spectra signifi-
cantly. Because of the uncertainties in the nuclear
model especially with regard to higher-order rel-
ativistic corrections, there is still considerable
uncertainty connected with these predictions. They
are still quite significant, however, in showing
that rough agreement with the data can be achieved
with a plausible model, and that no bizarre and
unusual effect need be invoked to bring theory into
agreement with experiment. Examples of the pre-
dictions are shown in Fig. 11.

The asymmetry of neutrons due to the capture of
negative muons in various nuclei has been mea-
sured as a function of pulse height by a number of
authors. " All of these measurements were made
using techniques similar to the one used in this
experiment. One difference was the method used
to distinguish y rays from neutrons. The experi-
ment by Coffin, Sachs, and Tycko" did not distin-
guish Z rays from neutrons. Experiments by Baker

I.O '

0.8-

0.6—

0.4—

0.2—

E 0.0

~ -0.2-

-0,4—

Piketty and Procureur
&

-0.6—

-0.8—

-I.O
0

I

to 20 30
Neutron Energy (MeV)

40

FIG. 11. Sample theoretical predictions of the asymmetries in Ca taken from Klein. Neal, and Wolfenstein {Ref.6)
(KNW), Hogan {Ref.7), and Picketty and Procureur {Ref. 8) (PP).
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and Rubbia'0 and by Evseev et aL."used sandwich
counters and the fact that recoil protons have
shorter ranges than Compton electrons to distin-
guish neutrons from y rays. All of the other ex-
periments used pulse-shape discrimination to dis-
tinguish neutrons from y rays.

A second difference was the method of measur-
ing the time spectra. One method used was that of
a fixed time window and reversing the preeessing
field to change the sense of the muon precession.
The neutron asymmetry was determined from the
ratio of the counts with the muon polarization vec-
tor pointing toward and away from the neutron de-
tector. This method was used by Coffin, Sachs,
and Tyeko, '9 by Baker and Rubbiayao and by Evseev
et al." Reversal of the magnetic field has the dis-
advantage that effects of the field reversal on the
gain of the neutron detector photomultiplier must
carefully be taken into account.

The other three methods of measuring the timing
spectrum are similar to each other, since they
measure the time between a stopping muon and a
neutron. The devices used are: (l) a pulse-height
converter and a pulse height analyzer, (2) an os-
cilloscope and film, or (3) a digital timing system.
The last of these methods has the advantage that
its associated nonlinearity is negligibly small, al-
though the nonlinearity of the other two methods
can be measured and taken into account in the
analysis of the data.

The results of the previous neutron asymmetry
experiments are presented in Fig. 12. The targets
used and the methods of measuring the asymme-
tries used by each group are given in the legend of
this figure. The asymmetries are plotted as a
function of the neutron energy threshold, rather
than as a function of the median bin energy, be-
cause many of the bins are integral rather than
differential, . Only the lowest two digital calcium
values and the lowest two digital carbon values
from the data of Anderson" are presented in dif-
ferential form; all other points are integral. Vfith
the exceptions of the Anderson digital data, the
calcium scope value of Evseev et a/. '4 at V.o MeV,
vrhich point was obtained in a separate experiment,
and the two values of Astbury et ul. ,"which points
were obtained in separate experiments, the data
represented by a point of one symbol are included in
the data of all lovrer energy points having the same
symbol.

If it is assumed that the asymmetry is not a sen-
sitive function of the nucleus used, all of the data
can be compared. The results of the present ex-
periment are consistent vrith the results of Baker
and Rubbia, '0 with the digital calcium results of
Anderson, "and with the digital and scope carbon
results of Anderson. " The results of the present
experiment are inconsistent with Astbury et el., "
Telegdi, "Evseev et a L, '0 and with the scope cal-
cium results of Anderson. "

I I I I I I I I I l I I I I I I I I I

~ 1F ak e ~

f I I I I I f I I t J I I I

Group Symbol

Baker, Rubbia
Astbury et al.
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Telegdi et a.l.
Evseev et al.
Evseev et al.
Anderson et al.
Anderson et al,
Anderson qt al.
Anderson et al.
Evseey et al.

I I I I
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S
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Mg
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Ca
Ca
Ca
C
C
S
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FIG. 12. Previous asymmetry results vs recoil-proton equivalerit energy.
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An experiment by Sculli" measured. the rieutron
asymmetry directly as a function of neutron en-
ergy. The neutron energy was determined from
the range and direction of the recoil proton in a
thin-plate spark chamber. Their results for Ca
are shown in Fig. 10, together with our run III
calcium results. The agreement between the two
experiments is good; a comparison of their four
points with our nearest four points yields a g' of
3.9. In addition, a comparison of our run II and
run III results for the asymmetry as a function of
pulse height yields good values of X,

'. The X' for
the seven corresponding silicon points is 6.5, and
for the seven corresponding calcium points is 8.7.
Each of the run II points is within 2 standard de-
viations of the corresponding run III point.

The extensive precautions observed in the pres-
ent experiment, the agreement between the re-
sults of runs II and DI using substantially different
electronics, the agreement of our experiment with
the experiment of Sculli, "using a totally different
method, the agreement between the field up and
field down results in run III, and the absence of
any possible mechanism for inducing a false posi-
tive asymmetry lead to our great confidence that
the results of the present experiment are correct.

It is encouraging that the asymmetries as a func-
tion of neutron energy predicted in Ref. 7 have
forms similar to our data. However, the fact that
the magnitude of our observed asymmetry is
larger than that predicted is difficult to explain,
as any interaction of the final-state nucleus with
the direct neutron would be expected to reduce the
observed asymmetry. It is hoped that further re-
finements of the theoretical calculation will elimi-
nate this discrepancy. "

IV. NEUTRON ENERGY SPECTRA

The two-dimensional spectra discussed in the
preceding section yielded time and pulse-height
information about each event. Analysis of the tim-
ing spectra yielded the number of real events in
each pulse-height interval. The number of real
events per unit pulse height as a function of pulse-
height interval yields a pulse-height spectrum.
This section discusses the unfolding of the neutron
energy spectrum from this pulse-height spectrum.

A. Pion-Capture Neutron Time of Flight

The pulse-height response of counter 5 to mono-
energetic neutrons was determined by accumulat-
ing pulse-height spectra at various incident neu-
tron energies. The neutron energies were deter-
mined by a narrow time window imposed on the
time of Qight of a neutron. The time of Qight of
the neutron was equal to the time between the

stopping of a negative pion in the target and the
detection of a neutron in counter 5. The accumula-
tion of these pulse-height spectra is described in
more detail in Appendix B.

The pulse-height spectrum which would result
from a certain neutron energy spectrum may be
described by P, =m, ~ n&, where P, is the number of
pulses observed in the ith pulse-height interval,
n& is the number of neutrons emitted in the jth en-
ergy interval, and m&~ is a coefficient determined
by the target and detector geometry and by the
properties of the detector scintillant and photo-
multiplier. These equations can be represented
in matrix form as P=MN. Since P is determined
by the experiment, and if M is known, N, the en-
ergy spectrum of the neutrons emitted from the
target, is given by N=M 'P.

M cannot be determined directly from the pion-
capture neutron measurements for a number of
reasons. Principally, the number of neutrons
emitted in each energy interval from the target is
not known. In addition, the difference in the ge-
ometries of the detector with respect to the tar-
get in the pion-capture neutron measurement and
in the main experiment caused a small change in
the shapes of the pulse-height spectra and a large
change in the solid angle. The finite width of the
neutron time-of-flight window and the finite reso-
lution of the timing system in the pion-capture
neutron measurement also cause difficulties in
determining M. As a result, it was necessary to
perform two sets of Monte Carlo calculations to
determine M.

B. Pion-Capture-Neutron Monte Carlo

Calculations

The first set of Monte Carlo calculations per-
formed simulated the pion-capture-neutron time-
of-Qight measurement in order to establish that
the methods of calculation adequately simulated
the experimental data.

A parallel beam of neutrons was assumed to be
incident upon counter 5. The distance from the
target to counter 5 was sufficient to make this a
good approximation. The energy distribution of
these neutrons was taken to be that obtained by
folding the 2-nsec full width at half maximum res-
olution of the timing system into the 2-nsec time-
of-flight window. The types of scattering in the
scintillant which were considered were n+ P- n

+P, n+C n+C, n+C n+C~ ~33 n+C-n+3He,
and n+C-P+B. See Refs. 28 and 29 for cross-
section data. Although only the first of these re-
actions produced appreciable scintillation light
for neutron energies below 16 MeV, the other re-
actions were important because they caused a re-
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duction of the neutron energy. The n+C- P+B
reaction contributed appreciable scintillation
light for neutron energies above 16 MeV. The de-
viation from S-wave scattering becomes significant
for neutron energies above 13 MeV for elastic
scattering from hydrogen and above 1 MeV for
elastic scattering from carbon and was accounted
for. It was assumed that inelastic scattering was
isotropic in the center-of-mass system because
differential scattering data for the inelastic pro-
cesses were not sufficiently complete. In addition,
it was assumed that the three n particles from the
reaction n+C - n +3 He have negligible velocity
relative to each other. The relative amount of
light produced by the recoil particle was computed
from curves based on Birks's equation. " The
curve for protons has been discussed in Appendix
B. Curves were also computed for completely
ionized C, He, and B using the value of the con-
stant kB found for protons. Tracking of the neu-
tron through the scintillant was terminated when
the neutron escaped, when its residual energy was
negligible, or after the reaction n+C-P+B.

When the tracking of a neutron and the computa-
tion of the total light produced were completed,
the photostatistics of the counter were also simu-
lated, based on the measured 165 photoelectrons
per electron equivalent MeV. The event was then
analyzed, with and without photostatistics, by
simulated pulse -height analyzers.

The pulse-height spectra obtained experimen-
tally were compared to the calculated pulse-height
spectra to substantiate the computations. At low
neutron energies, the agreement was quite good.
At neutron energies above 17.5 MeV, the n+C-P
+B total cross section had not been measured, and
it was necessary to work backwards and deter~inc
this cross section from the comparison of the ex-
perimental and calculated curves. This was pos-
sible because the highest-energy proton from the
n+C-P+B reaction has several MeV less than the
highest-energy proton from the n+ P- n+ P reac-
tion, for incident neutrons of the same energy.
The higher-energy edge of the spectrum could
therefore be used as a vertical amplitude normal-
ization in determining the n+C-P+B cross sec-
tion. It was possible to obtain good agreement be-
tween the experimental and calculated shapes by
suitable selection of this single cross section.

Smooth curves were fitted to the Monte Carlo
spectra. Two typical curves of this type are
shown in Fig. 13. The negative slope near channel
80 in the 32.36-MeV neutron spectrum is due pri-
marily to n+C-P+B reactions.

C. Muon-Capture-Neutron Monte Carlo

Calculations

After establishing the validity of the assumptions
made in the Monte Carlo calculations by comparing
the results of these calculations to measured pion-
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FIG, 13. Sample pulse-height spectra in counter 5 following x- capture for neutrons of 16.57- and 32.36- MeV energy,
respectively. Solid lines are fits to the Monte Carlo calculation.
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capture-neutron pulse-height spectra, it was nec-
essary to perform similar calculations to take ac-
count of the actual geometry used in the muon ex-
periment. These calculations differed from those
for pion-capture neutrons in that they used mono-
energetic neutrons, the proper distribution of
muons in the target, and the appropriate geometry
of the counter with respect to the target.

The distr&but&on of muons in the target was it-
self determined by a Monte Carlo calculation. A
uniform parallel beam of muons was assumed to
be incident on the first telescope counter. The
measured momentum distribution of the beam was
used in the calculations. The scattering of the
muons in the counters and absorbers was taken in-
to account to determine their stopping locations in
the target.

Two typical Monte Carlo pulse-height spectra,
with photostatistics, are shown in Fig. 14. The
bump near the center of the lower spectrum is due
to n, +C-P+8 reactions. Smooth cuxves have been
fitted to the points.

The total number of neutrons which entered
counter 5, whether or not they interacted, was re-
corded. The effective solid angle of counter 5 for

decay electrons was determined from the x'atio of
this number to the total number of neutrons emit-
ted. The effective fraction of unit sphere sub-
tended was found to be 0.0710~ 0.0001.

D. Neutron-Energy-Spectrum Calculation

The number of real events in each pulse-height
bin has been deterxnined from the analysis of the
neutron asymmetry. The analysis of the digital
timing spectra permitted the unambiguous sub-
traction of lead and random background. The neu-
tron pulse-height spectra are presented, with sta-
tistical errors shown, in Fig. 15. These spectra
represent the vector I' discussed previously.
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Since there were statistical errors associated
with the elements ofM, as well as of I', the sta-
tistical errors on N were determined by numeri-
cal methods. In addition to the statistical errors,
separate errors of 10% were assigned to each bin
for: (1) uncertainties in neutron scattering cross
sections, and (2) the effect of finite bin width.

The observed number of decay electrons was
used to determine the number of muon stops in the
target so as to normalize the neutron spectra. The
effective fraction of unit sphere subtended at the
target by counter 5 was determined as described
previously. It was necessary to make a small cor-
rection to the number of decay electrons because
the decay electrons lost energy by ionization and
bremsstrahlung and because the pulse-height
threshold for electron detection in counter 5 was
nonzero.

Calculations were made of the effects of electron
scattering on the fraction of decay electrons which
registered in counter 5 using the detector geome-
try and the results of Huff" for the energy spec-
trum of the emitted electrons. The fraction of
electrons not registered because of scattering and
threshold effects was found to be approximately
0.08. The calculated spectra for electrons from
the decay of free muons and bound muons, and the
spectrum for decay electrons from bound muons
after passing through the material between the
center of the target and the scintillator of counter
5, are shown in Fig. 16. Factors not taken into
account in the calculation were: (1) the loss by
bremsstrahlung so that the residual energy was
below threshold, (2) the loss of energy due to in-
creases in path length from scattering and diago-
nal entry into counter 5, and (3) the loss of counts
due to electrons escaping through the edges and
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front face of counter 5 before depositing the re-
quired threshold energy. An additional error of
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the normalization.

Note that no dead-time corrections had to be
made in normalizing, as the dead-time circuitry
affected the electrons and neutrons in an identical
manner.

The normalized neutron energy spectra are pre-
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III. These results are also presented in Table VII.
The intergral spectra are also presented in this
table. The integral spectra are the total number
of neutrons per muon capture emitted with energy
greater than the lower-energy limit of the associ-
ated bin. The errors on the integral spectra have
been computed assuming that all individual bin er-
rors are completelyindependent. The errors quoted
on the integral spectra are thus slightly larger
than the actual errors. Note that the results of the
two runs on Si and Ca are in good agreement.

Since the neutron energy spectrum falls off rap-

idly with increasing energy, the probability of de-
tecting two neutrons emitted following a single
muon capture and identifying these as a single
higher-energy neutron has been examined. Using
the multiplicity results of MacDonald et al.,"it
was found that fewer than one event in 400 was due
to two or more lower-energy neutrons.

E. Conclusions on Neutron Spectra

The neutron energy spectra for the three ele-
ments studied are strikingly similar, although the

TABLE VII. Neutron energy spectra.

Neutrons Integral spectrum

Target
element

Minimum
energy
(Me V)

Maximum
energy
(MeV)

per
capture
per MeV Error

Neutrons
per

capture Error

Run II
Silicon

Run III
Silicon

Run II
Sulfur

Run II
Calcium

Run III
Calcium

7.73
11.49
15,62
19.54
24.55
29.41
35.34

4.25
7.73

11.49
15.62
19.54
24.55
29.41
35.34

7.73
11.49
15.62
19.54
24.55
29.41
35.34

7.73
11.49
15,62
19.54
24.55
29,41
35.34

4.25
7.73

11.49
15,62
19.54
24.55
29.41
35.34

11.49
15.62
19.54
24.55
29.41
35.34
52,53

7.73
11.49
15.62
19.54
24.55
29.41
35.34
52.53

11.49
15.62
19.54
24.55
29,41
35.34
52.53

11.49
15.62
19.54
24.55
29.41
35.34
52.53

7.73
11.49
15.62
19.54
24.55
29.41
35.34
52.53

0.0251
0.0138
0.0087
0.004 61
0,002 10
0.001 32
0.000 336

0.0522
0.0288
0.0157
0.0091
0.00407
0.001 71
0.001 15
0.000 158

0.0234
0.0132
0.0070
0.00401
0.001 91
0.001 14
0.000 243

0.0210
0.0111
0.0062
0,003 30
0.00152
0.000 94
0.000 233

0.0480
0.0205
0.0121
0.0058
0.002 82
0.001 54.
0.000 79
0.000 156

0.0044
0.0024
0.0015
0.000 82
0.000 39
0.000 25
0.000 065

0.0094
0.0050
0.0028
0.0016
0.000 74
0.000 33
0.000 23
0.000 033

0.0041
0.0023
0,0012
0.000 72
0.000 37
0.000 23
0.000 056

0.0036
0.0019
0.0011
0,000 59
0.000 29
0.000 19
0.000 049

0.0086
0.0036
0.0021
0.0010
0.000 50
0.000 28
0.000 15
0.000 029

0.232
0.138
0.081
0.0469
0.0238
0.0136
0.0058

0.429
0.247
0.139
0.074
0.0382
0.0178
0.0095
0.002 71

0.210
0,122
0.068
0.0403
0.0202
0.0109
0.004 18

0.183
0.104
0.058
0.0335
0.0170
0.0096
0.004 01

0.346
0.179
0,102
0.0518
0.0290
0.0149
0.0074
0.002 68

0.041
0.025
0.015
0.0086
0.0045
0,0026
0.0011

0.077
0.044
0.025
0.014
0.0072
0.0035
0.0019
0.000 57

0.037
0.022
0.013
0.0077
0.0041
0.0023
0.000 96

0.032
0.019
0,011
0.0063
0.0034
0.0020
0.000 84

0.061
0.031
0.018
0.0092
0.0052
0.0027
0.0014
0.000 49
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number of neutrons per MeV per capture decreases
slightly with increasing atomic number.

Several other experiments have been performed
in which the energy spectrum of neutrons emitted
following muon capture has been measured.

Hagge" measured the spectrum for calcium and
other targets by using a liquid scintillation counter
and unfolding the pulse-height spectrum. The en-
ergy interval from 2 to 16 MeV was covered, but
the spectrum was not normalized to the number of
muon captures. However, the slope of the spec-
trum can be compared to the slope of our spectrum
in the energy region common to the two experi-
ments. Our run III calcium data yielded a ratio of
0.428 for the ratio of the second bin to the lowest-
energy bin, with an error between 0.107 and 0.165,
depending on the degree of dependence of the er-
rors. Hagge's spectrum yielded a ratio of 0.533
with an error of 0.032 to 0.090 for the correspond-
ing energy region. The ratio of our third to sec-
ond bin yielded 0.59+ 0.15 to 0.22, and Hagge's
spectrum yielded 0.66+ 0.09 to 0.23 for the same
energy region. The two experiments are seen to
be in good agreement to the extent to which they
can be compared.

Turner'4 measured the spectrum of muon-cap-
ture neutrons, using calcium and lead targets, in
the energy interval 4 to 50 MeV. The neutron en-
ergy was determined from the range and direction
of a proton recoil in a hydrogen bubble chamber.
Turner's spectrum was normalized, and yielded
an integral of 0.187+0.047 neutrons with energy
above 7.73 MeV per muon capture. Integrating
over the same energy region, our run II yielded
0.183+0.032 neutrons per muon capture, and run
III yielded 0.179+0.031 neutrons per muon capture.
The shapes of our spectra are also in good agree-
ment with Turner's .

Krieger" has measured the spectrum of neutrons
emitted following muon capture in calcium. His
integral spectrum is in agreement with ours, but
his spectrum falls off less rapidly with increasing
energy than does ours. Evseev eI, a/."have mea-
sured the neutron energy spectrum at low energies,
and observe fine structure in the spectrum, which
is attributed to giant resonances.

The neutron energy spectrum can be regarded as
the sum of three contributions: evaporation neu-
trons, giant resonance neutrons, and direct neu-
trons. Since the first two contributions involve the
formation of an intermediate nuclear state, only
the direct neutrons can exhibit an asymmetry, un-
less the giant-resonance widths are sufficient that
opposite -parity states overlap.

Turner'4 obtains 0.5 MeV for the nuclear tem-
perature of calcium in muon capture. This result
and the total number of neutrons per muon cap-

ture" indicate that the contribution of evaporation
neutrons to the portion of the spectrum observed
in this experiment is negligible.

The contribution of the giant-resonance spectra
has been computed in the case of calcium by
Uberall. " Giant dipole resonances are expected
to produce peaks in the neutron energy spectrum
at 5.8, 10.3, 10.8, and 11.3 MeV. A calculation
of the giant resonance levels has been performed
by Foldy and IQein" for the cases of muon capture
by ' 0 and 4 Ca. They find a residual excitation
energy of about 12 MeV in ~ K following muon cap-
ture by ~ Ca. Since the binding energy of the high-
est neutron level in ~ K is 8 MeV, their calculation
indicates that the highest energy that a neutron
emitted following capture to one of the principal
giant-resonance states can have is 4 MeV. Such
a neutron would not be observed in the present ex-
periment.

Calculations of the directly emitted neutron en-
ergy spectrum have been performed by a number
of authors. A calculation by Lubkin, ~ using a mod-
ified Fermi-gas model, predicts a high-energy
limit of 11 MeV for capture by Ca, and a rate
more than 10 times smaller than that observed in
this experiment. Shell-model calculations" pre-
dict a spectral shape which agrees well with this
experiment, but predict a rate which is smaller by
at least a factor of 8 than that observed in the
present experiment. A more recent shell-model
calculation by Hogan, ' which uses an effective nu-
cleon mass of 0.6, predicts a direct-energy spec-
trum which is in excellent agreement with the en-
ergy spectra observed in this experiment in the
region above 25 MeV. See Fig. 17. Bogan's spec-
trum is smaller than the observed spectrum below
25 MeV, as one would expect if there are giant-
resonance and evaporation contributions in this
region. Similar results were obtained by Piketty
and Procureur. ' As mentioned in Sec. III they
have shown that, whereas final-state interactions
play a role in setting the level of normalization of
the spectra, as expected, spin orbit terms do not.
Examples from these papers are shown in Fig. 17
together with spectra observed in this experiment.

ACKNOWLEDGMENTS

The collaboration of A. Suzuki and K. Takahashi
during the earlier phases of this experiment is
most gratefully acknowledged. The authors also
wish to thank Dr. P. D. Gupta for his assistance
during run IQ, and to thank the staff of the Nuclear
Research Center for their work on this experiment,
most particularly our technicians J. Smith and
F. Johns.



1058 R. M. SUNDELIN AND B. M. EDELSTEIN

APPENDIX A. MUON-y-NEUTRON TIME
OF FLIGHT

In run I, the reaction sought was the capture of
a muon by a target nucleus, followed by the emis-
sion of a neutron and the formation of an excited
state in the daughter nucleus. In most cases, the
lifetimes of the excited states of the daughter nu-
clei are sufficiently short compared to the neutron
time of flight that they can be neglected. In this
case the y ray carries information of the time of
capture of the muon. Counter 5 was used to detect
the y rays, with its pulse-shape discriminator out-
put and with counters 6 and 9 in anticoincidence.
Counter V, located 1 m from the target, was used
with counter 8, located directly in front of it, in
anticoincidence, to detect neutrons and y rays
from the target. As in runs II and III, a preces-
sion magnet was used to precess the direction of
the muon's spin.

The time between a muon stop and a y event in
counter 5 was measured by a digital timing sys-
tem. The time between the y event in counter 5
and a neutron or y event in counter V was mea-
sured by a time-to-pulse-height converter. A two-
dimensional analyzer was used to store the outputs
from the digital timing system and from the time-
to-pulse -height converter.

Since the angular distribution of the y rays with
respect to the direction of the muon spin is iso-
tropic, the angular distribution of the neutrons
with respect to the direction of the muon spin de-
termines the amplitude modulation of the exponen-
tial decay curve, due to the precession of the di-
rection of the muon spin. The energy of the neu-
tron was determined from its time of flight. The
advantage of measuring the asymmetry by this
technique was that the neutron energy was deter-
mined directly by its time of flight, and no unfold-
ing process was involved.

No values for the neutron asymmetry were ob-
tained from run I because the even rate was much
smaller than had been anticipated in planning the
experiment. It has been assumed that the emis-
sion of a neutron did not strongly reduce the prob-
ability that a y ray would be emitted. However,
separate measurements of the numbers of neutrons
emitted and the numbers of y rays emitted indi-
cated that the emission of a neutron with energy
above 5 MeV reduced the probability of the emis-
sion of a y ray by approximately a factor of 10.

Another problem associated with this method was
the occurrence of half-real events. A muon stop
followed by an accidental neutron and an accidental
y ray would produce a flat digital timing back-
ground which could be unambiguously subtracted.
However, if either the y or neutron, but not both,

was real, the associated digital timing spectrum
would have the same shape as a completely real-
event spectrum. This required the use of delayed
events to determine the background accurately.

The small real-event rates combined with the
problems associated with half-real events made it
impractical to measure the neutron asymmetry
using the muon- y-neutron time -of-flight technique

APPENDIX B. NEUTRON-y COUNTER

Counter 5 was used to separate neutrons from y
rays by pulse-shape discrimination.

The scintillant consisted of a 19-cm-diam by
12.7-cm-long volume Of NE-213 liquid scintillator,
enclosed in a glass cell viewed by a 58AVP photo-
multiplier through a 0.61-m-long acrylic light pipe
to permit thorough magnetic shielding of the photo-
multiplier.

The time distribution of the light output of the
scintillant can be approximated as the sum of two
exponentials, one having a time constant of 2.4
nsec, and the other having a time constant of 300
nsec.~' These two components were integrated
separately, multiplied by appropriate scale fac-
tors, and subtracted. The ratio of the slow com-
ponent to the fast component is dependent upon the
charge and velocity of the particle producing the
light. Heavy particles from neutron interactions
produce a higher ratio of slow to fast components
than do electrons from y-ra. y interactions.

The linearity of the counter was checked and
found to be satisfactory using the half-fall points
of the Compton edges of y rays from "'Cs, "Co,
~Na, and '2C+. The radial uniformity of counter

5 was checked using a highly collimated y-ray
beam. The root-mean-square fractional deviation
of the pulse height from the average was 0.012.
The number of photoelectrons per electron equiva-
lent MeV was determined using a light pulser, and
was found to be 165 photoelectrons per MeV. This
number was used in the Monte Carlo computations.

Since the pulse height in counter 5 was used to
determine the energy of neutrons, it was neces-
sary to determine the relationship between the en-
ergy of a recoil proton and the pulse height that it
produced. This was done by placing counter 5 a
distance of 1.5 m from the target, stopping nega-
tive pions in the target, and selecting approximate
ly monoenergetic neutrons by time of flight. The
pulse -height spectrum was measured for a number
of different neutron energies, and the upper edges
of these spectra yielded the pulse height produced
by a proton having nearly the same energy as the
incident neutron. These results, shown in Fig. 18,
were fitted to the integral of Birks's expression
for specific light output, 4' dx(dE/dx)/E, (1+-kBdZ/d
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where E, is the initial proton energy and k and 8
are constants. The value of M was obtained by a
least-squares fit, and the fitted curve is shown in
Fig. 18. The value obtained for kB was found to be
0.010 15 g/Me V cm'.

The pion-capture time -of -flight measurement
was also used to check the performance of the
pulse -shape discriminator. Time -of-flight spec-
tra were taken both ungated and gated by the pulse-
shape discriminator. The absence of particles
traveling at the speed of light in the group identi-
fied as neutrons, without reduction of the number
of lower-velocity particles, indicated that the
pulse -shape discriminator was operating properly.

In run II, the pulse-shape discriminator was set
for optimum separation of y rays and neutrons.
The performance of the pulse-shape discriminator
was continually monitored by means of a scatter
plot of pulse height vs pulse-shape amplitude dis-
played on an oscilloscope. The pulse shape was
also pulse height analyzed as a function of counter
5 pulse height, with and without gating by the
pulse -shape discriminator. It was found that in
the worst case approximately 0.4%0 of the p rays
were identified as neutrons, and 5.0/g of the neu-
trons were identified as y rays. In run III the lat-
ter spectra were taken both with counters 6 and 9
in coincidence and in anticoincidence. They were
also taken gated by the pulse-shape discriminator
and ungated. The spectra taken in coincidence
with counters 6 and 9 consisted of electrons only,
whereas the spectra taken in anticoincidence with
6 and 9 consisted of y rays and neutrons. By a
comparison of the part of the y-plus-neutron spec-
trum which had the same shape as the electron
spectrum to obtain an amplitude normalization, it
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FIG. 18. Pulse-height response of NE-213 scintillator
to protons.

was possible to determine the shape of the spec-
trum associated with neutrons only. These spectra
permitted the fraction of y rays and neutrons mis-
identified to be unambiguously determined.

In run III, the asymmetry data and the spectrum
data were taken separately. For the asymmetry
measurements, the pulse-shape discriminator was
set so that practically no y rays were identified as
neutrons, and a correspondingly larger fraction of
neutrons were identified as z rays. The identifica-
tion of neutrons as y rays reduced the number of
events recorded, but had no effect on the asymme-
try value measured. For the neutron-spectrum
measurements, the pulse-shape discriminator was
set for optimum separation of y rays and neutrons,
and a small correction was made for the number
of each misidentified as the other.
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