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Exclusive electroproduction of° mesons on protons in the backward hemisphere has been studpgd at
=1.0 Ge\? by detecting protons in the forward direction in coincidence with scattered electrons from the
4 GeV electron beam in Jefferson Lab’s Hall A. The data span the range of thd dtal center-of-mass
energyW from the pion production threshold W=2.0 GeV. The differential cross sectioas+ e, o, and
o1 Were separated from the azimuthal distribution and are presented together with the MAID and SAID
parametrizations.

DOI: 10.1103/PhysRevC.69.045203 PACS nunmd)erl3.60.Le, 14.20.Gk

I. INTRODUCTION k k’

The present experimelil] exploits the attractive oppor-
tunity to investigate a number of resonance states by detect-
ing their decay into two channels of very similar kinematics,
but remarkably different final-state interacti@gfSl) cou-
plings. They are

e+p—e+p+a (1)
9
and p p

e+p—e+tpty. (2) FIG. 1. Definition of kinematic variables for reactigh). Thin

IJ]i_nes represent the incident and outgoing electrons, and thick lines
correspond to the target and recoil protons. The dashed line stands
for the produced neutral pion.

The intermediate resonant state decays via the strong i
teraction in reactioril), and via the electromagnetic interac-
tion in reaction(2). However, one can employ an identical
technique for detecting two of the three outgoing particlesively: MAID [10-13, SAID [13-15, and otherg16-18§.
for both reactions, namely, detection of the scattered electro®ne finds a substantial increase in uncertainties for masses
and proton in coincidence. This results in a greater precisioand hadronic and electromagnetic couplings of higher reso-
for the relative cross sections of the two reactions than fonances where resonant and nonresonant channels compete.
either cross section alone. An increase in the total center-of-mag&sm. energy W is

A comparison of reactiond) and(2) may be beneficial in  followed by an increase in the number of coupled channels,
addressing the problem of the “missing” resonances. Thevhich have to be related via unitarity. At this point, even the
constituent quark mod€CQM) [2] predicts several positive use of all available data on the resonance production cannot
parity states aW>1.6 GeV that have not been observedresolve the difficulties of the model approaches in particular
[3—7]. It is conjectured that these states couple relativelyfor W>1.6 GeV. To constrain these hadronic and EM cou-
weakly to themN channel which has dominatgeiither in the  plings, there is currently an intensive world-wide effort to
initial or final stat¢ most of the experimental work to date. simultaneously study all decay channels produced in photo-
The two reactiongl) and(2) provide therefore a potentially magnetic and electromagnetic excitation of the nucleae,
very different sensitivity to the missing resonances. for example, Refs[19,2Q or [21]).

Closely related to reactiond) and (2) is the process of The results for reactio2) will be presented in another
deep inelastic electron scattering, which is generally anapaper. In this paper we present cross-section measurements
lyzed in terms of parton rather than baryon resonance desf reaction(1) made in Hall A of the Thomas Jefferson Na-
grees of freedom. However, the phenomenon of quarktional Accelerator FacilitfJLab) at an incident electron en-
hadron duality illustrates the interplay of these twoergy 4 GeV and fixed four-momentum transfer squa@gd
frameworks at modesd? and W [8,9]. Another motivation =1.0 Ge\2. The scattered electron and prottmomentak’
for the present study is to explore the exclusive reacti@ns andp’, respectively are detected at laboratory angisand
and(2) in the high energy limit, where current quark degreesg,, and the neutral pion is reconstructed using a missing-
of freedom may play as important a role as resonance, amnass technique. The missing mass squared is expressed as
constituent quark, degrees of freedom. MZ=(k+p-k'-p’)? wherek andp are the momentum of the

In the absence of a theoretical approach based on fundénitial electron and proton, respectively. The relevant kine-
mental principles, one has to rely on experimental input angnatical variables are shown in Fig. 1.
use phenomenological models. In the region of the first reso- The kinematics were further restricted to forward detec-
nance,A(1232, many models are well developed and aretion (relative to the virtual photon momentum vegtof the
successful in describing the resonance spectrum quantitaecoil proton(backward c.ma° emission. This reaction has
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been studied previously at the NINA electron synchrotron at
a beam energy of 4 Ge}22], at DESY at 2.7 and 3.2 GeV
[23—-27 and, recently, in Hall (28] and Hall B [29-3]]
experiments at JLab.

Our results will be presented as the conventional center-
of-mass photoproduction cross section, where the photor
flux factor I' (Hand conventiopis introduced in the one-
photon-exchange approximation:

LH2 target vessel
(6.35x 15 cm)

EP Energy Measurement
Beam Position Monitors

T

-- - Beam Current Monitor
- -- [, J Raster Coils

$: s & &
d°c d’e i E § 5
s=I—, 3
dk' dQ.dQ) . dQ .
/ _ 2
- ik Mﬂ 1 (4) FIG. 2. Layout of the Hall A experimental setup.

27 k2M,- Q®1-€’
1. Electron beam
where(), is the differential solid angle for the scattered elec-
tron in the lab frame()._ is the differential solid angle for the
proton in the final pion-proton c.m. fram#], is the proton
mass,« is the fine-structure constant, aredis the virtual
photon polarization:

Typical beam intensities ranged from 60 to 128; they
were continuously monitored during data taking using two
resonant-cavity beam-current monitggCM) [33]. An ab-
solute calibration of the BCMs was performed at least once
per day by employing an Unser transfornjdd]. The mea-
sured standard deviation and drift of the BCM ensured a

_ 1 stability of the current measurement of +0.3% over the entire
€= (IZ— IZ’)Z o ' ) experiment. In order to avoid local boiling of hydrogen in the
142 5 tarf (_e) target, the incident beam was raster@@ mm horizontal

Q 2 and vertical with two asynchronized horizontal and vertical

In the following, 6* is defined as the polar angle between Magnetic coils~20 kH2) located 23 m upstream of the tar-
the virtual photon and the pion in the pion-proton center ofdet. Th_e instantaneous position of the beam at the target was
mass systemé is the azimuthal angle between the leptonic d€términed with an accuracy of about 10t with a pair of

and the hadronic plangs is taken equal to 0 when the pion P&am position monitorgBPM) located at 7.607 m and
is emitted in the half plane containing the outgoing eledtron 1-370 m upstream of the targ5]. Each BPM is a resonant

This twofold differential cross section can be written as aCaVity with a set of four antenna wires parallel to the beam

function of transverse, longitudinal, and interference part@Xis- The difference between the signals on opposing wires is
oy, o, oy, andd?ory that only depend oW, Q2 proportional to the beam position.

and 6*:
2. Target
e dPoy  d?ep ———dPoq The liquid hydrogen target material was contained in a
a0 ar €aa T V2¢(1+e) a0 cylindrical aluminum vess&.0635 m diameter and 0.15 m
& g i m long along the beam axis—see Fig. Zhe target wall thick-
+ oy 6) ness was 17mm. The entrance and exit windows were 71
a0 °%° 2. ( and 94um thick, respectivelyi36].

ko

The target itself is located inside a cylindrical aluminum
scattering chamber connected to the beamline vacuum. The
scattering chamber was equipped with two 40@ alumi-
num exit windows, each facing a spectrometer.

The working temperature and pressure of the hydrogen
loop [19.0 K and 25 psifabsolute] give a nominal density
po of 0.0723 g/cm.

A. Apparatus The data taken within 100 s after a substantial beam in-

. . , tensity variation(e.g., beam tripswere excluded from the
The experiment was performed using a continuous elec;

, ) & > ='=+analysis to avoid instabilities in the target density.
tron beam with an energy of 4032 MeV incident on a liquid
hydrogen target. The scattered electron and the recoil proton
were detected in coincidence in two high-resolution spec-
trometers(HRSE and HRSKH Figure 2 is a top view of the The two high-resolution spectrometgidRS) of QQDQ
experimental setup and the relevant components. More infotype are of identical conception. Their main characteristics
mation on the Hall A setup is available in R¢B2]. include a central momentum range from 0.3 to 4.0 GgV/

In the rest of the paper, we will refer to the differential cross
sections asr;+e€oy, o, andoqr.

Il. EXPERIMENTAL PROCEDURE AND DATA ANALYSIS

3. Magnetic spectrometers
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TABLE |. Kinematical settings used for the” data taking. The
incident electron energy was 4032 Mebliscussed in Sec. I C)1
The values shown in the table are the central values within the
acceptance.

Scintillator Planes

Settlng Wnom kr’u)m (0e)nom pr,u)m (ap)nom
number (GeV) (GeV/c) (deg (GeVlc) (deg

1 1.180 3.433 15.43 1.187 -50.00

2 1.178 3.433 15.43 1.187 —-48.50

Chere“k""c"(‘g'g; 3 1.177 3.433 15.43 1.187 -46.50

’ 4 1.217 3.282 15.77 1.323 -45.41

5 1.252 3.176 16.04 1.418 -41.67

g 6 1.326 3.043 16.39 1.539 -37.49

FIG. 3. HRSE detector package. The vertical drift chambers as 7 1.431 2.909 16.76 1.662 —33.82
well as the trigger scintillator hodoscopes are common to both 8 1.526 2.776 17.16 1.787 -30.60
spectrometers. 9 1.613 2.642 17.87 1.914 -27.75
10 1.690 2.482 18.15 2.067 -24.75

and a nominal acceptance of *4.5% in momentum, 11 1.795 2.269 18.99 2.274 -21.34
+65 mrad in vertical angle, £30 mrad in horizontal angle, 12 1.894 2.056 19.96 2.482 -18.46

and =5 cm in target lengtiitransverse to the spectrometer
axis). The magnetic dipole in each spectrometer deflects the

particle trajectories in the vertical plane by 45° onto a 2 m 5. Trigger electronics and data acquisition
long focal plane. The acceptance is defined in part by a tung-

sten collimator positioned at 1.109 m and 1.10Qnespec- i :
tively, for the electron and hadron arjfsom the target, and LOrLi;Zedg?;aasgfiizf}g'(?é]osgzt\e,:qm% using the CEBAF

by the apertures of the magnets. The vacuum box of the
: : (1) T1 (T3) corresponds to a good electraproton)
spectrometer s clqseq by a.lzl&}n Kapton gntrance; WIN" " avent. It requires a coincidence between a paddiethe §
dow and a 10Qum titanium exit window. In this experiment, lane and a paddig of the S plane within the directivity
the spectrometers were positioned with an absolute angulzﬁhits of the spectrometet|i—j|<1). Each paddle event
accuracy of 0.5 mrad. (S; or S,) requires a coincidence between the two PMTs at
the end of each paddle.
4. Detectors (2) T2 (T4) defines a deficient electrofproton) event.
This requires that either the 8 S, coincidence is not within
~The detector package of each spectrometer is shown ithe directivity limits (|i—j|>1) or that only one scintillator
Fig. 3. It includes the following. plane fires. For the T2 trigger, if only one scintillator plane
(1) Two vertical drift chambergVDC) [37], spaced by has a two-ended coincidence, the trigger logic requires a co-
50 cm, to define the trajectories of the charged particlesincidence with the gas Cherenkov counter signal.
each VDC is equipped with two wire planes, to measure the (3) T5 is the main trigger and is defined by a coincidence
intercepts and slopes of each trajectory in two perpendiculags T| and T3 within 100 ns.
planes; charged particles passing within the acceptance of the although all triggers can fire the DAQ, T5 has priority
spectrometer cross the plane of the chambers triggering frofghile other triggers are prescaled. This fraction is set using
310 5 sense wires. Each sense wire starts an updating time fpescale factorsPS, PS, PS, and P$). The encoding of
digital converterTDC) which is stopped by the acquisition the analog signals and the transfer of the digitized signal to
trigger. o o the computer buffers takes700 us. When the DAQ is trig-
~(2) Two scintillator planes Sand S each consisting of gered, it forbids any other trigger until the first is processed.
six plastic scintillator paddles. The, addles are 29.3 cm Thjs induces acquisition dead times up to 30% for some high
(dispersivg by 36.0 cm(transversgand the 3 paddies are  counting rate conditions. The number of events for every

37.0 cm(dispersive by 60.0 cm(transversg In both planes  trigger type is recorded by a running scaler, which is read
the paddles overlap by 0.5 cm. Each paddle is viewed by tw@nd |ogged by the DAQ every 10 s.

photomultiplier tubegPMT) at opposite ends.
(3) A gas Cherenkov countéfilled with CO,) viewed by
ten PMTs. Only the Cherenkov counter of the electron spec-
trometer was used in this experiment. Data were taken at nine spectrometer angle and momen-
Each PMT output is fed to an amplitude to digital con- tum settings(numbers 4-12 in Table I, covering the entire
verter(charge integrating ADTand to a discriminator. Each resonance region, i.e., a total c.m. ene¥gyarying between
discriminator signal is sent to a TDC and to the fast electronpion threshold and 2.0 GeWV is the invariant mass of the
ics logic. (y* p) system,W=./(k—-k’+p)2. The acceptance i#* was

The fast electronics logic defines several trigger signals

B. Data taking geometry
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centered around 180°. Complementary measurem@aets TABLE Il. Additional Gaussian resolution smearing at each ex-
tings numbers 1, 2, 3 in Table | were included in order toperimental settingrms) for reconstructed variables at the target.
increase the statistical accuracy around the pion productiof
threshold. Additional Ke,e’)p elastic scattering measure- Electron Proton
ments with a sieve slitand both spectrometers tuned to elec- Setting 64 Yig op’ o brg Yig
trons and Al, Cle,e’)X quasielastic measurements with an number (mrad (mm) (10% (mrad (mrad (mm)
array of foil targets served for calibration of detectors and

spectrometer optics. The relevant information on production 1 1.00 .00 2.00 1.00 2.00 0.30

data is summarized in Table I. 2 100 .00 200 100 200  0.30

3 1.00 .00 2.00 1.00 2.00 0.30

C. Data analysis 4 1.35 30 275 135 275  0.30

1. Method 5 1.45 42 3.00 1.45 3.00 0.42

. . 6 1.80 .33 3.60 1.80 3.60 0.33

The data analysis procedure includes several passes. In a . 165 00 3.30 165 3.30 0.00
first step, we reject any sequence of CODA events collected ' ' ' ' ' '

when one of the stability requirements fails: beam intensity 8 1.80 66 3.60 1.80 3.60 0.66

or position, spectrometer magnetic elements, etc. 9 1.80 66 360  1.80 360  0.66

Next, the Hall A analyzer ESPACEevent scanning pro- 10 1.80 .66 3.60 1.80 3.60 0.66

gram for Hall A Collaboration experiment§39] is used to 11 1.80 .66 3.60 1.80 3.60 0.66

construct the trajectory of the particles in the spectrometer 1o 1.50 66 3.00 1.50 3.00 0.66

focal plane from the VDC data: two position coordina¥gs
and Yy, and two Cartesian angleg, and 6.

Then, using the beam position information at the targeperimental data. Indeed, these data stem from a convolution
and the database for the spectrometers optics, ESPACE rgf the “ideal” events defined at the vertex with a number of
constructs the entire kinematics of the electron and the Proprocesses that influence the incident beam and the outgoing
ton at the vertex, as well as the interaction point. This data¢detecteql particles. The simulation incorporates the beam
base has been optimized for the kinematical settings of thigrofile distribution, collisional energy losses, multiple scat-
experiment[40]. Both particles at the vertex are describedtering, internal and external bremsstrahlung, and radiative
with four spectrometer variables: the transverse coordinatgorrections[42], as well as other resolution effects.qg.,

Y, the two Cartesian anglegy; and 6, and the relative  from optics and detector resolutipriThe spectrometers ac-

momentum ceptance is simulated with a model based on the optical de-
K — K sign of the spectrometer and field maps o_f the r_nagm_ﬁ]s
Sk = ,—”O”‘(electror), (7) In order to reconcile the results of the simulation with the
Kfom data, an additional smearing had to be introduced. This cor-
rection depends on the data-taking geometry and is listed in
. P~ Phom Table II.
op' = ———(proton. ®) Events are generated according to a model cross section
nom domoger IN a first stepdomeqe=MAID2000 [1,2] (this is dis-

The dispersive coordinat¥, is deduced from the beam cussed in Sec. Il In a second step #cal fit based on
information. The energy loss in the target and spectromMAID2003 [3] is performed on our datec. 11l B), and in
eter windows is also taken into account. a third step a dependence Q% is added based on our ex-
At this stage, the position and the shape of the missingerimental resultgSec. I\).
mass squarewli distribution are indicators of how the po- Our procedure for radiative corrections has been actually
sitioning of the spectrometers and the beam are under comleveloped for procesg2) following the exponentiation
trol. The missing mass resolution was optimized by varyingmethod of Ref[42], and has been applied in the same way to
the beam energy, the vertical anglg of the electron arm, procesg1). In this method, radiative corrections are imple-
the horizontal angles of both arngg,, and the calibration of mented in two parts according to the source of photon radia-
the vertical beam raster amplitude at the target. The result afon. The first contribution is the acceptance-dependent part
this optimization yields an average correction for the beanof the internal and external bremsstrahlung from the electron
energy of —13 MeV to the nominal value of 4045 MeV, with lines, and as such it is included in the simulatigd]. This
a dispersion of £3 MeV, varying from one run to another. Areproduces the radiative tail in the missing mass squared
similar procedure based on the horizontal position of thespectrum(see Fig. 5. The second contribution is expressed
reconstructed vertex is used to determine the calibration odis a constant factor equal to 0.93t=1.0 Ge\? applied to
the horizontal raster amplitude and the horizontal mispointthe cross section. The systematic error associated with the

ing of the spectrometers. radiative corrections is taken equal to +J%2].
2. Simulation and radiative corrections 3. #¥ event selection
We use a detailed simulatioj#1] which takes into ac- The following criteria and cuts have been applied to prop-

count all processes that affect the characteristics of the eerly select ther® events.
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(1) A suitable coincidence timing window, as illustrated
in Fig. 4.

(2) A directivity cut applied on the particle’s position in
the collimator plane at the entrance of each spectrometer:
+2.9 cm in horizontal and +5.8 cm in verticdlThis corre-
sponds to 87% of the total geometrical acceptance of the
6 msr collimator)

(3) An acceptance cut defined for both arms by

0 20000 40000
k' (p)<A+B ¢tg + CYtzg (9) Squared missing mass (MeVZ)

FIG. 5. Experimental distribution of the missing mass squared

. _ _ 1 —_ 52 i
with ATO'17’ BEG'O, ra(lj , and C=-23.15 m* This cut éaslolid) and the corresponding simulated spectrig@shed ling ob-
approximates the dipole aperture and was used to symm ained by registering the procepée, e’p)X. The peak around zero

trize the acceptance which is not completely defined byyqresponds to events originating from reactian The maximum
the collimator alone. _ _ . of the second peak is at the pion mass squangg=18.2

(4) An acceptance cut defined in both arms in the plane. 1 MeV? as to be expected if events originated from reaction
(Yig: ¢rg)- This cut has an hexagonal shape and tends to rg1). The colored region represents the event distribution within the
produce the quadrupoles apertures. More information on thiselection window for procesd).
cut is given in Ref[43].

(5) A cut on the horizontal transverse distamtbetween

; The number of events simulated in the given hiN®, is
the beam and the reconstructed vertesing both armpg 9 h

defined by the simulated luminositgg times the fivefold
differential Born(nonradiativg cross sectiom®o depending
|d <0.003 m (10 on variablesQ?, W, ¢, cosé’, and ¢ convoluted with the

(6) A selection window on the missing mass squared:adiative process and the experimental resolution. If we de-
10 000< M2<50 000 Me\~. The lower boundary of the se- NOte the contribution of the radiative procesgesluding

lection window serves to suppress the yield from reagtyn ~ internal and external bremsstrahlyrigy dRs, and th((es)simu-
which is manifest as a peak B%=0 in Fig. 5. lated resolution response and acceptance of bink’;”, the
simulated number of events is then

D. Cross-sections evaluation
Ni(S) = ‘CSJ [dsa'model® dRs ® ’Ci(S)]- (12)

1. Extraction method
If the processes described by Efj2) are correctly taken into
account in the simulation, then, assuming that the relative
variation of the true cross section and the simulated one
around a pointPy=(W,Q? €,cos ¢, ¢) are the same:

In the present analysis, a typical experimental bin of
phase space is defined in the five kinematic varia@gsw,
€, cosd', ¢, and the missing mass squarmi. The number
of events in each bin is the product of the integrated lumi

nosity £ and the convolution of the physical cross section do(P) = do(Py)  domodelP) = A0 model Po)
with resolution effects over all the experimental acceptance. = , (13
Let N; denote the number of counts observed inibiandX; do(Po) domodel Po)
the experimental resolution and acceptance function of thge arrive at the experimental differential cross section at
same bin. Then point Py:
5 — Ls N; 5
N; = ﬁj [dGO' ® Ki]. (11 do(Po) = Z X @ X A0 modelPo) - (14)
I
= These assumptions are verifiadposteriori by observing a
§ good agreement between the experimental and simulated dis-
S 0001 tributions (e.g., missing mass spectra in Fig. $he size of
g., g p
4000 |— FWHM =1 ns the bins is only constrained by the magnitude of the resolu-
=< tion and radiative effects, and by the variation of the model
2000 — cross sectiooqqer IN this analysis, we choose the point
0 P, to lie at the center of each bin.
150 200 250

Coincidence time (ns) 2. Adjustment of the model parameters

FIG. 4. Coincidence time for setting No. 7. The time is corrected ~ 1he procedure described by Ed.3) to evaluate the ex-
for the path length in the spectrometer and for the proton velocityPerimental cross section relies heavily on the accuracy of the
The fine structure in the time spectrum is due to the 500 MHzsimulation of the true cross section inside each bin by the
structure of the beam. model cross sectiodo,,,qet Thus, it is imperative to employ
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TABLE lll. Correction and systematic error evaluation.

Source Correction Induced error on

Trigger efficiency 1-10% +0.0%
Acquisition dead time 0-30 % +0.0%
Electronics dead time 25-45% +0.1%
Tracking efficiency 3.0-8.0% +0.5%
Optics +1.2%
Acceptance +2.0%
Target boiling +1.0%
Proton absorption correction 1-3% +0.1%
Radiative corrections +2.0%
Photon contamination 1.0 % +0.0%
Quadratic sum +3.3%

a realistic model cross section in the Monte Carlo simulation
At the start of the analysis we used in the simulation and
consequently, in the determination of the experimental cros
section, the MAID2000 modedkee Sec. Ill A. It was found
at this stage of the analysis that the model cross section d
parts from the measured one, especially for the second a
third resonance regions. In particular we observed strong di
ferences in thaV, Q2 and ¢ dependences of the cross sec-
tion which motivated an adjustment of the model parameter

(see Sec. Il B.

At the second step of the iteration the experimental cros
section was evaluated by employing the model versior{i
MAID2003 with adjusted paramete(kcal fit). This adjust-
ment did not involve model parameters responsible for th

f

PHYSICAL REVIEW 9, 045203(2004

tillator coincidence. A similar procedure is applied for the
hadron arm with the T4 triggers. The correction is of the
order of 2% for the electron arm, and less than 1% for the
hadron arm. The accuracy on this correction is governed by
the number of T2 and T4 triggers, and is of the order of
1-5 % of the inefficiency. This induces no appreciable sys-
tematic error in the final result.

The dead-time correction factor of the acquisition system
is the ratio of the number of events measured by the scaler
associated to trigger T5 to the total number of coincidence
events found in each run. It ranges from 0% to 30% and the
associated error is negligible.

The dead time associated with the electronics is defined
by the setup and depends directly on the beam intensity. It is
evaluated for each run from the singles rate of each discrimi-
nator associated with the scintillator paddles and electron
Cherenkov. Typically, the correction is 2.5% at thé1232
resonance, and 4.5% for the high&¥tsetup. The induced
systematic error is negligible.

* The intrinsic efficiency of the VDCs is determined by the
efficiency of each sense wire. A good track requires a signal
ftom at least three wires in each plane. The fact that a typical
track intercepts five cells in each wire plane makes the VDCs
obal inefficiency negligible.

The tracking efficiency is affected by accidental hits,
caused by background events, which can prevent the algo-
rithm from reconstructing the good track. Thus, a noticeable

Fraction of the events has more than one reconstructed track

in the VDCs. These events are rejected in the analysis and

the luminosity is decreased in proportion. Also this correc-

on depends strongly on the setup configuration and on the
beam current, and varies between 3% and 8%. The system-

&tic error in this correction is estimated to be 10% of the

5 .
Q“ dependence because the present data comprise a raﬂ?:%rrrection.

limited Q? interval.

In a last step we used our experimental results to obtai
an estimation of the&? dependence. Another iteration was
performed afterwards by including in the simulation the ne
Q? dependencesee Sec. Y. The final results are presented

in Secs. IV and V.

3. Corrections and systematic errors

W,

Independent of the uncertainty in the total acceptance of

e HRS pair, we have a cross section uncertainty from the
imperfect knowledge of the spectrometer optics. We subdi-
vide the acceptance into bins in the physics variaigsw,
M2, cosé', and¢. The precise volume of each bin is subject
to uncertainties due tmcal variations in the average recon-
struction of vertex variables. We estimate these uncertainties
from the rms deviations between the positions of the sieve

In the extraction of the cross section values, a number olit holes(at the entrance of each spectromgterd the mean
corrections have to be taken into account. For each corree¢econstructed position of these holes. Local variations in the
tion, the residual systematic error was evaluated. All relevantalibration of vertex positions along the beam line influence

quantities are given in Table Il

The trigger efficiency correctiofi; 5(x,y) is calculated

run by run for each scintillator plangl and 3, locally in

longitudinal (x) and transverséy) directions. The VDCs de-

the luminosity, which is proportional to the effective target

length viewed by the HRS pair. We estimate the uncertainty
in the effective target lengths from the deviations between
the positions of a set of seven reference foil targets and their

termine the particle’s track location in the scintillator. For reconstructed positions. The sieve slit holes are on a square
this efficiency study, a stringent event selection in the fourgrid of spacing 25 mm vertical and 12.5 mm horizontal. The
planes of the VDCs is applied. The efficiency correction fac-seven targets were located at 0, £20, £50, and £75 mm along

tor is then(for the electron arm
N(T,-S; ) X PS
N(Ts) + N(Ty) X PS +N(T,-S, ) X PS,’
(15)

Epaxy) =1+

the beam axis. In the electron arm, the rms deviations of the
mean reconstructed values are 0.065 and 0.050 mm, for the
vertical and horizontal sieve slit holes, respectively, and
0.145 mm for the target foils along the beam axis. The same
values for the hadron arm are 0.097, 0.027, and 0.220 mm.
Dividing the rms variations by the respective spacings in the

Here,N(TZ-Sl_Z) is the number of T2 trigger events tracked vertical and horizontal sieve slit holes and the reference tar-

by the VDCs to theXs,, Ys,) area, but with nd; NS, scin-

gets, we obtain the contributions to the cross section uncer-
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tainties arising from local variations in optics. Adding all
contributions in quadrature yields an uncertainty of £1.2%.
This is the optics uncertainty in Table IlI.

We have performed a set of acceptance cuts to improve
the agreement between the experiment and the simulation
(see Sec. Il C B8 The uncertainty associated with possible
residual discrepancies is estimated to be +2%.

The beam current and its variation can lead to target den-
sity corrections to the luminosity. The beam was rastered
over an area proportional to the beam current, and equal to
8x 8 mn? at 100uA to minimize any effect of hydrogen —
boiling. In analyses of single-arm elastic data, no correlation 1"0' : '1|.2' ' '1!4' . '1!6' . '1!8' o
was observed between the target density and the beam cur- W (GeV)
rent [44], within +1%. From the analysis of the single-arm
elastic data, it was also concluded that the target impurity is F|G. 6. Excitation curve fory* p—pn® at Q?=1.0 Ge\?,
negligible, i.e.,<0.02%. cos#'=-0.975, and ¢=75°. The full line corresponds to

A correction was also evaluated for lost recoil protons,MAID2000 [1,2] and the dashed line to SAIINF18K solution
either from interactions with the liquid hydrogen target ma-[13].
terial or in the different windows; its value equals 1% near
the pion production threshold and reaches about 3% at the The corresponding cross-section data evaluated in the
highestW. The error associated with the radiative correctionframework of the MAID2000 mode]10,1] demonstrate a
is +2%. This matter has been discussed in Sec. Il C 2. good agreement with the results obtained in th@232

Finally, at low W, the contribution of reactioi2) is not  region. The agreement deterioratesVdsncreasegFigs. 6
negligible in the selected window in missing mass squaredand 7.

A correction has been made to subtract the photon events For each bin inW and cos§’, we obtain the separated
located below ther” peak(see Fig. 5; it does not induce any cross sections++eo , oy, andor by fitting Eq. (6) to the
further systematic error. data in 12 bins ing (Fig. 7). In the procedure of minimiza-

The total error evaluated as a quadratic sum of all thaion only the statistical errors are used.
contributions amounts to +3.3%. This total error will be  There exists another well-developed technique for de-
added quadratically to the model dependence error discussedribing pion electroproduction over the whole resonance
in Sec. V. region—the SAID analysigl3—15. SAID employs the regu-

larly updated compilation of available data for photoproduc-
tion and electroproduction reactions to constrain a certain set

&oldQ" (wbisr)

lll. STUDY OF THE W, 6", AND ¢ DEPENDENCES of parameters in an energy-dependent multipolar fit. The out-
- q lar distributi put of such fit corresponding to tHéF18K solutionis dis-
A. Excitation curves and angular distributions played in Fig. 6. Although the NF18K solution overpredicts

The method presented in Sec. Il D was applied to produce

the twofold differential cross section as a functionvif Q?, B o0 o8 b)
cosd’, and ¢. The cross section is evaluated in>8Q@ X 4 3 o,sf
X 12 kinematical intervals chosen as shown in Table IV. Fig-  «4 e +
ure 6 shows a sample excitation curve @f=1.0 Ge\?, 3 R N ¥
cos 6 =-0.975, andh=75°. g 02
The data integrated over the who@? range yield the
cross section as a function gffor eachW and cos¢’ inter- 0.0 R 0.0
val. As an example, we present in Fig. 7 the azimuthal dis- c) d)
tributions for four points ifW. o= ++ oal Ty
TABLE IV. Binning intervals for each variable. Note that the A e T S e
analysis of theQ? dependence discussed in Sec. IV required split- 02— T 02 f\ﬂ;
ting of the Q? range into six intervals as well as a wider binning in I I I | |
W and cosd" (these values are indicated in parenthgses 0.0 00 o0 —00 o 90 180
¢ (degrees)

Variable Range Number of intervals Interval width

FIG. 7. Azimuthal angular distributions foy’ p— p#° at Q?
w [1.00;2.00 GeVv 5q10 0.020.1) GeV -1 g Ge\?, cosd =—0.975 for different points inV: 1230 MeV
Q? [0.85;1.15 Ge\? 1(6) 0.30.09 GeV? (), 1410 MeV (b), 1510 MeV (c) and 1610 MeV(d). The solid
cosd’ [-1;-0.8 4(1) 0.050.2 curve corresponds to MAID200010,17 and the dashed line to
® [0°:3607 12 30° SAID (NF18K solution [13]. The dotted line approximating the

data points is obtained from the fit of E().
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our data from threshold t¢/=1.6 GeV, the general trends of TABLE V. Transverse and longitudinal helicity amplitud&s,,
the cross section are well reproducgegs. 6 and Y. The Az, and$S, ), for electromagnetic excitation of nucleon resonances
agreement between the SAID model and our data is signifioff the proton atQ*=1.0 GeV? in units of 10° GeV '/ The de-

cantly improved after the data is added to the world databasi@ult values of MAID2000 are compared to our MAID200g:al
(see Sec. Il G fit. The Regy=E2/M1 andRgy=C2/M1 ratios of theA(1232 are

given in percentage. The errors given for the amplitudes are first the
statistical errors of the fit and second the estimated model uncer-

B. Amplitude analysis with MAID tainty. Thg errors of the ratios include both and are mainly model
uncertainties.

With our complete data set of 363 data points in three
observables and three values of pion emission angle we per- N* MAID2000 MAID2003
formed a data analysis using the unitary isobar model default values local fit
MAID2000 [10,11]. This model is based on the evaluation of
a nonresonant background described by Born terms and ve

P33(1232 A 75 ~70£1+2

tor meson exchange, and a resonant part modeled with Breit- Agr2 -142 -161+345
Wigner functions for all four star nucleon resonances below Si2 15 17+1+2
W=2 GeV, Rem -2.2 -6.4+2.6
Rsm -6.5 -7.0£1.7

. P,,(1440 Ay -61 18+5+20

£, = 0021 +itd) + 5 e, (16) Su 20 19+3+10
D15(1520 A -69 —~77+7+20

Both parts are individually unitarized. For the background Aarz 38 407210
o . . A Si2 0 -17+8+10
part this is done in the usual K-matrix approximation and for

the resonance part by including an energy dependent unita21(1539 Aurz 67 74£10425
rization phasep,. The background and the hadronic param- S 0 —22+5+10
eters of the resonances are fixed, leaving only the electrd=15(1680 Axr2 —42 —-36+5+10
magnetic couplings of th&l”’s and A’s as free parameters. Agpp 51 31+10+10
For electroproduction these are electric, magnetic, and lon- S/ 0 —22+5+10

gitudinal couplings that can be expressed in terms of the
helicity amplitudesA,,,, Az, andS;,. They are defined at
the resonance positioW=Mgy and are related to the transi-
tion form factors. with the default values of MAID2000. For th&(1232 reso-

In MAID2000 the Q? dependence of these couplings is nance, we give in addition thBey=E2/M1 and theRgy,
modeled by semiphenomenological form factors. In the ’

. . . =C2/M1 ratios. Both MAID2003 values are consistent with
MAID2003 calculation[12], it has a phenomenological form . : g
fitted to all existing electroproduction datglobal fit). Since the previous MAID 2000 fit§10,11. The Ry ratio is very

our data are taken in a narrow interval arou@P well determined by, and tends to larger negative values at
2_ i ; 2_ ; .

=1.0 GeV4, the current analysis will be a fixe@? analysis Q?=1.0 GeV In comparison tdQ"=0, while theRey ratio Is

(local fit) loosely constrained. Furthermore, the model uncertainties are
In our. analysis, for the 13 nucleon resonances balgw larger for latter value than for th@é2/M1 ratio. Fromo we

=2 GeV, we fix the parameters of five from the results of the?!S0 find a large sensitivity to th&, amplitude of the

global fit, and adjust the parameters of the remaining eigh®11(1539 resonance in the minimum aroukid=1500 MeV.

resonances. These are tRgy (1232, P;,(1440, D15(1520,

S11(1539), S31(1620, S1(1650, F15(1680, and D33(1700),

giving a total of 20 free parameters. In order to estimate the C. New solution from SAID analysis

model uncertainties in our fit, we successively fixed indi-

vidual resonance parameters to the values of the global fit, 11 predictions of the SAID analysis with the NF18K

atnd 'nlve_lf't'glat‘\ald the_fluct?;uatlonTt ”; thel renl‘?[[”f'ngthpa]f.améolution parameter s¢13] are shown in Figs. 6 and 7. This

(reeg)sﬁa:c:s fir W"r‘]’ﬁ:ﬁ';’ﬁe eraer?]l:eteorso:rre ?((J:Snoll tc?rreaiolxg is an extrapolation to the new kinematics of our experiment.

P hen our data are included in the world data set, a new

fluctuate around initial values. Ti%,(1620, 311(1.650’ and SAID fit, WIO3K solution [15] yields a much better fit, as

Id not b trained in th i ivsis. Th Shown in Figs. 8 and 10. We find a noticeable improvement
could not be constrainéd In e present analysis. 1he maip, .. region of theP;5(1232 resonance, resulting from im-

reason for this is a restricted angular range of our data set,ro ed constraints on the? dependence of this resonance
which is confined to backward angles. Furthermore, by noP™V : P : '

including any world= data, our fit is insensitive to isospin. ~\though oy, is underfitted at thePs;, in general SAID

Even so, our data show strong sensitivity to the resonances ¥Y!03K solut_ion gives an excellent description of, and
largeW. In Table V, we compare our MAID200g3] local fit ~ @1 Up toW=1.7 GeV.
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FIG. 8. The cross section of reacti¢h) as a function of cog* FIG. 10. Virtual photoproduction cross sections forp— pm°
obtained atQ?=1.0 GeV, ¢$=75° for different values ofW: with statistical error bars as a function ¥¥ at Q?=1.0 Ge\?
1190 MeV (a), 1210 MeV (b), 1230 MeV (c), 1310 MeV (d), cos 6*=-0.975: o1+ €0, oy, and orr. The one-sigma value of
1330 MeV (e), 1350 MeV (f), 1410 MeV (g), 1430 MeV (h), and  the total systematic errors is given for thg_and ot cross sec-
1450 MeV (i). In all plots, —1.6<cos 6* <-0.8. The solid curve tions by the size of the shaded area at the bottom of each plot. The
depicts the MAID2003 local fit and the dashed line to the SAID solid curves correspond to the MAID2003 local fit, and the dashed
WIO3K solution[6]. curves to SAID WIO3K solutiorf15]. In the top part of the figure,
we indicated the positions of the eight most prominent resonances
whose helicity amplitudes are adjusted in MAID200Qsee Sec.
1B).

The kinematic restrictions of the present experiment allow )

us to reliably reconstruct the event distributions as a funCtiorﬂninimize this effect, we need a more realisGié dependence

. ; . - .
of the pion anglef™ in the interval ~1=cos ¢* < -0.8. The .in the model. To this end we first extract the experime@tl

corresponding cross section is shown in Fig. 8 after optimi- . : :
zation of the MAID and SAID parameters. dependence for each bin W and, second, iterate the analy

. ; sis using a model cross secti@w,,.qe that includes this
Overall, the relative shape ié of the MAID2003 local _dependence.

fit compared to the experimental data is good for all bins in The cross section was evaluated by splitting @&range

D. #* dependence

W. [0.85,1.15 Ge\? into six intervals, integrating over ca#
IV. STUDY OF THE Q2 DEPENDENCE in the rangg-1.0,-0.8, and fitting the¢ dependence of the
cross section in a similar way to that described in Sec. lll.
We considered the correlation betwegrand Q? due to The Q? dependence of the cross section can be studied by
the acceptance as a possible source of systematic error. figting the following form to the partiabr+eo, cross sec-
tion:
N‘\ 4
Sl do(W, QD) = do(W,Q% =1 GeVP)e Penil G907 (17)
e 2 — The resulting fit values fob,,,; are displayed in Fig. 9. We
< B performed a similar exercise on the cross section evalu-
'C ated within the MAID2000 calculation and MAID2003
o local fit. The resulting parametdy,,i(W) is displayed in
SO IR R I S N S N T Fig. 9, respectively with a full and a dashed curve. While
1 1.2 1.4 1.6 1.8 2 the overall ranges of variation di,,; andb,4 are con-
W (GeV) sistent, we observe a substantial discrepancy between the
model and the data in the range W from ~1.25 to
FIG. 9. Q? evolution of or+e0, evaluated at a centraD? ~1.65 GeV.

=1.0 Ge\? from the data points. The dashed and solid curve corre-  The data obtained in the present analysis allow us to de-
spond to the MAID2000 and MAID2003 local fit calculations, re- termine theQ? dependence of the partial cross sectigp
spectively. See text for definition df. +eo over a wide range ofV. In principle, it is also possible
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TABLE VI. or+eo cross section aQ?=1.0 GeV in ub sr'. The values are followed by the statistical and the total systematic

errors.

W(MeV) € cos# =-0.975 cosd’ =-0.925 cosf’ =-0.875 cosd’ =-0.825
1110.0 0.945 0.194 +0.012 +0.006 0.241 £0.018 +0.008 0.300 +£0.028 +0.010 0.313 £0.045
1130.0 0.944 0.511 +0.017 +£0.017 0.597 +0.037 +0.020 0.668 +0.067 +0.022 0.640 +0.084
1150.0 0.942 1.068 +0.034 £0.035 0.965 +0.086 +0.032 0.933 +0.105 +0.031 0.996 +0.116
1170.0 0.940 1.937 +0.046 £0.065 2.365 +0.094 +0.080 1.625 +0.139 £0.054 1.785 +0.176
1190.0 0.938 3.176 +0.049 +£0.108 3.591 +0.102 +0.124 3.518 +0.167 +0.118 3.074 +0.186
1210.0 0.936 3.853 +0.049 +0.134 3.887 +0.125 +0.135 3.824 +0.153 +0.134 3.573 0.172
1230.0 0.934 3.221 +0.048 £0.109 3.171 +0.130 +0.105 3.385 +0.153 +0.115 3.687 +0.175
1250.0 0.932 2.348 +0.033 +0.080 2.645 +0.064 +0.088 2.287 +0.155 +0.076 2451 +0.177
1270.0 0.930 1.665 +0.021 +0.056 1.832 +0.039 +0.061 1.828 +0.110 +0.060 1.602 +0.181
1290.0 0.927 1.162 +0.015 +0.039 1.302 +0.038 +£0.045 1.307 +0.088 +0.044 1.155 +0.132
1310.0 0.925 0.832 +0.012 +0.029 0.893 +0.042 +0.037 0.912 +0.078 *0.041 0.973 +0.123
1330.0 0.922 0.680 +0.013 +0.023 0.686 +0.040 +0.023 0.770 +0.073 £0.031 0.681 +0.118
1350.0 0.920 0.566 +0.012 +0.019 0.641 +0.034 £0.021 0.643 +0.078 £0.022 0.611 +0.138
1370.0 0.917 0.455 +0.010 +0.016 0.501 +0.034 +0.017 0.414 +0.080 =+0.024 0.147 +0.131
1390.0 0.914 0.385 +0.010 +0.013 0.375 £0.036 +0.021 0.387 +£0.086 +0.032 0.128 +0.161
1410.0 0.910 0.301 0.010 0.010 0.349 +£0.036 +£0.021 0.309 +£0.079 +£0.025 0.023 +£0.122
1430.0 0.907 0.281 +0.008 +0.011 0.344 +£0.031 +£0.016 0.441 +£0.102 +0.018 0.160 +0.151
1450.0 0.903 0.286 +0.007 +0.011 0.371 £0.029 +0.019 0.271 £0.087 £0.014 -0.002 £0.171
1470.0 0.900 0.327 0.008 +0.012 0.329 +£0.036 +£0.019 0.255 +£0.132 +£0.024

1490.0 0.896 0.311 +0.008 +0.011 0.460 +£0.048 +£0.029 0.364 £0.123 £0.030

1510.0 0.892 0.388 +0.008 +0.013 0.430 +£0.036 £0.015 0.314 +£0.114 +0.011

1530.0 0.887 0.383 +0.007 +0.013 0.488 +0.032 +0.016 0.409 +£0.135 +0.014

1550.0 0.883 0.319 +0.006 +0.011 0.396 +0.051 +0.021 -0.111 +0.168 +0.013

1570.0 0.878 0.276 0.005 £0.009 0.461 +0.059 +0.032 -0.176 *0.214 +£0.009

1590.0 0.873 0.281 +0.005 +£0.011 0.376 +0.055 +0.013 -0.107 +0.142 +0.019

1610.0 0.868 0.339 +0.005 +£0.013 0.428 +0.040 +0.018 -0.112 +0.157 +0.004

1630.0 0.863 0.439 +0.006 £0.018 0.450 +0.064 +0.020

1650.0 0.857 0.590 +0.006 +0.028 0.602 +0.085 +0.040

1670.0 0.852 0.719 +0.008 +0.041 0.606 +0.085 +0.046

1690.0 0.845 0.749 +0.010 +0.048 0.535 +0.106 +0.018

1710.0 0.839 0.625 +0.007 +0.035 -0.069 +0.187 +0.003

1730.0 0.832 0.465 *0.005 +0.024 0.348 +0.063 *0.022

1750.0 0.826 0.383 +0.004 +0.016 0.281 +0.042 +0.015

1770.0 0.818 0.361 +0.005 +0.013 0.082 +0.079 £0.007

1790.0 0.811 0.335 +0.004 +0.011

1810.0 0.803 0.341 +0.005 +0.011

1830.0 0.795 0.346 +0.004 +0.011

1850.0 0.786 0.360 +0.004 +0.012

1870.0 0.777 0.348 +0.004 +0.011

1890.0 0.768 0.323 +0.004 +0.011

1910.0 0.759 0.288 +0.004 +0.010

1930.0 0.749 0.247 +0.006 +0.008

1950.0 0.738 0.199 +0.019 +0.007

to study theQ? dependence of the partial cross sectiors
and o . However, such an analysis would require muchour final data analysis with the MAID2003 local fit param-

more statistics for a meaningful interpretation.

+0.010
+0.021
+0.034
+0.061
+0.101
+0.133
+0.125
+0.082
+0.054
+0.039
+0.042
+0.023
+0.027
+0.007
+0.008
+0.013
+0.009
+0.009

The experimentaQ? dependence of Eq17) is used in

eters. In addition, we compute a systematic error associated
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TABLE VII. oy cross section a@?=1.0 GeV in ub srl. The values are followed by the statistical and the total systematic errors.

W (MeV) € cos ' =-0.975 cosf’ =-0.925 cosd’ =-0.875 cosd =-0.825
1110.0 0.945 -0.032 +0.009 +0.001 -0.087 +0.015 +0.003 -0.076 +0.024 +0.003 -0.079 +0.038
1130.0 0.944 -0.008 +0.013 +0.001 -0.039 +0.032 +0.002 -0.045 +0.058 +0.002 0.003 +0.071
1150.0 0.942 0.077 +0.028 +0.003 0.216 +0.074 +0.007 0.413 +0.089 +0.014  0.400 =+0.097
1170.0 0.940 0.135 +0.035 +0.012 0.094 +0.076 +0.020 0.896 +0.114 +0.031 0.986 +0.142
1190.0 0.938 0.182 +0.037 +0.018 0.418 +0.087 +0.033 0.879 +0.137 +0.033 1.529 +0.148
1210.0 0.936 0.356 +0.039 +0.019 0.922 +0.110 +0.042 1.619 +0.129 +0.055 2.072 +0.139
1230.0 0.934 0.421 +0.040 +0.014 1141 +0.111 +0.040 1537 +0.128 +0.054 1.796 =+0.141
1250.0 0.932 0.208 +0.025 +0.011 0.502 +0.052 +0.025 1.182 +0.128 +0.046  1.489 +0.143
1270.0 0.930 0.143 +0.015 +0.010 0.293 +0.033 +0.016 0.601 +0.091 =+0.025 1.112 +0.146
1290.0 0.927 0.033 +0.011 +0.007 0.201 +0.033 +0.014 0.426 +0.074 +0.022 0.773 +0.109
1310.0 0.925 0.008 +0.010 +0.008 0.129 +0.037 +0.031 0.359 +0.061 +0.038 0.467 +0.092
1330.0 0.922 -0.025 +0.011 +0.001 0.067 +0.035 +0.009 0.146 +0.059 +0.031 0.392 +0.085
1350.0 0.920 -0.066 +0.010 +0.004 -0.056 +0.029 +0.009 0.044 +0.064 +0.022 0.164 +0.104
1370.0 0.917 -0.073 +0.008 +0.008 -0.067 +0.027 +0.011 0.094 +0.066 +0.027 0.387 +0.104
1390.0 0.914 -0.096 +0.008 +0.008 -0.038 +0.028 +0.018 0.001 +0.062 +0.025 0.205 +0.115
1410.0 0.910 -0.073 +0.009 +0.005 -0.088 +0.029 +0.021 -0.004 +0.058 +0.026 0.233 +0.089
1430.0 0.907 -0.091 +0.007 +0.007 -0.110 +0.026 +0.017 -0.140 +0.076 +0.020 0.125 +0.113
1450.0 0.903 -0.084 +0.006 +0.008 -0.155 £0.024 +0.020 -0.005 +0.070 #0.021  0.238 +0.130
1470.0 0.900 -0.102 +0.007 +0.011 -0.101 +0.026 +0.016 -0.046 +0.071 =+0.017

1490.0 0.896 -0.084 +0.007 +0.006 -0.138 £0.034 +0.030 -0.032 +0.076 +0.031

1510.0 0.892 -0.079 +0.007 +0.008 -0.056 +0.029 +0.018 0.083 +0.078 +0.019

1530.0 0.887 -0.030 +0.005 +0.009 -0.017 +0.026 +0.020 0.092 +0.092 +0.022

1550.0 0.883  0.003 +0.005 +0.007 0.030 #0.030 #0.029 0.277 +0.092 +0.023

1570.0 0.878 0.019 +0.004 +0.005 0.047 +0.036 +0.036 0.266 +0.097 +0.029

1590.0 0.873 0.041 +0.005 +0.003 0.098 +0.037 =+0.022 0.180 +0.104 +0.021

1610.0 0.868 0.076 +0.005 +0.003 0.127 +0.029 +0.006 0.390 +0.105 =+0.015

1630.0 0.863 0.102 +0.005 +0.005 0.157 +0.036 =+0.007

1650.0 0.857 0.125 +0.005 +0.006 0.217 +0.046 +0.024

1670.0 0.852 0.133 +0.007 +0.005 0.339 +0.050 =+0.026

1690.0 0.845 0.085 +0.009 +0.005 0.198 +0.051 =+0.008

1710.0 0.839  0.075 +0.006 +0.008 0.092 +0.054 =+0.005

1730.0 0.832 0.041 +0.004 +0.006 0.117 +0.037 =+0.017

1750.0 0.826  0.025 +0.004 +0.005 0.031 +0.025 =0.011

1770.0 0.818 0.023 +0.004 +0.003 0.064 +0.047 =+0.015

1790.0 0.811 0.024 +0.004 +0.001

1810.0 0.803  0.020 +0.004 +0.001

1830.0 0.795 0.010 +0.004 +0.003

1850.0 0.786 -0.014 +0.003 +0.003

1870.0 0.777 -0.004 +0.004 +0.001

1890.0 0.768 -0.008 +0.004 +0.000

1910.0 0.759 -0.006 +0.004 +0.000

1930.0 0.749 -0.002 +0.006 +0.000

1950.0 0.738  0.015 +0.018 +0.001

with the Q-dependent interpolation in the data analysis. This
systematic error is evaluated from one half of the difference
between the final analysis and the results obtained from the The final cross-section data are listed in Tables VI-VIII

analysis using the MAID2003 local fit without additior@f

dependence.
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+0.003
+0.003
+0.014
+0.033
+0.051
+0.069
+0.062
+0.056
+0.049
+0.035
+0.042
+0.027
+0.015
+0.019
+0.009
+0.019
+0.008
+0.013

[45]. The value ofe indicated in these tables corresponds to
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TABLE VIII. ot cross section a®?=1.0 GeV in ub sr. The values are followed by the statistical and the total systematic errors.

W (MeV) € cos ¢ =-0.975 cosy' =-0.925 cos¥ =-0.875 cosy =-0.825

1110.0 0.945 0.015 =+0.016 +0.001 0.039 +£0.021 +0.002 0.044 +£0.034 =+0.002 0.002 +0.048 +0.001
1130.0 0.944 -0.024 +0.025 +0.001 -0.016 =+0.044 =+0.001 -0.071 +0.068 =+0.002 -0.034 =+0.079 +0.002
1150.0 0.942 -0.026 +0.045 +0.001 -0.269 =+0.086 +0.009 -0.445 +0.097 =+0.015 -0.437 =+0.105 =0.015
1170.0 0.940 0.035 =+0.063 =+0.006 0.040 =+0.094 +0.014 -0.845 +0.124 +0.028 -1.194 +0.141 +0.040
1190.0 0.938 -0.150 =+0.076 +0.008 -0.358 =+0.127 =+0.014 -0.917 +0.164 =+0.031 -1.825 =+0.177 =+0.064
1210.0 0.936 -0.088 +0.074 +0.037 -0.836 +0.146 +0.043 -1.644 +0.170 =+0.063 -2.342 =+0.201 +0.084
1230.0 0.934 -0.275 +0.066 +0.030 -1.152 =+0.135 =+0.079 -1.611 +0.151 +0.083 -1.897 =+0.184. +0.086
1250.0 0.932 -0.191 =+£0.045 +0.007 -0.557 =+0.072 =+£0.039 -1.117 +0.133 +0.061 -1.507 =+0.155 =£0.075
1270.0 0.930 -0.129 +0.032 +0.004 -0.391 +0.054 +0.022 -0.668 +0.102 +0.040 -1.283 +0.143 +0.050
1290.0 0.927 -0.045 +0.023 +0.007 -0.256 +0.051 +0.009 -0.643 +0.093 +0.025 -0.948 +0.128 +0.035
1310.0 0.925 -0.043 +0.018 +0.019 -0.174 =+0.050 +0.007 -0.388 +0.094 +0.013 -0.598 +0.142 +0.020
1330.0 0.922 -0.011 +0.017 +0.010 -0.168 =+0.042 +0.023 -0.267 +0.075 +0.012 -0.508 +0.135 +0.041
1350.0 0.920 0.002 +0.015 +0.003 -0.034 +0.032 +0.015 -0.109 +0.068 =+0.012 -0.321 +0.128 =+0.054
1370.0 0.917 -0.004 +0.012 +0.007 -0.003 +0.033 +0.001 -0.233 +0.068 +0.008 -0.516 +0.116 +0.027
1390.0 0.914 0.011 +0.012 +0.005 -0.070 +0.037 +0.021 -0.151 +0.084 +0.031 -0.537 =+0.164 +0.019
1410.0 0.910 0.016 +0.012 +0.002 -0.004 +0.034 +0.019 -0.132 +0.078 =+0.028 -0.516 +0.123 =+0.025
1430.0 0.907 0.012 +0.010 +0.004 0.040 +0.029 +0.009 0.003 +£0.095 +0.016 -0.258 +0.139 +0.010
1450.0 0.903 0.023 +0.010 =+0.006 0.091 +0.029 +0.009 -0.114 +0.080 +0.006 -0.466 +0.160 +0.018
1470.0 0.900 0.045 +0.011 +0.005 0.013 +0.043 +0.015 -0.163 =+0.156 +0.022

1490.0 0.896 -0.011 =+0.010 +0.002 0.069 +0.055 +0.028 -0.182 +0.143 +0.036

1510.0 0.892 0.000 =+0.011 +0.002 -0.057 =+£0.042 =+0.005 -0.298 +0.132 +0.010

1530.0 0.887 -0.045 =+0.010 +0.004 -0.071 +0.040 +0.004 -0.221 +0.156 =+0.008

1550.0 0.883 -0.055 =+0.009 +0.002 -0.196 =+0.067 +0.016 -0.914 +0.216 =+0.031

1570.0 0.878 -0.070 +0.008 +0.004 -0.105 =+0.075 +0.037 -0.883 +0.282 +0.030

1590.0 0.873 -0.065 +0.008 +0.006 -0.210 =+0.072 +0.011 -0.817 +0.164 =+0.049

1610.0 0.868 -0.089 +0.009 +0.004 -0.228 =+0.054 +0.011 -0.756 +0.206 =+0.025

1630.0 0.863 -0.072 +0.010 +0.005 -0.375 =+0.091 =+0.012

1650.0 0.857 -0.068 +0.011 +0.010 -0.225 =+0.114 =+0.017

1670.0 0.852 -0.024 +0.012 +0.010 -0.271 +0.120 =+0.011

1690.0 0.845 0.008 +0.015 +0.005 -0.182 +0.147 +0.050

1710.0 0.839 -0.001 +0.011 +0.002 -0.829 =+0.260 +0.050

1730.0 0.832 0.011 +0.009 +0.001 0.012 +0.097 +0.000

1750.0 0.826 -0.009 +0.007 +0.003 0.030 =+0.063 +0.002

1770.0 0.818 -0.010 +0.007 +0.002 -0.318 =+0.124 +0.024

1790.0 0.811 -0.027 +0.006 +0.001

1810.0 0.803 -0.026 +0.007 =+0.001

1830.0 0.795 -0.028 +0.006 +0.002

1850.0 0.786 -0.034 £0.007 =+0.001

1870.0 0.777 -0.041 +£0.007 =+0.002

1890.0 0.768 -0.041 +0.007 =+0.001

1910.0 0.759 -0.033 £0.007 =+0.001

1930.0 0.749 -0.041 +£0.008 =+0.002

1950.0 0.738 -0.041 +£0.019 =+0.002

a fixed value ok=4032 MeV within each considered inter- rors listed in Table Ill. The total systematic error is shown in

val in W. Tables VI-VIII and in Fig. 10. It is of the same order as the
Figure 10 presents the final cross sectiors €0y, oy, statistical error.
and o7t as a function oW, evaluated at cog* =—-0.975. The parametel,,, introduced in Sec. IV can be phenom-

The systematic errors obtained from the iterative proceenologically related with the scale parametewhich deter-
dure described in Sec. IV are added quadratically to the emines theQ? dependence of hadronic form factors and reso-
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nance multipoles in the dipole approximation: S
Go(@) = s a9

DT 1+ QA &

w

+B-.

o

Assuming thatd?e(Q?) ~[Gp(Q?)]? one finds thatbeyp
~4/(Q?+A?). Thereforebe,,,— 0 when the target is struc-
tureless(A%— ), beyy —4/Q?°=4 GeV? at Q?=1 GeV in
the caseA?<Q?% A standard fit to nucleon elastic form
factors data yields\?=0.71 GeV, which at Q°=1 Ge\? 47 175 18 185 19
corresponds tey,=2.3 GeV2. W (GeV)
The range of observed variations of the paramétgy;
displayed in Fig. 9 lies essentially within the limits  FIG. 11. Thesr+eo cross section in a limited high/ region at
0<beyp <4 Ge\2. Thus, it is consistent with th@? depen-  Q2=1.0 Ge\?, cos# =-0.975. The full line corresponds to the
dence of the dipole form factor discussed above. MAID2003 local fit and the dashed line to the SAID WIO3K
While Eg. (18) provides a reasonable approximation for solution.
nucleon form factors in the range @7 considered in this

study, it is known to deviatg46] from the results obtained resulted in a much improved description of the data. This is
for the yNA transition form factoiGy,(Q?) which describes  explained by evident limitations in the kinematics of the pre-
the dominant magnetic dipole excitation of thé1232. In  existing data set for even the relatively simpfp— p7°
particular, Gy,(Q?) falls off faster with Q? than the dipole reaction, particularly at highV. For both MAID and SAID,
form factor indicating a magnetic radius of the resonanceour data show strong sensitivity to tHe;;(1440. Roper
state larger than that of the nuclef®8]. Our results orb,,,;  resonance, as evidenced by the large changes in the new fits
yield new information on this topic especially for to this region of the spectrum.
W>1.7 GeV even if the contributions from resonant and Finally, although our results are not sufficient to allow a
nonresonant amplitudes are not separated. full partial-wave analysis in the higi¥ region(between 1.7

A nontrivial W dependence of the parametgg,, results  and 2.0 GeY, the position of the enhancement @f + eo_
from an interplay between contributions of the resonant angsee Fig. 11is fully consistent with the recent analysis of
nonresonant amplitudes. The latter are known to be smatthenet al. [47]. The dynamical model used in Rd#7]
around theA(1232 and increase monotonically wit. We  implies that the thirdS;; resonance should have a mass
find from the data thatbe,~0 in the range of 1846+47 MeV. Evidences of missing resonances in this re-
1.3<W<1.4 GeV, which indicates a cancellation of the dif- gion have also been shown in pion electroproduction at
ferentQ? dependences of the resongagpeciallyP,,-Rope)  CLAS [48], in kaon photoproduction at SAPHIRI9] and
and nonresonant amplitudes. The dominance of the resona@LAS [50], and in7N— 75 [51]. All these recent publica-
amplitude M4, in the rangeW<1.3 GeV results inb,,,  tions demonstrate the interest of both theoreticians and ex-
~1-2 GeV?, and Pexpt~1-1.5 GeV? in the range perimentalists in a detailed understanding of the nucleon
W=>1.6 GeV where nonresonant terms start to dominate. resonance region, and point out the need for accurate data in

In summary, we have measured in the resonance regiomeson electroproduction and photoproduction.
the three partial cross sectioos+eoy , o1, andoq for the The underlying physics of the nucleon resonances and the
reaction y* p—pn° at Q?=1 Ge\? and backward angles. transition to deep inelastic scattering is still under investiga-
We have obtained th®? dependence for the cross sectiontion. Therefore, new data on exclusive processes as a func-
integrated over angle: [do d¢=o01+€0 . These data will tion of bothW and Q? are of great value.
be used to constrain models. A first step was done for the
unitary isobar model MAID200010,11. From this analysis,
we find new constraints on thRgy, and Rgy, ratios of the
A(1232 resonancéTable V). In spite of the agreement be-  We wish to acknowledge accelerator staff who delivered
tween our data and the calculation, B&édependence of the the beam, as well as the Hall A technical staff. We are grate-
total cross section is not reproduced by MAID2000. On theful to the SAID group for useful discussions and for provid-
other hand we observe a substantial improvement inthe ing the updated fits. This work was supported by U.S. DOE
dependence shown in Fig. 9 when our MAID2003 local fit isContract No. DE-AC05-84ER40150 under which the South-
used. eastern Universities Research AssociatiBiuRA) operates

The MAID and SAID analyzes employ fundamentally the Thomas Jefferson National Accelerator Facility. We ac-
different techniques for describing the scattering amplitudeknowledge additional grants from the U.S. DOE and NSF,
Our data result in significant readjustments in the parameteithe French Centre National de la Recherche Scientifique and
of both models, and throughout the entikerange. Although  Commissariat a I'Energie Atomique, the Conseil Régional
the results of the model calculations agreed initially veryd’Auvergne, the FWO-Flandergelgium), and the BOF-
poorly with our data, a joint analysis with the world data setGent University.
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