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A wide variety of observables indicate that maximal fluctuations in the disassembly of hot nuclei withA
,36 occur at an excitation energy of 5.6±0.5 MeV/nucleon and temperature of 8.3±0.5 MeV. Associated
with this point of maximal fluctuations are a number of quantitative indicators of apparent critical behavior.
The associated caloric curve does not appear to show a flattening such as that seen for heavier systems. This
suggests that, in contrast to similar signals seen for liquid-gas transitions in heavier nuclei, the observed
behavior in these very light nuclei is associated with a transition much closer to the critical point.
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Most efforts to determine the critical point for the ex-
pected liquid-gas phase transition in finite nucleonic matter
have focused on examinations of the temperature and exci-
tation energy region where maximal fluctuations in the dis-
assembly of highly excited nuclei are observed[1–4]. A va-
riety of signatures have been employed in the identification
of this region[1–11] and several publications[6–11] have
reported the observation of apparent critical behavior. Fisher
droplet model analyses have been applied to extract critical
parameters[6–10] which are very close to those observed for
liquid-gas phase transitions in macroscopic systems[12].
Data from the EOS[13] and ISiS[14] collaborations have
been employed to construct a coexistence curve for nucle-
onic matter[9]. Those analyses have proceeded under the
assumption that the point of apparent critical behavior was
the true critical point of the system[6,7]. However, some
recent theoretical treatments suggest that apparent signals of
critical behavior may be encountered well away from the
actual critical point[15,16] and applications ofD-scaling
analyses have suggested that the observation of scaling and
power-law mass distributions[17,18] are not sufficient to
identify the true critical point. Recently, several of the
present authors suggested that disassembly for heavier sys-
tems occurs within the coexistence region, at temperatures
well below the critical temperatures[19]. It was further sug-
gested that the decreasing importance of Coulomb effects
makes the lightest nuclei the most favorable venue for inves-
tigation of the critical point.

In this Rapid communication we report results of an ex-
tensive investigation of nuclear disassembly in nuclei ofA
,36 excited to energies as high as 9 MeV/nucleon. We find
that the maximum fluctuations occur at an excitation energy
of 5.6±0.5 MeV and a temperature of 8.3±0.5 MeV. At this

same point, a number of indications of apparent critical be-
havior are seen. While this does not guarantee that the criti-
cal point has been reached, we also find that the caloric curve
does not exhibit a plateauing at the point of maximum fluc-
tuations, in contrast to experimental results for heavier sys-
tems[11]. These observations suggest that the critical point
for these very light nuclei may have been reached.

Using the TAMU NIMROD detector[20] and beams from
the TAMU K500 superconducting cyclotron, we have probed
the properties of excited quasi-projectile-like fragments(QP)
produced in the reactions of 47 MeV/nucleon40Ar+ 58Ni.
Earlier work on systems at energies near the Fermi energy
have demonstrated the essential binary nature of such colli-
sions, even at relatively small impact parameters[21]. As a
result, these collisions prove to be very useful in preparing
highly excited light nuclei[22].

The charged particle detector array of NIMROD includes
166 individual CsI detectors arranged in 12 rings in polar
angles from,3° to ,170°. In these experiments each for-
ward ring included two Si-Si-CsI telescopes and three Si-CsI
telescopes to identify intermediate mass fragments(IMF).
The NIMROD neutron ball, which surrounds the charged
particle array, was used to determine the neutron multiplici-
ties for selected events. The correlation of the charged par-
ticle multiplicity and the neutron multiplicity was used to
select violent collisions. In this work, we developed a new
method to reconstruct the QP source. We first carry out three
source(QP, quasitarget, and a midrapidity source) fits to the
observed energy spectra and angular distributions of the light
charged particles(LCP). We then employ the parameters of
these fits to control theevent−by−event assignment of in-
dividual LCP to one of the sources using Monte Carlo sam-
pling techniques. We associate IMFs withZù4 with the QP
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source if they have rapidity.0.65yp, whereyp is the beam
rapidity. For the present analysis we have selected recon-
structed QP events with total charge numberZQPù12 from
violent collisions. Although the detector coverage is,85%
of 4p (NIMROD has limited Si detector coverage and a low
effective efficiency only about,4% for the selected events.
With this technique of source selection the particles emitted
in the source frame exhibit symmetric emission, a necessary
condition for equilibrium emission.

The QP source velocity was determined from momentum
conservation of all QP detected particles. The distribution of
QP source excitation energy for the selected events was de-
duced using the energy balance equation[23] where the ki-
netic energies of charged particles, mass excesses, and aver-
age neutron contributions were considered. Using results of
the source fits we have also evaluated(on the average) small
corrections for undetected mass and energy(mostly as pro-
tons), in the sampled events. We have observed that, up to
the transition point discussed later in this paper, the excita-
tion functions of the mean multiplicities of light ejectiles are
in good agreement with those calculated using the GEMINI
statistical code[24]. This observation provides further evi-
dence for QP source equilibration in these events.

Campi plots of the natural log of the largest cluster
charge, lnZmax, versus the natural log of the normalized sec-
ond moment, lnS2, (S2=oZiÞZmax

Zi
2·ni /oZiÞZmax

Zi ·ni, where
ni is the multiplicity of QP clusters with atomic numberZi),
are very instructive in searches for critical behavior[1,7]. In
Fig. 1 we present such plots for nine selected excitation en-
ergy bins. In the low excitation energy region the upper(liq-
uid phase) branch is strongly evidenced. In the range ofE* /A
near 5.6 MeV/nucleon, the liquid branch and the lowerZmax
(gas-phase) branch are populated essentially equally. At the
higherE* /A the gas-phase branch dominates the plot. These
results indicate that the region of maximal fluctuations sig-
naling a transition between the two phases is to be found
near 5.6 MeV/nucleon.

To further explore this region we have investigated other
proposed observables commonly related to fluctuations and
critical behavior. Since we wish to compare our results with

several model calculations which are based upon specifica-
tion of the initial temperature of the excited system, we first
turn to a determination of the caloric curve for theseA=36
nuclei. We have used two different techniques to derive “ini-
tial temperatures” from the observed apparent temperatures.
The first consisted of fitting the kinetic energy spectra for
different LCPs in nine different bins inE* /A with Maxwell-
ian distributions to obtain the slope temperatures. To derive
the initial temperatures it is necessary that the experimentally
observed slope temperatures be corrected for effects due to
secondary decay. We therefore employed the measured exci-
tation energy dependence of the multiplicity for the ejectile
under consideration to determine initial temperatures
[25,26]. The second technique employed results of a quan-
tum statistical model(QSM) calculation to correct the ob-
served double isotope, H-He, ratio temperatures for second-
ary decay effects[27,28]. For this work we employed the
QSM model described in Ref.[28]. The first technique em-
ploying observed spectral slopes assumes sequential evapo-
ration of the ejectiles from a cooling compound nucleus
source[25,26] while the second assumes simultaneous frag-
mentation of a reduced density equilibrated nucleus and sub-
sequent secondary evaporation from the primary fragments
[27,28]. Given that the discussion above suggests an impor-
tant transition from liquid to gas dominance at
5.6 MeV/nucleon excitation energy, the first method should
not be appropriate above that energy and the second method
is not appropriate below that energy. The data points in Fig.
2 represent the initial temperature values determined from
cascade corrected slopes(solid squares) and H-He isotope
ratios (solid circles), each determined in its appropriate re-
gion of applicability. The two techniques lead to reasonable
agreement in the transition region. We note that the caloric
curve, defined in this manner, exhibits no obvious plateau.
The temperature at 5.6 MeV excitation is 8.3±0.5 MeV. The
quoted error is a statistical estimate based on the results of
translated polynomial fits to the full set of data points.

This temperature of 8.3±0.5 MeV is in quite reasonable
agreement with the limiting value of 9.0±1.2 MeV derived
from caloric curves of low mass nucleisA=30–60d in Ref.
[11]. In that reference it is also pointed out that the point of
flattening and rapid departure of the caloric curve from the
Fermi-gas-like behavior corresponds well with the point
identified as the critical point by the Fisher scaling analysis.
The present temperature is also in excellent agreement with
the (interpolated) limiting temperature of 8.2 MeV derived

FIG. 1. Campi plots in differentE* /A windows.

FIG. 2. Caloric curve. See text for details.
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using the Gogny force as reported by Zhanget al. [29]. As
the interactions employed in the lattice gas model(LGM)
and classical molecular 29 dynamics(CMD) calculations are
much simpler interactions then those which reproduce
ground state nuclear properties, they should not be expected
to quantitatively reproduce the observed results for nuclei.
However scaled byT0, the calculations and experimental re-
sults show very similar behaviors as a function of excitation
energy. Note also that they axis scales in Fig. 3 do not begin
at zero. The comparison ofT0 obtained with the LGM and
CMD calculations suggest that in theA,36 region the Cou-
lomb energy may lower the transition point 10%. In LGM
calculations we also find a systematic shift ofT0 with Asource
consistent in sign with the trend expected for neutral drops of
changing size. In the calculation a 10% shift inAsource leads
to a corresponding 10% shift ofT0 in the same direction.

If the vapor phase may be characterized as an ideal gas of
clusters[12], then, at and aboveT=8.3 MeV, this should be
signaled by a kinetic temperature,Tkin= 2

3Ekin
th , whereEkin

th is
the Coulomb corrected average kinetic energy of primary
fragments. Secondary decay effects make it difficult to test
this expectation. However, in an inspection of the average
kinetic energies for the different species observed, we find
that, for each E* /A window, the average kinetic energy of
3He isotropically emitted in the projectilelike frame, is

higher than those of other species. This together with simple
model estimates indicates that the3He spectra are the least
affected by secondary decay. Kinetic temperatures for3He,

defined as2
3sĒk−Bcd, whereĒk is the average kinetic energy

andBc is the Coulomb energy, are plotted as open squares in
Fig. 2. No cuts were made in kinetic energy spectra. The
Coulomb barrier corrections were extracted from spectral fits
in each excitation energy bin. AboveT=8.3 MeV the kinetic
temperatures show a similar trend to the chemical tempera-
tures but are approximately 1.5 MeV lower. While not per-
fect this approximate agreement provides additional evi-
dence for disassembly of an equilibrated system.

Returning to the characterization of the apparent transi-
tion at E* /A=5.6 MeV, we plot in Fig. 3(a) the effective
Fisher-law parametertef f extracted from power law fits for
Z=2–7 of the QPcharge distributions in the differentE* /A
windows. The results are plotted as a function ofT/T0,
where T0 is 8.3±0.5 MeV temperature derived forE* /A
=5.6 MeV. As seen in Fig. 1, at lowE* /A a large residue
always remains, i.e., the nucleus is basically in the liquid
phase accompanied by some light particles. WhenT/T0,1,
the charge distribution shows a near power-law distribution
with tef f,2.3. This value is close to the critical exponent of
the liquid-gas phase transition[12]. As T continues to in-
crease, the charge distribution becomes steeper which indi-
cates that the system tends to vaporize. The observed mini-
mum in tef f is rather broad. For comparison to the
experimental data we also display, in Fig. 3(a), the variation
of tef f predicted by three different models: standard statisti-
cal sequential decay as modeled by the codeGEMINI [24], the
isospin dependent LGM of Guptaet al. (usingA=36 andZ
=16 particles in a cubic lattice with 64 sites) [5,30] and
CMD with Coulomb forces[30]. The last, without Coulomb,
has been shown to give results essentially the same as the
LGM which is known to have a liquid-gas phase transition.
Thus the addition of Coulomb interactions to that model is
argued to be equivalent to the more difficult task of inclusion
of Coulomb interactions in the LGM. In order to compare all
parameters on aT/T0 scale,T0 for the GEMINI calculation is
taken as 8.3 MeV. For the LGM and CMD calculationsT0 is
taken as the associated phase transition temperature forA
=36 andZ=16. For the potential employed Ref.[30] these
are, respectively,T0=5.0 MeV andT0=4.5 MeV. Scaled in
this way, the LGM and CMD results exhibit a variation of
tef f vs T/T0 that is very similar to that seen in the experiment
while the GEMINI calculation shows dramatically different
behavior.

Since the Monte Carlo technique mixes contributions
from different sources, we have used results of the LGM
calculations boosted into the laboratory frame and mixed
with particles from an assumed intermediate velocity com-
ponent to estimate the effects of this mixing. These model
events were then treated in the same fashion as the data and
results for various observables were compared to results
from the analysis of the unmixed LGM events. For the quan-
tities plotted in Figs. 3(a)–3(e) our results indicate that the
positions of the observed transition temperatures, signaled by
the minima in Figs. 3(a) and 3(b) and the maxima in Figs.
3(c)–3(e) may shift ±0.2 to 0.3 MeV. The absolute magni-

FIG. 3. Color online. The effective Fisher-law parameterstef fd
(a), the effective exponential law parameterslef fd (b), kS2l (c), NVZ
fluctuation(d), the mean charge number of the second largest frag-
mentkZ2maxl (e). Solid squares with the error bars are experimental
data and the lines are different model calculations as illustrated in
right bottom corner. For data,T0=8.3 MeV, for the LGM calcula-
tion T0=5.0 MeV and for the CMD calculationT0=4.5 MeV. See
details in text.
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tudes of the values of the plotted quantities may change by
5–10%.

In a LGM investigation of scaling and apparent critical
behavior, Gulminelliet al. have pointed out that, in finite
systems, the size distribution of the maximum cluster, i.e.,
the liquid, might overlap with the gas cluster distribution in
such a manner as to mimic the critical power-law behavior
with tef f,2.2 [15]. They further note, however, that at that
point the scaling laws are satisfied[15]. We find that removal
of the heaviest cluster from the distribution leads to distribu-
tions which are exponential in nature over the entire energy
range sampled. In Fig. 3(b) the resultant exponential slope
parameters,lef f, are also plotted against excitation energy. A
minimum is seen in the same region wheretef f exhibits a
minimum. Once again the LGM and CMD models show
similar behavior while theGEMINI calculation leads to very
different predictions.

For a further comparison we present in Figs. 3(a)–3(e)
experimental and calculated results for(c) the mean
normalized second moment,kS2l, from Fig. 1, (d) the
normalized variance in Zmax/ZQP distribution, NVZ
=sZmax/ZQP

2 / kZmax/ZQPl [31], (e) kZ2maxl—the average atomic
number of the second largest fragment[32]. For these addi-
tional parameters, which are often used to characterize a re-
gion of maximum fluctuations, the data show maxima at
T/T0=1. The LGM and CMD calculations show very similar
behavior with some difference in absolute value.(Note sup-
pressed zero points ony axes of the plots in Fig. 3.) The
GEMINI results are very different in each case.

To recap, in our measurements for the disassembly of a
small nucleus withA,36 maximal fluctuations are observed
at 5.6±0.5 MeV/nucleon excitation energy andT
=8.3±0.5 MeV. The fragment topological structures suggest
the onset of a phase change. Comparisons with results of
LGM and CMD (with Coulomb) calculations suggest that
the critical point may have been reached. As pointed out in
the introduction, recent theoretical treatments suggest that
apparent signals of critical behavior may be encountered

well away from the actual critical point[15–18], and there-
fore most of the parameters investigated, in Figs. 1 and 3
may not be sufficient by themselves to identify the true criti-
cal point of the system. What differentiates the present work
from previous identifications of points of critical behavior in
nuclei, in addition to the fact that these are the lightest nuclei
for which a detailed experimental analysis has been made, is
the comportment of the caloric curve. For heavier systems
the points identified as the critical points appear to occur at
excitation energies very close to those at which the onset of
significant flattening in the caloric curves are observed[11].
The reason for this flattening is still under discussion. It may
reflect expansion and/or spinodal decomposition inside the
coexistence region[16,33,34]. In contrast no quasiplateau
region in the caloric curve is apparent in the present study.
Further, above the point of maximal fluctuations, the kinetic
temperatures of3He ejectiles, thought to represent early
emission with little contamination from secondary decay,
show a similar trend to that of the chemical temperatures.
While this difference in caloric curves certainly needs to be
probed in greater detail, a possible interpretation is that the
transition is occurring at, or extremely close to, the critical
point of this equilibrated small system.

Finally, we believe it is worth noting that the significance
of the event topology in theT=8.3 MeV region is also indi-
cated in a Zipf’s law test(not shown) as proposed in Ref.
[35]. Moreover, the analysis ofD scaling ofZmaxdistribution,
the fluctuation of total kinetic energy of QP and critical ex-
ponents also support the occurrence of a significant transition
aroundE* /A,5.6 MeV [36].
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