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The measurement of exclusive deuteron-proton breakup for kinematics covering a large fraction of the
available phase space has been performed using 130 MeV deuteron beam. High precision fivefold cross section
data in 38 kinematical configurations have been compared to predictions of modern nuclear forces. To this aim
the three-nucleoBN) Faddeev equations have been solved rigorously using the nucleon-n(@didppoten-
tials AV18, charge-dependent Bonn, Nijm I, and Nijm Il alone, and combining them with #hex2hange
Tucson-Melbourne three-nucleon forEM 3NF) and with its modified version TM99, more consistent with
chiral symmetry. The AV18 potential was also combined with the Urbana IX 3NF. Global comparison of the
measured cross sections to pairwldl force predictions only and with 3NF’s included clearly reveals the
presence of 3NF effects. Our study demonstrates the usefulness of the kinematically complete breakup reaction
studied in the full phase space to search for 3NF effects.
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I. INTRODUCTION [7,4—6. These so called realistic potentials, AV18],
The nucleon-induced deuteron breakup reaction has beecrparge-dependem:D) Bonni5,6], and Nijm I and I1{ 7], are

considered for long as a valuable tool to test the three oW extensively used in few-nucleon studies. Recent devel-

nucleon(3N) Hamiltonian. In particular, it was hoped that opments of chiral perturbation theotChPT) lead to NN

studying this reaction will reveal the importance and struc—pOtem'als’ where the multipion exchange is treated unam-

ture of a three-nucleon fora8NF) in the potential energy of :)r:gut(;usly ?cc:)rdmg :O. cthlral ?ymmetfﬁ—lﬁ. n thijs Wag q
the 3N system[1,2]. Until recently, two obstacles prevented € theoretical uncertainies ol meson-exchange based mod-

the successful use of the breakup process in such studie%l.S at long range have been mostly remoyed and the theo'ry
The first was connected with the difficulties in solving rigor- Of nuclear forces is set up on a more solid and systematic
ously A equations in the continuum for realistic forces, basis. First (_:alculan(_)n_s within the ChPT framework are quite
which prohibited clear statements in such a study. The rapi§uccessful in describing the data foN3and N systems
progress in Supercomputer techno|ogy has made it now p0£16—2]] In this |nV€St|gat|0n, however, we restrict ourselves
sible to gain numerically exact solutions of thil Baddeev 1o still use only the above mentioned realisiitl potentials.
equations for any nucleon-nucleghiN) interaction, even The present state of realistdN potential models, all de-
with the inclusion of a 3NFA3]. The second obstacle was scribingNN data with high precision and essentially equally
(and i due to difficulties in performing kinematically com- good, allows one, when going to more thaN &stems, to
plete, high-precision breakup measurements. concentrate on the significance and properties of many-body
The main part of the potential energy of three interactingforce contributions to the nuclear Hamiltonian. We define
nucleons comes from pairwise forces. Present day models @fiem as deviations of theN3system data fronNN-force-
NN interactions, mostly phenomenological and/or based on anly predictions. In case of three nucleons, the first indica-
meson-exchange picture, have achieved a high degree of mgon on the importance of 3NF contributions came fréife
turity. It was possible, by adjusting model parameters, toand 3H bound state studies. All realistidN potentials are
describeNN data with high precisioriy’/data-point=1) i ynaple to reproduce their experimental binding energies,
the large energy range from threshold to about 350 Me\ljeading to underbinding ifHe and 3H of the order of
0.5—-1 MeV[22]. This clear cut underbinding exists also for
4He, where it amounts to 2—4 Me22-24. Also for higher

*Electronic address: skistryn@if.uj.edu.pl mass nuclei, where stochastic techniques must be applied,
"Present address: Nuclear Theory Center, Indiana UniversityiealisticNN forces failed to provide the experimental binding
Bloomington, IN 47405. energieq25-29.
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A natural step to explain these underbindings was to conef the full breakup phase space. High-precision cross sec-
sider 3NF’s in the nuclear Hamiltonian. Presently, the mostions together with vector and tensor analyzing powers have
often used dynamical process is the 2xchange between been measured in kinematically complete configurations, de-
three nucleons. An important dynamical ingredient in thattecting two outgoing protons in coincidence. In this paper we
process is the intermediate excited nucleon siatas initi-  present the unpolarized cross-section data for 38 kinemati-
ated long time ago by the Fujita-Miyazawa 3I89]. It was  cally complete configurations and compare them to modern
augmented later by further ingredients leading to the Urbangrce predictions. Presentation of the results for the analyz-
IX [31] and Tucson-Melbourn€TM) [32] 3NF's, which are  ing powers is postponed until precise enough calibration of
mostly used in present day few-nucleon calculations. Bythe beam polarization can be made.
properly adjusting the parameters of these 3NF’s to repro- The paper is organized as follows. In Sec. Il the details of
duce the’H binding energy, it was possible to get essentiallythe experiment and of the data analysis are described. We
correct the bindings ofHe and*He. Also a fairly successful  priefly present in Sec. Ill the theoretical formalism underly-
description of low energy bound state energies of uAto ing 3N continuum Faddeev calculations. Our high-precision
=8 nuclei resulted when adding 3NF's. This was recentlypreakup cross-section data are presented and compared to

improved by adding further 3NF's related to three-pion ex-theoretical predictions in Sec. IV. We conclude and summa-
change with intermediata’s [33]. rize in Sec. V.

Though this first signal on 3NF effects resulting from dis-
crete states is important, a more sensitive and detailed inves-

t!gation of 3NF properties _must 'be carried out iN 8on- Il. MEASUREMENT AND DATA ANALYSIS
tinuum. From the theoretical side, one can make exact _
predictions for various observables of the elastic nucleon- A. Experimental setup

deuteron(Nd) scattering and of the Nd breakup process, us- The experiment was performed at the Kernfysisch Ver-
ing nuclear forces in all their complexiti8]. Experimen-  gpelier Instituut(KVI), Groningen, The Netherlands. The
tally, one can nowadays access spin observables in elastic Ngham of vector and tensor polarized deuterons was produced
scattering, where in the initial state the deuteron and/or thg, ine atomic-beam—type polarized ion source POLIS and
nucleon is polarized and where in the final state also thgcelerated in the superconducting cyclotron AGOR. Since
polarizations of the outgoing particles can be measureg, the present analysis only cross-section values are reported,
[34-42. These, together with the elastic scattering cross seGne heam polarization is irrelevant here and will not be dis-
tions, lead to a very rich set of observables in Nd elastiGssed further. It suffices to mention that eight different po-
scattering, which provides a solid basis to test the models qfjzation states of the deuteron bearombinations of vec-

the 3N Hamiltonian. Such a test study has been performedy; and tensor polarizationtiave been used and the actual
[43], showing that the current 3NF models exhibit large ef-yo\arization status has been recorded for every event. The
fects and that more data are needed to provide constraints @kensity of the deuteron beam, with an energy of 130 MeV,

the theoretical models of 3NF's.. , , was kept around 50 pA, to maintain a favorably low level of
First data sets[44,34,37-39 in elastic Nd scattering gccidental coincidences.

showed both successes and failures of present day 3NF mod- The deuteron beam was focused to a spot of approxi-

els comblr_1ed with the realistibIN forces. T_hls study was mately 2 mm diameter on a liquid hydrogen target, operated
extended in Refs[45-47 to the cross section and several 4t the temperature of 15 K and about 140 mbar pregéiie

spin observables of the kinematically complete Nd breakuprpe target cell was made of high purity aluminum for opti-
process, and sensitivity of breakup observables to 3NF'§yizing the thermal conductivity. To minimize the back-
combined with the high-precisioNN interactions have been  gqund contribution originating from the target windows and
studied. In the theoretical studi49,50,4§ of the entire  (he energy losses of the reaction products, a synthetic Aramid
phase space of the breakup process at several energies, {3 of 4 um thickness was used as target windows material.
regions in phase space where the largest 3NF effects 0cChe thickness of the target cell filled with liquid hydrogen
have been located. These regions are in general different fQa5 4 5 mm. During the measurement, the target was con-
Fhe various observab!es. It was found that the 3NF eﬁeCtﬁnuously wobbled in the plane perpendicular to the beam
increase in general with energy. Among the observables, thgyis in order to decrease the local heating caused by the
five-fold differential cross section turned out to be a promis-energy loss of beam traversing the target. The cell had an
ing one to observe 3NF effects. In RefS§0,48 the existing elliptical shapewith the axes of 20 mm and 30 mrto ac-
data have been compared to theoretical model predictions. Hommodate the amplitude of the wobbling motion. To ex-
was found that, based on experiments performed so far, it iﬁloit this feature, the whole target assembtpld head, gas
rather difficult to find by chance a configuration with large |eaqg was interfaced to the scattering chamber, evacuated to
3NF effects. As the dataset for the Nd breakup is of muchy -6 mpar, via a flexible bellow, located approximately in the
poorer quality than the elastic scattering one, new highiigqle of the scattering chamber. To allow the charged reac-
precision data, covering a large part of the breakup phasgon products to leave the vacuum, the chamber was closed

space, are required. To enrich significantly the existinguith a Keviar/Aramica foil window of 13Qum effective

breakup dataset, tH:H(&, pp)n breakup experiment has been thickness. The window is equipped with a central opening
performed at KVI in Groningen, using a beam of 130 MeV with a flange connection to a specially shaped beam pipe that
polarized deuterons. This experiment covers a large fractiopasses through the whole detection system and provides an
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evacuated path for the transport of the primary beam to the E dstediors E AE detectors
Faraday cup that is located several meters further down-
stream. ‘?;—‘;
The SALAD (small angle large acceptance detertie-
tection systeni52] is optimized for registering and identify-
ing the charged reaction products. In its application for the
breakup measurement, it consists of a three-plane multiwire
proportional chambefMWPC) [53] and two layers of scin- -
tillator hodoscope. The whole detection system is shown ,—E
schematically in Fig. 1. The MWPC is used for precise re- —— N
construction of the charged particle emission angles. To re- S|
solve reconstruction ambiguities for multihit events, it con- beam pipe
sists of three anode wire planes with wires spanned
horizontally (x), vertically (y), and diagonally(u). The an-
odes are built of gold-plated tungsten-rhenium wires of
20 um diameter that are spaced 2 mm apart. Each wire plane acatisig
is sandwiched between two cathode frames that are made of ~N window
sprayed-graphite coated mylar foils with the thickness of
25 um. The anode-cathode spacing is 4 mm and the distance SECTOR 4 SECTOR 3
between the subsequent anode planes is 12 mm. The first
anode was placed at the distance of 300 mm from the target. 615413124 1411213]4]5]6
The active area of the MWPC is 38880 mn? with exclu- 6 -
sion of the central hole of 97.2 mm in diameter. A gas mix-
ture of 80% CR and 20% isobutane was used. The chamber
was operated at a pressure of 2—3 mbars above atmospheric 4 [
pressure. The almost pointlike reaction region, as compared 3
to the target-MWPC distance, allowed for reconstruction of
the polar and azimuthal particle emission angles with the é /
overall accuracy of 0.6°. The plastic scintillator hodoscope (1 ( / / /
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consists of 24 transmission detectohd stripy and 24 stop- “ \ \ \ \ / / / ) / ]/
ping detectorgE slabg. All AE strips (plastic scintillator

BC-408 are 2 mm thick and 60 mm wide; 20 of them are ? \ 1 / ;f
400 mm long while four central ones are shorter, of 345 mm 4 ~—1— 3
length, to accommodate the central beam pipe. Light from ——

each of these 24 scintillators is read out from one side by an 4
XP2020 photomultiplier, coupled optically to the thin scin- 5 ] 5
tillator via a prismatic light guide of optimized shape. The s 1

detectors are plastic scintillatgBC-400 slabs, covering a g
section of a cylindrical wall with the inner radius of 6[5]4[3|2]TT[2]3[|4]|5]¢6
915.5 mm. The system consists of 24 thick plastic prisms SECTOR 2 SECTOR 1

with a thickness of 112.5 mm, length of the sides 61.2 mm
and 68.7 mm, and a height of 436 mm each. Four central FIG. 1. Schematic view of the detection syst¢upper pary,
slabs are shorter to leave space for the beam pipe. Light Rresenting the positions of the MWPC, the scintillation detectors,
collected from each slab by an XP2282 photomultiplier Viaa.“d the scattgring chamber Windoyy, with the central beam line in-
160 mm long light guide. The thickness of tRecounters is dicated. A projection(along the radii from the _target centasf E
sufficient to stop protons with energies up to 130 MeV in thedetectors on the plane &f counters, is shown in the lower part of
whole angular range covered by the detection system. Thi® figure. The resulting two-dimensional array of 140 detection
energy resolution of thé& counters is about 5%. ThAE elements is presented, togethgr with circles representlng .polar
strips are arranged perpendicularly to Eelabs(cf. Fig. 1), angles covered by the system with respect to the target position.
forming together a two-dimensional array of 140 elements;Trigger conditions were constructed on the basis of the ho-
with an area of about 6960 mnt each. The hodoscope cov- doscope information alone, while the MWPC data were used
ers the range of polar angles between 10° and 35° and thef-line for detailed event classification. The signal from ev-
full range of azimuthal angles. Information from this tele- ery photomultiplier was split in two: one was directed to the
scope array was used for particle identification, determinaeorresponding analog-to-digital convertgkDC) input for
tion of their energy, and for trigger definitiqisee below. integration(energy information while the other was con-
The electronics system was designed to identify and seaected to the constant fraction discriminat@FD) input.
lectively reduce rates for different kinds of events, originat-Outputs of the discriminators were used for three purposes:
ing in both elastic scattering and breakup reaction. The moshdividual detector count rates recording in CAMAC scalers,
relevant part of the trigger electronics is shown in Fig. 2.time-of-flight measuremenwith respect to the cyclotron rf
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FIG. 2. Simplified diagram of the main trigger electronics system.

signal, and for actual trigger definition in the so-called reduce the total trigger rate to a level acceptable by the data
SALAD trigger module(STM) [54]. This module, contain- acquisition system with the use of downscaling module
ing five memory lookup unit§MLU—16-bit address-space (module TB in Fig. 2, which also took care of rejecting
memorie$, was originally designed to provide a multiplicity valid triggers during the readout initiated by the previously
trigger in bremsstrahlung experiments, but with appropriateaccepted one. After downscaling, the resulting logic sum of
input order matching and programming it suited the breakugll triggers was used to define common signals for the read-
experiment perfectly. Each discriminator signal acted as aut system(gates for ADC’s, common stop for TDC's, gate
bit, signaling status of the particular detector in every eventfor the coincidence register storing the trigger patterns for
Our purpose was to distinguish roughly between the eventgach event, and gate for the MWPC readout systamd to
in which only one charged particle reached the detectomterrupt the front-end processor to execute the readout pro-
(single eventsand coincident events, when the hodoscopecedure.
registered two charged particles in the defined time window. The MWPC was equipped with the PCOSIII readout sys-
In this last class we could distinguish between candidates faem, consisting of the amplifier/discriminator cards mounted
elastic scatteringevents characterized by relative azimuthaldirectly on the chamber, coupled with the latch modules,
angle of 180y and breakup eventdwo “hits” at any angle storing the hits occurring on the wires. The latch modules are
combination. By appropriately programming the MLU’s hosted in a dedicated CAMAC crate, interfaced to the data
content we were able to identify events with proper patterracquisition by a dedicated controller and CAMAC interface
of AE-E coincidences and with required multiplicity. This module. The hits are coded in a way to enable an unambigu-
identification was reflected in a 3-bit output of the STM, in ous identification of every hit wire.
which three mutually exclusive bits carried information on In response to every accepted trigger the digitized pulse
registering a single, elastic or breakup event, respectiveljheight(energy and time information from ADC’s and TDC'’s
Details of the events classification can be found elsewhereere transmitted to a dual-port VME memory module and
[55]. readout by the front-end processor. Information from the
Determination of the input pattern was performed within aPCOS systenicenters and widths of the groups of hit wiyes
55 ns wide time window, opened by a fast signal from all  together with the coincidence register data, were read out via
CFD's of the stopping detector. Such coincidence time win-CAMAC bus and the VME CAMAC branch coupler. Both
dow was chosen in order to accommodate particles producegaleces of information, supplemented with additional words
in two consecutive beam bursigf of the cyclotron is (synchronization, polarization state, @twere combined into
38.5 MH2), thus providing a possibility to determine the ac- a single event record and stored on the magnetic tape. Peri-
cidental coincidences rate. Typically, the strobe rate wasdically (every 1 3, another kind of trigger signal was gen-
about 7< 10° s%, out of which about 85% was due to single erated to induce the readout of scalers, recording detector
events while breakup and elastic coincidences contributethtes and additional information like trigger rates, integrated
both on the level of 7%. Proportions of the event classebeam current, and pulse generator signals for dead-time
were changed to enhance contribution of coincidences and tmonitoring. Target pressure and temperature as well as posi-
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FIG. 3. An example ofAE-E particle identification spectrum FIG. 4. Dependence of the deposited energy on pulse height for
for one of the 140 telescopes, covering the angular révdE8.9°  one of the 24E detectors. The line represents the linear fit to the

~21.6°,¢=66.3°-90°. Definitions of areas, within which a particle eagured calibration points. Inset: the energy deposited by protons
is identified as a proton or as a deuteron, are shown as “banangs yhe stopping detector as a function of their energy at the moment

shaped” gates. Breakup protons were accepted within the 10Wef e reaction. For clarity, the results for only one proton emission
solid-border contour. For the case of selecting the elastic scatterlngng|e 9=20°

events the border between the proton and deuteron gates was shifted

to the middle of the valley between their regions, indicated by the . . .
dashed line. very different from the elastic scattering ones, such broaden-

ing of the proton gate did not lead to misidentification of the

tion of the beam on the target were controlled continuously(EJ)l:gzlngc %?gqgfsgﬁedsé;2?0i\éex§rleylr2?e2£3'de the condition

throughout the whole experiment by means of autonomous In order to obtain the breakup cross section as a function

control systems. ; .
of proton energy or, equivalently, as a function of the
arclengthSalong the kinematical curve, energy calibration in
B. Data analysis the whole investigated range is required. Since energies of
the elastically scattered protons registered in our system were
generally higher than the ones from the breakup reaction,
The events of interest for the analysis of this experimenspecial calibration runs with energy degraders were per-
are the coincidences of two charged particles, i.e., protonformed. The degraders were made of steel plates with pre-
proton pairs from the breakup process or, necessary for crosssely known (better than 1% thicknesses between 1 mm
section normalization, deuteron-proton pairs from the elasti@and 15 mm. The positions of the peaks corresponding to pro-
scattering. In further analysis only the events registered in #ons from the elastic scattering which traversed the degraders
well-defined, 20-ns-wide time window set on all time spectrawere compared with the results of simulations taking into
were accepted. In this way only the products of the reactionaccount all energy losses of protons on their paths from the
initiated within a single beam burst were selected. reaction point to the detectors. For each of theE2detectors
Particle identification was based on th&-E technique. an individual calibration line was fitted to about 45 calibra-
For that purposeAE versusE spectra were built for each tion points(see example in Fig.)4No significant departures
telescope, i.e., for coincidences of evedly strip with every ~ from linearity were observed. However, for measurements
overlappingE slab(see example in Fig.)3For all 140 tele- made with thick degraders, the straggling effects become rel-
scopes very good separation between protons and deuteroegant, and determination of the peak position is biased with
was observed in the whole energy range. For analysis dfrger uncertainties. This is depicted in Fig. 4 by larger hori-
elastic scattering the curve separating protons from deuterorzontal error bars of the calibration points obtained in such
was placed in the middle of the valley between theirconditions.
branchegdashed line in Fig. 8 When selecting the breakup In the next step the relation between the energy deposited
events the area defining protons was chosen to be widey protons in theE counter and their energy at the moment
enough to avoid any loss of protoiisolid line in Fig. 3.  of the reaction was found by Monte Carlo simulation of the
Since the elastic scattering kinematics defines uniquely thenergy losses. For this purpose protons with fixed energy
angular correlation between proton and deuteron and the disvere generated at a givétemission angle, in the range from
cussed angular configurations of the breakup reaction arg0° to 40°, in steps of 5°. A dependence of the deposited

are shown.

1. Event selection and energy calibration
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~Noor——F—7——7— comparing of the expected and registerestalues a toler-
I 1 ance of up to +3 wires was allowed to take into account
possible small angle scattering effects.

The kinematical spectrg; vs E, as shown in Fig. 5 were
built for each analyzed configuration. The angular range for
integration of events was chosen to h&,=A6,=2° and
A¢,,=10°, which was wide enough to reach required statis-
tics, while variations of the cross section within this range
are still small. In this way the experimental cross sections
| can be compared with the theoretical predictions calculated
_ for the central values of the analyzed angular range. The
energiesE; andE, of each event can be transformed into two
new variablesD denoting the distance of th&;,, E,) point
from the kinematical curve in th&;—E, plane, andS the
value of the arclength along the kinematics with the starting
point (S=0) chosen arbitrarily at the point wheE reaches
its minimum. Events in slices along tisaxis were projected

— L on the centraD axis, as shown in Fig. 5. In the resulting
0 20 40 60 82 100 spectrainset in Fig. 5, the breakup events group themselves
: (MeV) . : S
in a prominent peak underlaid with a low background of

FIG. 5. E, versusE, coincidence spectrum of the two protons accidental coincidences, which was checked with the help of
registered ap;=20°+1°,6,=15°+1°, ande,,=90°+5°. The solid accumulated accidental coincidence events from two neigh-
line shows a three-body kinematical curve, calculated for the centrdP0Oring beam bursts. This background changes smoothly and
values of the experimental angular ranges. Inset: determination okas approximated by a linear function. The choice of inte-
the accidental coincidences. The spectrum was obtained by choogration limits D, and D, as well as of the assumed back-
ing one slice along the kinematical curve in the spectiyws E,  ground function, is not critical since the contribution of ac-
(marked area in the main figyrand projecting the events onto the cidental coincidences in all analyzed angular configurations

D axis. A linear function between the two limits of integrati@®,  was very low, varying between 2% and 5%.
and Dy, represents the assumed level of accidental coincidences to
be subtracted. 2. Efficiencies

energy on the energy at the moment of reactionffe20° is Detection of a charged particle in the MWPC has a finite
shown as an example in the inset in Fig. 4. By combiningefficiency, which varies across the wire chamber active area.
both steps we can convert the registered pulse height to the can also happen that during the experiment some wires
energy of protons emitted from the reaction. Applying thishecome inefficient and decrease the overall efficiency. In or-
calibration to three-body kinematical curves of the breakupder to correct for such effects a map of the MWPC efficiency
reaction showed that a small, linear correction of calibratiorwas constructed with the use of registered 5ing|e events. The
is required. This correction, common for all the detectorsefficiency of each individual plane can be found by deter-
amounts to only 1.2 MeV for the deposited energy ofmining 6 and ¢ angles from hits in two other planes and
50 MeV and allows for a consistent description of the energychecking whether the corresponding hit in the investigated
spectra for both two-body and three-body processes. In viey§lane is present. Such a procedure was performed by count-
of the previously discussed larger uncertainties of the caliing the number of events in the angular segmentd @$1°
bration points at low values of the deposited energy, such and A¢=5°. The probability of registering a particle in a

correction, lying well inside the estimated error of the cali-given MWPC plane, for example, in theplane, for a given
bration function, is fully justified. Figure 5 shows an ex- angular segment is

ample of theE;—E, coincidence spectrum with the calcu-
lated kinematical curve perfectly following the data
Sub' 1 1 _ Nqu(al ¢)
jected to the corrected calibration. (0, p)= ———
After selection of the proton-proton coincidences and Ny (6, ¢)
having performed the energy calibration, practically any ki-
nematical configuration of the breakup reaction within thewheree (6, ¢) is the efficiency for particle detection in the
angular acceptance of the detection system can be analyzed.plane in a segment centered at coordinatésd).
The configuration is defined by emission angles of the twd\,,( 6, ¢) is the number of events registered in this seg-
outgoing protons: two polar angleg and 6, and a relative ment with at least one wire hit in each plarey, andu,
azimuthal anglap;,. The azimuthak) and polarf angles for  taking into account the necessary correlation of the wires,
every registered particle were calculated from the MWPCas discussed abovbl, (6, ¢) is the number of events reg-
information, i.e., from coordinates of hit wires ipy, andu  istered in this segment with at least one wire hit in plgne
planes. To avoid ambiguities in correlating the acthvendy ~ and one in planel.
wires when more than one particle was registered, the status The efficiencies ofy and u planes were calculated in a
(active or nof of an appropriateu wire was checked. In similar way, differing only in the denominator. The total
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FIG. 6. Efficiency map for the MWPC as a function of the ¢ (deg)

angular coordinates. FIG. 7. Efficiencies of the scintillation detector hodoscope for a

region of =15°+0.5°, as a function of the azimuthal angle. Upper

MWPC effic_iency W_as obtained as.a p_r(_)dUCt of the pl’Ob""bi“'part: detection efficiency; lower part: particle identification effi-
ties for particle registration in the individual planes:

ciency. Statistical uncertainties are negligible.
Exyu( 0, ) = &(6, ¢) ey( 0, p)e (0, ¢). 2

Figure 6 shows the efficiency map for the whole MWPC
detector. The MWPC efficiency is generally above 95%, “Aq mentioned in Sec. I B 1 and shown in Fig. 3, there

but for regions of a feow inactive wires it falls down dra- gyist 4 certain probability of misidentifying the registered
matically to about 70%. Due to the square Shfpe of tharticle when applying thdE—E technique. Efficiency for
MWPC the angular range dgfbetween 30° and 44°is only aicle identification was determined similarly as the hodo-

partially covered in azimuthal angi¢ (see empty regions  geqne detection efficiency, which was based on the fact that
in Fig. 6). The MWPC efficiency was determined with i the neighboring sectors no real proton-deuteron coinci-

statistical accuracy 00.3%. N _ dences can be observed. Therefore, by comparing the num-
Similar to MWPC, the detection efficiency in each part of e 5 of jdentified protons and deuterons, the proton identifi-
the AE-E array should be determined. The main factor aiion efficiency was determined. The efficiency is very

which affects the efficiency is the hodoscope granularity, ingiapie, around 0.95 for the whole detector, see an example in
particular, gaps betweeAE detectors. If a particle crosses ha jower part of Fig. 7.

the detector plane exactly through a gap it is not detected in
the AE detector and thus particle identification cannot be
performed. The hodoscope detection efficiency map was de-
termined by studying coincidences of two protons reaching Knowledge of the precise values @f and ¢ emission
neighboring sectorgcf. Fig. 1), which assured that proton- angles of the outgoing particles is very important for recon-
deuteron coincidences were absent. First, an arbitrarily chostructing the breakup event kinematics. The question arises
sen “region of reference” was defined on the basis of thef how significantly geometrical inaccuracies of the system
angular information from the MWPC. Presence of full infor- can affect the analysis of the breakup events. The distance
mation for the particle registered within that reference regiorbetween the MWPC and the target could introduce some
was required, that is, its energy and timing information fromuncertainty, especially since the target cell in the scattering
AE andE detectors as well as a complete set of hits from thechamber was suspended on a flexible holder and its perfect
MWPC. In the investigated region, defined again with thepositioning in the geometrical center of the scattering cham-
use of the MWPC, one compared the numbers of two kindder was not guaranteed. Since there exists unique depen-
of coincidences with the proton detected in the referencelence between the angles of the scattered proton and deu-
region: full, with completeAE andE information and incom- teron, we analyzed elastic scattering events with various
plete, with theAE information missing for the particle de- assumedZ distances. We compared the plots of the recon-
tected in the investigated region. This procedure allowed ustructedé), versusfy with calculated kinematical curves of

to determine the hodoscope detection efficiency with the stathe dp elastic scattering, performing? consistency tesisee
tistical accuracy of 0.3%. A projection of 1° wide bin of the example plots in Fig. 8 Inspecting the dependence of tie
hodoscope detection efficiency map fér15° is shown in  values on the distancg we found that the actual distance
Fig. 7, upper part. The efficiency is close to 1 for large areabetween the target center and the MWEBDO mm) can be

of the detector, however, it drops rapidly to even 0.8 for the
regions influenced byAE detector gaps.

3. Cross-checks of the geometry of the setup
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FIG. 9. Image of deuteron hit positions at the MWPC obtained
FIG. 8. Comparison of the kinematical curve of the elasgic ~ under the condition that the coincident proton is registered at rela-
scattering with the data analyzed under assumption of two differenive ¢pq angle of 180°+5° and af,=29°+3°. The center of the
distances between the MWPC and the target center. The agreemeiifcle and its radius have been fitted to the data. The indicated
between the data and the curve is quantified in terms of the meagenter position reflects the shifin mm) of the beam axis with
square distance per degree of freedom and shown in the figure. respect to the MWPC center.

verified with the precision of about 1 mm. This finding con- correctly select elastic scattering coincidences both proton
firms also a reliability of the reconstructefl angle (with ~ @nd deuteron had to be properly identified. However, fully
accuracy much better than 0)3ind is an example of self- identified deuteron-proton coincidences were registered only
testing ability of our system. in a limited range of protom, angles, since low-energy deu-
Using the angular information for the elastically scattered'®rons were stopped iRE detectors and thus could not have
particles, a check of the relation between the beam axis ankeen recognized in partlcl_e |de_n_t|f|cat|0n_procedure. In order
the geometrical axis of the MWPC was performed. Due tdf0 broaden the range of identified elastic scattering events,
kinematical relations for the elastic scattering process wityVe have included in the analysis also the events where one
beam particle heavier than the target, the maximum concerarticle was recognized as a proton while the second one was
tration of deuterons is near the emission angje30°. By stopped inAE, fulfilling the kinematical conditions of the
selecting 6, angles of the elastically scattered protons be-glastic scattering. L _
tween 26° and 32° we obtain a very narrow angular range of _For eve_nts classified as originating from the elastic scat-
deuteron emission from 29.83° to 30.03°. Since our detectioff"Ng: their energy distribution spectra were built in angular
system is highly symmetric, these deuterons should group iRinS 0fA6,=1°, see example in Fig. 10. A linear background
a well-located ring with the center at the geometrical centefUnction was assumegsee inset in Fig. 10and subtracted
of the MWPC. We have limited our analysis to the areal’™om the number of counts obtained by integration in the
where this ring is not distorted by decreasing efficiency neafnterval defined by the limits selecting the peak. Typically,
the edges of the MWP@liagonal dashed sectors in Fig. 9 the background contribution was around 1.5% for all polar
The circle, which is fitted to the experimental distribution, is @Nges relevant for normalization. ,
centered af0.2,-1.0 mm and stays stable for all data files. " order to check quality of the procedure of selecting the
Estimated accuracy of the extracted coordinates of the cent&/@Stic scattering data, the shape of the obtained elastic scat-
is below 0.5 mm. By combining the circle radius with the ten_ng_ angular dlstrl_butlon was compared with t_he_dat_a of
known scattering angle, one obtains the distance between thlimizuet al. [56]. Figure 11 shows our angular distribution
target and the MWPC. The result is consistent with the checRS @ function of6,, multiplied by an arbitrary factotno
described earlier. The 1 mm shift of the MWPC in the verti- 20solute normalization of the elastic scattering cross section

cal direction has been corrected for in the data analysis. Was performed in this experimentt can be seen that the
overall agreement is satisfactory except for, maybe, forward

angles(13°-209. In that range no deuteron identification
was possible, thus an admixture of breakup events cannot be

The breakup cross-section normalization is made with thexcluded, which could lead to slightly too large values of the
use of the knowpd elastic scattering cross section dgé].  cross section. Therefore, for normalization of the breakup
Therefore, a crucial quantity to be determined experimeneross section, we decided to use only the elastic scattering
tally is the number of the elastic scattering events. In order t@ross section fog,>20°.

4. Cross section normalization
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FIG. 10. Energy spectrum of the elastically scattered protons FIG. 11. Angular distribution of the elastic scattering events.

obtained in a 1° wide bin of the protaff angle, as indicated in the o, oy harimental distribution is multiplied by an arbitrary factor
figure. The spectrum was obtained under the following conditions;

—180°+5° icle identified d th q’ind shown in terms of the cross section val(fe§ circles). Statis-
bod= 5% one particle identified as a proton and the S€CONG;.»| orrors are smaller than the point size. Empty squares represent

one identified as a deuteron. Vertical lines represent the integratiome cross-section measured by Shiméual. [56]. Solid line shows

limits for the cross-section evaluation. The inset demonstrates thfﬁe results of calculations with the CD Bonn potential and the TM
background subtraction method, with a linear function defined by,

: L . 3N force model.
the integration limitgarrowsE, and E, correspond to the vertical
lines in the main figurg

proton angle Qﬁ'. The elastic scattering cross section

Simultaneously measured coincidences from the breakuffloe/d(21)(Qy) is taken from Ref[56]. The bin widthAS
and elastic scattering reactions allow us to express thwas chosen to be WleV. It should be noted tha, and
breakup cross section in terms of the elastic scattering onbel @re obtained from the experimentally determined num-
and both measured coincidence rates. In such an approabgrs of coincidences for breakup and elastic scattering,
we profit from cancellation of common factors which are respectively, by individual background subtraction and
difficult to determine exactly separately and which would bethen by multiplying by the corresponding downscaling
a source of systematic uncertainties. Thus, in the final forfactors applied in the experimefdf. Sec. Il A).
mula below, the integrated beam current, the density, and
thickness of the target as well as the dead-time correction are
absent and the differential breakup cross section for a chosen
angular configuration is given by

5. Experimental uncertainties

Statistical errors for the measured cross-section distribu-
tions comprise the error of the measured number of the
breakup coincidences, as well as statistical uncertainties of

° dog NS Qg Q) e . > St
— (504,02 (Q) =% all quantities used in the normalization, i.e., the number of
dQ,dQ,dS dQ, Nei(€21) the elastic scattering events and all efficiencies included in
AQe1>| EeI(Qil)eel(Qezzl) Eq. (3). This total statistical error is of the order of 1.5% for

, the value of the cross section of about 0.5 mb Nfesf2
AQAQAS  €(Qy)e(Qy) and smaller for larger cross sections.
(3) The influence of systematic errors was reduced signifi-
cantly by detailed analysis of the geometry of the setup and
where N,, is the final number of breakup coincidences of the total detection efficiency. The remaining main possible
registered at the angle$),,Q), and projected onto a sources of uncertainties are discussed below.
ASwide arclength bin. Subscripts 1 and 2 refer to the first  With the help of the elastic scattering data we have
and the second protons registered in coincidence or to thehecked the influence of the beam polarization on the cross
proton and the deuteron in the case of elastic scatteringection values. By comparing the results of analysis for the
O;=(6;, ¢;) are the polar and azimuthal angles, respecnominally unpolarized beam and averaged over all polariza-
tively, and A(); is the solid angle(AQ;=A6A¢, sin #).  tion states we have concluded that the averaging is very ef-
Productse(Q)4)e(2,) [or ee'(ng')ee'(ng')] contain all rel- ficient, introducing an uncertainty of at most 1%. Including
evant efficiencies, as discussed previoudly,.is the final  the data accumulated with the polarized beam reduces the
number of elastic scattering coincidences registered at thgtatistical uncertainty by a factor of 3.
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The shapdlength of the breakup cross-section distribu-  TABLE I. Summary of the relevant experimental cross-section
tion (as a function o) can be affected by uncertainty of the uncertainties.
energy calibration. This effect was estimated by comparin

values of the breakup cross section calculated with the cor2°Urce of uncertainty Magnitudéo)
rected calibration parameters to the ones obtained with thegiatistical 0.5-4.0
original calibration parameters. These effects are small angnergy calibration 2.0-3.0
do not exceed 0.01 mb, i.e., 2% for typical values of thegeam polarization 1.0
measured cross sections. Solid angle determination 1.3-2.0
Subtraction of accidental coincidences, performed forchoice of integration region 0.3-1.0
separate slices alorfgcurve, may affect both the shape and ngormalization:
the overall height of the cross-section distribution, although ¢jastic cross section 1.6
the low level of background leaves not much room for in-  .dice of reference angle 0.1-25
ducing significant uncertainties. Sensitivity of the result toq,, systematic 31-4.9

the choice of integration limits of the breakup pedleing
simultaneously the fixing points for the background determi-

nation and subtraction, see Fig. Was checked by varying ~ Summary of the experimental uncertainties is shown in
them by +1 MeV. In all cases the number of the breakupTable I. Errors originating in systematical effects vary be-
events varied well within the limits of the statistical accu- tween 3.1% and 4.9%. Total uncertainty, composed of statis-
racy, by less than 0.5%. The resulting systematical error ofic and systematic errors added in quadrature, lies between
the contribution of the accidental coincidences and thus 08.1% and 6.3%, depending on the configuration.

their subtraction procedure can be neglected.

Uncertainty of the reconstructed angle originates from an- || THEORETICAL FORMALISM AND DYNAMICAL
gular resolution, finite target thickness, size of the beam spot INPUT
on the target, and straggling effects. The angular resolution is
given by the distances between wires in the MWPC and, for Here we review briefly our standard scheme &Ff Gn-
polar angles, reaches maximally 0.3°. The effects of finitetinuum calculations. For a general overview dw scattering
volume in which the reactions take place and of the angulaand specifically for our way to formulate it, we refer to Ref.
straggling were simulated using tbeANT package, with the [3]. The inclusion of 3NF’s follows the approach described
conclusion that they do not exceed 0.5°. The mentioned efin Ref. [57]. We define an amplitud&, which fulfills the
fects cause a spread of the angular distribution but do ndtaddeev-like equation,
lead to a systematic shift. Correct reconstructiord@ingles W
is supported by the well-reproduced angular dependence of 1= tP¢+(1+1Gg) V" (1 +P) ¢ +tPGT + (1
the cross section for the elastic scattering and the shape of +1Gy) VE‘l) (1+P) Gy T, (4)
the two-body kinematics. Discreteness of the position infor-
mation delivered by the MWPC influences also the effectivewith the initial channel statep composed of a deuteron
solid angle determination. It was calculated that the correand a momentum eigenstate of the projectile nucleon. The
sponding systematic error is 1.3-2.0 %. NN t operator is denoted by the free 3 propagator byG,,

Sets of proton emission angles for the breakup configuraandP is the sum of a cyclical and an anticyclical permutation
tions presented in this work are very different from the onef three particles. TheNforceV, is decomposed into a sum
for proton-deuteron coincidences of the elastic scatteringof three parts,

Therefore the particle identification area could have been set D) A2 A3

wide enough to avoid any proton logs. Sec. Il B 1. Other Vy=VP+ V2 + VY, (5)
losses, such as inefficiencies of'the de'tect'lon system, were. o hv) s symmetric under the exchange of the
calculated and corrected for. Their contribution to the overal A Q)

systematic uncertainty is below 0.5% and can be neglected?tc/€onsik with j#i=k. In Eq. (4) only Vy' enters ex-

Uncertainty in determination of the elastic scattering rated /Iy the others appear via the permutations contained

influences directly the cross section normalization. Accideni P- The physical breakup amplitudé, is obtained from

tal coincidences contribute to the peak of elastically scattered by

protons at still lower level than in the breakup case, and the Up=(1+P)T. (6)
error introduced while subtracting them can be neglected. As

an additional check of accuracy of the elastic scattering ratesat

a comparison of the shape of our elastic scattering cross sec- The Faddeev-like integral equatig#) iterated andr in-

tion to the one obtained by Shimiai al. was made. For the serted into Eq(6) yields the multiple-scattering series, in
anglesd,>20°, where full identification of proton-deuteron which each term contains some number of interactions
coincidences is possible, the maximal deviation reacheamong nucleons viaRand 3N forces with free propagation
2.5%. The errors of the reference elastic scattering cross seitt between. This gives a transparent insight into the reaction
tion of Shimizuet al. are another source of the systematic mechanism.

uncertainty of 1.6%. Finally, estimated total systematical As NN forces we use the new generation, realigtikl
normalization uncertainty is 1.6—3.0 %. potentials AV18[4], CD Bonn[5,6] and Nijm | and II[7].
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We combine them with thes2exchange TM 3NH32,58. part. The momentum space transformation of the Urbana 1X
This 3NF model is based on a low momentum expansion 08NF has been performed in R¢#3].
the =-N off (-the-mass-shell scattering amplitude. The cut-  We solve Eq.(4) using a momentum space partial wave
off parameterA entering this model is used to adjust thé  basis[3]. At the energy of the incoming deuterorE'qj’Ib
binding energy for each particul&N and 3N force combi- =130 MeV (equivalent to the laboratory energy of an incom-
nation[59]. In units of the pion mass,, we find theA to be  ing protonE'g‘b:GS MeV), it is necessary to take a sufficient
4.856, 5.215, 5.120, and 5.072 when the TM 3NF is comnumber of partial waves into account to guarantee converged
bined with CD Bonn, AV18, Nijm I, and Nijm Il, respec- solutions of the Faddeev equations. In all presented calcula-
tively. Our adjustment of\ is a very rough manner to take tions we went up to the total angular momentjm,=5 in
other processes into account, which can be added in a mes@fe two-nucleon subsystem. This corresponds to a maximal
exchange picture. These additional processes contain differumber of 142 partial wave states in thid 8ystem for each
ent meson exchanges such a9, p-p, etc.; also different total 3N angular momentund. We checked that the conver-
intermediate excited states might play a rf#®]. To some gence has been achieved by looking at the results obtained
extent such enhanced 3NF models have already been devédr j,.=6 calculations without a 3NF, that increases the
oped and applief61-63. number of channels to 194. The inclusion of 3NF’s has been

The parametrization of the TM 3NF violates chiral sym- carried through for all total angular momenta of tHé §/s-
metry [66,67. A new form, consistent with chiral symmetry, tem up toJ=13/2. The longer rangeNRinteractions require
which takes into account the results of Reff66,67, was  states up ta)=25/2 in order to get converged results. Up to
developed in Ref[68]. This new form will be called TM99 now we cannot include thep Coulomb force effects. We
from now on. The corresponding values(when the TM99  expect that at the rather high energy considered here these
is used with the CD Bonn, AV18, Nijm I, and Nijm Il poten- effects should be small.
tials) are 4.469, 4.764, 4.690, and 4.704, respectively.

For the AV18 potential we included also the Urbana IX V. RESULTS
3NF[31], which is based on the Fujita-Miyazawa ang&@]
of an intermediat@ occurring in the two-pion exchange and  The analysis described in Sec. Il B allows us to extract
augmented by a spin and isospin independent short ranggoss section for angwithin the angular range of our detec-
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tion system chosen configuration of the breakup reaction. Infour NN forces combined with the TM99 3NF are shown as
this paper we concentrate on configurations, in which thelark-shaded bands. In addition, the cross sections have been
cross section values are relatively large, despite the fact thabmpared to the predictions of the AV18 potential combined
these are usually not the ones, in which the predicted 3Nmith the Urbana IX 3NKsolid lines in Figs. 12-16
effects are the largest. In view of the averaging inherently present in the data, the
The cross-section data in 38 kinematically complete conpoint-geometry theoretical predictions should be averaged
figurations described by angles of the two registered protonever the finite angular and energy resolutions of the experi-
(64, 6,, and ¢by,), are presented in Figs. 12—-16 as a functionment. This averaging problem was studied in detail in our
of the arc-lengthS along the kinematical curve. For each analysis of thepd breakup reaction at an incoming proton
geometry the values ofy, 6, and ¢, are indicated in the energy E'F‘;"b:65 MeV [46]. It was found that the resulting
corresponding panel. To reach sufficient statistical accuracgnodifications of the cross sections have been negligible in
while keeping the angular and energy integrating effects to aost breakup configurations. Calculations performed for the
minimum, the data have been averaged over the ranges of tlpgesent experimental conditions showed very srtiadlow
polar angles ofA#;=A6,=2°, the azimuthal angle ah¢,, 1.5%, depending on configuratipmean differences between
=10°, and the arclength ckS=4 MeV around the central the point-geometry and averaged predictions, when consid-
values of#y, 6,, ¢15, andS, defining each data point. Error ering the ranges oS values covered by the experimental
bars shown in Figs. 12—16 correspond to statistical uncertairdata. For all considered configurations the averaging leads to
ties only. an enhancement of the cross-section values, in a way practi-
The experimental cross sections have been compared tally equivalent to multiplying of the distributiofwithin the
theoretical predictions based on the solutions of tNeFad-  relevantS range by a small constant factor. It has been
deev equations with the AV18, CD Bonn, Nijm |, and Nijm Il found that this behavior is very similar for averaging the
potential only(light-shaded bands in Figs. 1291&nd their  predictions obtained wittNN potentials only and including
combinations with the 2-exchange TM and TM99 3NF’s. also 3NF’s. Such an effect can be considered as equivalent to
Since in most cases the predictions for varidlpotentials a small change of the experimental normalization factor. In
combined with the TM and TM99 3NF's strongly overlap, view of these results and having in mind additional tests,
for clarity in Figs. 12—16 only the results obtained with thosewhich eliminate the influence of the data normalization on
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the conclusions about the 3NF effe¢tee further beloyy  seen in decreased values gf per degree of freedom ob-

the experimental cross sections have been compared with tii@ned for each of these configurations. In the other 15 kine-

point-geometry theoretical predictions calculated at the cenmatical configurations data seem to prefer the predictions

tral values of the experimental intervals of the kinematicalbased on the CD Bonn potential alone. Similar conclusions

variables. are observed for other combinations N and 3N forces.

As can be seen in Figs. 12-16 the predicted 3NF effectSince no striking systematic pattern can be observed for any
depend on the geometry of the outgoing protons. In somehoice of 6;,6,,¢1,, or their combinations, we performed a
configurations their effects are distributed nearly uniformlyglobal comparison, based on the valuesydfper degree of
along theS curve, while in others they are located at specificfreedom for all 38 configurations taken together, to resolve
regions ofS. Practically, in all cases the inclusion of the 3NF the question whether the inclusion of the 3NF improves or
increases the cross section. In some configurations, espéeteriorates the cross-section data description. In this way we
cially in those characterized by a small value of the relativecan compare numbers, characterizing the quality of the de-
azimuthal anglep,, (Figs. 12 and 18 the 3NF effects are scription of the cross-section data by one of the two sets of
relatively small. For these configurations a nice agreemertheoretical prediction '2N for predictions based on pairwise
between the data and theory is found. In geometries, foNN potentials only and(§N+3N for the cases where a 3NF was
which the predicted 3NF effects are relatively larger, theincluded in the calculations. Comparing these numbers,
quality of the description of the data generally seems to imshown in the second column of Table I, one can conclude
prove when the 3NF is included. It can also be observed thahat including any of the 3NF's applied in this study im-
the increase of the cross-section values when the 3NF isroves the description of our data. For the fouX forces
included is larger for the TM99 combined with any of the used, this improvement ig® per degree of freedom varies
four usedNN potentials than for the AV18Urbana IX com-  between about 10% and 50%. It should be noted that the
bination. deviations of they? values from 1 are not astonishing since

Taking as an example the CD Bonn potential predictionsthe overall normalization error is here not included in the
one observes that in 23 out of 38 presented configurationsxperimental uncertainties.
the inclusion of the TM 3NF improves the agreement be- Since the most relevant systematical factor influencing the
tween the data and the theory. This improvement is clearlynagnitude of the experimental cross sections is their abso-
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lute normalization, it seems to be worthwhile to study theBy employing this method we also eliminate the small influ-
agreement between the data and the two chosen sets of thace of averaging, present inherently in the data and omitted
theoretical predictionéwith and without 3NF, when the ex- in the theoretical prediction@veraging does not change the
perimental cross-section normalization is allowed to beshape of the cross-section distribution
slightly changed. In such an approach one puts more weight To achieve this purpose we applied an extra normalization
on the shapes of the measured distributions, rather than dactor A to the data, common for all 38 configurations, and
their absolute normalization, as obtained in the course of thearied it by about £10% around=1. This floating of the
data analysiscf. Sec. Il B. data was allowed in relation to both sets of the theoretical
Applying different normalization factors when comparing predictions, separately for all foldN potentials, without and
the data with calculations based oN @ynamics only and on  with the 3NF, and the? analysis was redone for each con-
predictions with a 3NF included, allows us to avoid possiblesidered combination of forces. The results are illustrated for
false conclusions about which set of theoretical predictionshe case of the CD Bonn potential and its combination with
better reproduces the data. As previously mentioned, in prache TM 3NF in Fig. 17. This example demonstrates that the
tically all our configurations the inclusion of 3NF's increases y2, and xay.sy @s functions o reveal well-defined minima,
the absolute value of the predicted cross section. Thus, hawccurring for those particular forces at the normalization fac-
ing experimentally determined, e.g., slightly too large nor-tors A=0.985 and\=1.020, respectively. When using these
malization factor, might easily result in shifting the data fromvalues for all configurations discussed, in 29 out of 38 cases
the results of the calculation, with onlyN potential towards the data show better agreement with the predictions includ-
better agreement with the predictions including also a 3NFing the 3NF effects. Analogous procedures performed for the
Then, trusting only the experimental normalization, withoutother NN potentials and their combinations with 3NF's lead
performing below described tests, would result in an erroneto x> minima for the values of thi factor between 0.96 and
ous statement. Since, however, thleapesof both sets of 1.03. It should be noted that these values dit well within
theoretical prediction differ, by allowing the normalization to the quoted normalization uncertainty. The valuesydfper
be varied, we can resolve the question which calculationslegree of freedom obtained at the corresponding minima are
reproduce the data better, since the relative normalization ashown in the third column of Table Il. They again support
the data points in a given configuration is determined exactlythe preference of the dynamics containing 3NF's in describ-
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ing our experimental cross sections, as shown by the imA were not far from the nominal value, ranging between 0.92
provement of they? value by 20-40 %, depending on the and 1.07.
NN potential considered. Regarding again Figs. 12-16, one notices that there are
To extend this investigation even further, we have appliedeveral breakup configurations where the inclusion of 3NF
individual normalization factora for each of our 38 kine- forces leads to predictions deviating significantly from the
matical configurations and each combination of forces conones based oNN forces only and where high-precision data
sidered. In each configuration, the experimental cross-sectiofould be especially rewarding. Apparently, these can be
data were separately normalized to fit best either the calcifound in Figs. 14 and 15. As mentioned in the Introduction,
lations based on a pairwi$¢N potential alone or the predic- there are also othe_r configurations, where present day nuclear
tions with a 3NF included. For the chosen example case oforce models predict even larger effe¢#8,50. In the next
the CD Bonn and CD Bonn+TM+3NF based predictions,Stage of the data analysis, with higher statistics of data avail-
after such an individual renormalization the agreement i€ble, those configurations will be investigated as well. It is
better in 32 out of 38 configurations when the TM 3NF is also worthwhile to consider dedicated measurements focused

included in the calculations. Again, for all investigated com-0On such configurations and performed with a few isolated
binations of forces, after finding the individual best normal-detectors, thus gaining selectively even higher statistics.
ization factors, the totay® per degree of freedom were cal-

_culated for all configurations. The resu_lting values are shown V. SUMMARY AND CONCLUSIONS

in the fourth column of Table II. In this approach only the

shapes of the experimental and theoretical cross-section dis- The measurement of the deuteron-protéH(d,ppn
tributions are compared, neglecting totally the absolute exbreakup cross sections using a 130 MeV deuteron beam was
perimental normalization. Again a preference of the theoretperformed in a large part of the available phase space. In this
ical predictions with 3NF’s by our data was found, leading topaper high-precision, fivefold differential cross-section data
a reduction of the totaj? value per degree of freedom by for 38 kinematically complete configurations at different an-
20-40 %, when a 3NF was taken into account. Also in thesgular combinations of the two outgoing protons are pre-
procedures the obtained values of the renormalization fact@ented.
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S Kb T ] TABLE Il. Agreement between the experimental cross sections
25 and the theoretical predictions implementing differ&titl poten-

r tials: AV18, CD Bonn, Nijm I, Nijm I ({ZN), and their combina-
tions with various 3NF models: TM, TM99, and Urbana IX
(Xansan)- In the three columns the quality of agreement between
data and theory, as given by tly& value per degree of freedom, is
shown for different treatments of the experimental data normaliza-
tion, as explained in the text.

20

2N and N forces Normalization
r Experimental Global fit Individual fit
10 I XSN
- AV18 9.5 6.4 4.3
I CD Bonn 5.7 54 3.6
L N\~ Nijm | 7.1 5.9 4.3
5T o ] Nijm 11 8.1 6.3 3.9
..... Koean
0.95 1 1.05 AV18+TM 4.4 3.6 2.9
Normalization factor A CD Bonn+TM 4.7 3.9 28
FIG. 17. Example of the dependence of tieper degree of Nijm [+TM 5.4 3.9 3.1
freedom on the normalization factar by which the experimental Nijm 1I+TM 5.2 3.8 3.0
cross sections in all configurations have been multiplied. The dashAV18+TM99 4.6 3.7 2.7
dotted line(x3,) refers to the theoretical predictions with the CD CD Bonn+TM99 5.2 4.3 2.7
Bonn potential only, while the solid Iin(e(gN+3N) corresponds to the  Nijm 1+TM99 5.8 4.1 2.7
theory with the TM 3NF included. Nijm 11+TM99 55 3.9 2.7
AV18+Urbanna IX 4.6 4.2 2.9

We compared these cross sections to theoretical predic-
tions based on the realistdN potentials AV18, CD Bonn, measurement. It demonstrates the usefulness of the breakup
Nijm I, and Nijm Il only and to those obtained when, in reaction as a tool to study the nuclear Hamiltonian. With
addition, the TM or TM99 3NF model was included in the more configurations analyzed, polarization observables
3N Hamiltonian. For AV18 also the Urbana IX 3NF was usedadded to the cross-section results, and higher statistics pro-
for calculating the theoretical cross sections. The magnitudeided, it will probably become possible to make a stronger
of the predicted 3NF effects generally depends on the coreonclusion on the quality of the present 3NF models.
figuration. In some studied final state geometries these ef- |n order to fully understand the Nd scattering dynamics at
fects are practically negligible and in such cases the crossigher energies, it is necessary, in addition to the inclusion of
section data are in a very good agreement with the theoretic8NF’s, to formulate the equations in a relativistically invari-
predictions. ant way. Also the exact inclusion of thp Coulomb force in

In the majority of the analyzed configurations the effectsthe pd scattering at energies above the deuteron breakup
of the 3NF are not negligible. In general, the inclusion of athreshold is still unsolved and leaves a very uncomfortable
3NF in the calculations leads to an increase of the crossheoretical uncertainty in the analysis of tpd data. The
section value. This effect is less pronounced for combiningsolution of these two problems will remove the remaining
the Urbana IX 3NF with the AV1I&IN potential than for the uncertainties and will make Nd scattering an extremely pre-
TM and TM99 forces combined with any of the foliN  cise tool for testing nuclear interactions. It will also allow the
potentials used. The inclusion of the TM and TM99 3NF computation of exactI8 wave functions that can be applied
forces leads to quite similar results in all studied configurato study electromagnetic processes in thi¢ $/stem in a
tions. The agreement between the experimental cross se@ide range of energies, as well as to provide some basis for
tions and theoretical predictions generally improves when &xact calculations in many-body systems.
3NF is taken into account. This conclusion is valid for all
combinations of any of the foudN potentials used with the ACKNOWLEDGMENTS
TM or TM99 (in case of AV18 also with Urbana PD3NF. It
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