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How well do we know the electromagnetic form factors of the proton?

J. Arrington
Argonne National Laboratory, Argonne, lllinois 60439, USA
(Received 14 May 2003; published 23 September 2003

Several experiments have extracted proton electromagnetic form factors from elastic cross section measure-
ments using the Rosenbluth technique. Global analyses of these measurements indicate approximate scaling of
the electric and magnetic form factorﬁF(GEp/GMpwl), in contrast to recent polarization transfer measure-
ments from Jefferson Lab. We present here a global reanalysis of the cross section data aimed at understanding
the disagreement between the Rosenbluth extraction and the polarization transfer data. We find that the indi-
vidual cross section measurements are self-consistent, and that the new global analysis yields results that are
still inconsistent with polarization measurements. This discrepancy indicates a fundamental problem in one of
the two techniques, or a significant error in polarization transfer or cross section measurements. An error in the
polarization data would imply a large error in the extracted electric form factor, while an error in the cross
sections implies an uncertainty in the extracted form factors, even if the form fatiois measured exactly.
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[. INTRODUCTION knowledge ofGEp and, to a lesser extertEMp. The Rosen-

) ) _ bluth data are more sensitive to systematic uncertainties, and
The electromagnetic structure of the proton is describegt has peen suggested that the different Rosenbluth extrac-

by the electric and magnetic form factors. Over the past se%jgns are inconsistent, and thus unreliable. We will examine

eral decades, a large number of experiments have measurggl consistency of the Rosenbluth measurements to test this
elastic electron-proton scattering cross sections in order t

. : 5 nggestion. However, even if it is demonstrated that the cross
extractzthe electric an(g magnetlc form fact@p(Q ) and sections going into the Rosenbluth extractions were incor-
Gu,(Q°) (where —Q° is the four-momentum transfer rect, it would not completely solve the problem. The polar-
squared, using the Rosenbluth techniqiz]. The electric  ization measurements determine only the ratioGtg‘p to

and magnetic form factors have been extracted uRto Gy, and so reliable cross sections are still needed to extract
~7 Ge\ by direct Rosenbluth separations, and these meat—h P wal val f the f fact Finallv. if the di
surements indicate approximate form factor scaling, i.e. € aclual values of the torm factors. Finally, It the discrep-

MpGEp/Gmﬁl (where ,, is the magnetic dipole moment ancy arises from a fundamental problem with either of these

. S techniques, it may have implications for other measurements.
of the proton, though with large uncertainties GEp at the The goal of this analysis it to better understand the dis-

highestQ? values(2,3]. o crepancy between the Rosenbluth and polarization transfer

More recently, elastic electron-proton polarlzatl_on tra”Sfefresults. We begin by demonstrating that the individual
measurements ha\Z/e been performed to obtain the ratig,senpiuth measurements yield consistent results when ana-
GEp/GMp' A low-Q® measurement at MIT-Batefg},5] ob- lyzed independently, so that the normalization uncertainties
tained values of5g /Gy consistent with previous Rosen- petween different measurements do not impact the result. We
bluth separations. Later experiments at Jefferson(Jabl)  then perform a global analysis of the cross section measure-
extended these measurements upQfo=5.6 GeV? [6-8], ments, and determine that the results cannot be made to
and show significant deviations from form factor scaling.agree with the polarization results by excluding a small set of
They show a roughly linear decrease of the value ofmeasurements, or by making reasonable modifications to the
#pGe, /Gy, from unity at low Q® to =03 at Q> relative normalization of the various experiments. The paper
=5.6 Ge\?. Figure 1 shows the JLab polarization transferis organized as follows: In Sec. II, we will review the two
measurements from Ref,8], along with a global Rosen- techniques and summarize the current measurements of the
bluth analysis of the cross section measuremgitsWhile  form factors. In Sec. Ill, we present a new Rosenbluth analy-
the polarization transfer technique allows much better measjs of the cross section measurements, and compare this to
surements at higp” values, there is a significant discrep- the polarization transfer results and examine possible sce-
ancy even in the region where both techniques have compggrios that might explain the discrepancy between the tech-
rable uncertainties. _ _ . niques, such as problems with individual datasets or im-

When we combine the cross sections with polarization,rgner treatment of normalization uncertainties when
transfer measurement_s to extract the form fa_c(eee Sec. combining cross sections from different experiments. In Sec.
lILF, or Ref. [9]), we find that the values obtained f&% |\ e will discuss the results of the analysis and implica-
are significantly different, whil&,, 'differs only at the few  tions of the discrepancy between the two techniques. Finally,
percent level, compared to extractions that use only the crosa Sec. V, we summarize the results and discuss further tests
sections. Clearly, it is necessary to understand the discrephat can be performed to help explain the disagreement be-
ancy in the extracted ratio before we can be confident in outween the techniques.
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12 - - - - - (Ae)~* and (rGf,lp/G'ép). This enhancement of the experi-
1.0 [ § 4’ @‘L mental uncertainties can become quite large when the range
sosb % LI | ] of € values covered is small or when(=Q?/4M f)) is large.
< ﬁ \§ This is especially important when one combines hégtiata
}0-6 a i\ ] from one experiment with love-data from another to extract
304 | L 3 ] the e dependence of the cross section. In this case, an error in
\\} the normalization between the datasets will lead to an error
02 f E in Gép for all Q? values where the data are combined. If
0.0 . . s : . . ,quEp=GMp, GEp contributes at most 8.3%#.3%) to the
Q? [GeV? total cross section a?=5(10) Ge\f, so a normalization

difference of 1% between a highand low< measurement

FIG. 1. (Color onling Ratio of electric to magnetic form factor would change the ratiou,Gg /Gy by 12% at Q?
as extracted by Rosenbluth measuremehtsilow squaresand  _ g sa\2 and 23% aD?=10 Gesﬁ mgre ifAe<1. There-
from the JLap m.easure.mems of rec?" F).O'arizat(snlid circles. fore, it is vital that one properly ac;counts for the uncertainty
The dashed line is the fit to the polarization transfer data. in the relative normalization of the data sets when extracting
the form factor ratios. The decreasing sensitivitngp at
o _ o large Q? values limits the range of applicability of Rosen-
We begin with a brief description of the Rosenbluth sepapjuth extractions; this was the original motivation for the

ration and recoil polarization techniques, focusing on the expolarization transfer measurements, whose sensitivity does
isting data and potential problems with the extraction technot decrease as rapidly witQ?2.

niques.

Il. OVERVIEW OF FORM FACTOR MEASUREMENTS

B. Recoil polarization technique

A. Rosenbluth technique . . N
In polarized elastic electron-proton scatteripge,e’p),

The unpolarized differential cross section for elastic scatipq longitudinal P,) and transverseR;) components of the
tering can be written in terms of the cross section for scatigcgil polarization are sensitive to different combinations of
tering from a point charge and the electric and magnetic formpe glectric and magnetic elastic form factors. The ratio of

factors: the form factors,Ge /Gy , can be directly related to the
d G2 +.G2 components of the recoil polarizati¢h0—13:
g Ep M

. T 2
g0 = Omor 1 T27Gy (02|, (1) p

Ge, Py (E¢+Ee)tan6/2)
GMp_ P, 2M, ’

()
where 7=Q%4M}, ¢ is the electron scattering angl@?
=4EE/sir’(6/2), andE, andE, are the incoming and scat-

) . whereP, and P, are the longitudinal and transverse compo-
tered electron energies. One can then define a reduced cr ; ! g P

F¥ents of the final proton polarization. BecaL(Sgp/G,\Ap is

section, proportional to the ratio of polarization components, the
do e(1+7) measurement does not require an accurate knowledge of the

TR= 4q =7G%, (Q%)+€G2 (Q?), (2) beam polarlza_ltlon or ana_lyz_lng power_of th_e re_00|l polarim-

O Mott . P eter. Calculations of radiative corrections indicate that the

. N L ) effects on the recoil polarizations are small and at least par-
wheree is the longitudinal polarization of the virtual photon tially cancel in the ratio of the two-polarization component
[e 1=1+2(1+ 7)tarf(6/2)]. At fixed Q?, i.e., fixedr, the [14]
form factors are constant andy depends only ore. A :
Rosenbluth, or longitudinal-transverseT), separation in-
volves measuring cross sections at several different beal
energies while varying the scattering angle to k€gpfixed

while varyinge. Gép can then be extracted from the slope of
the reduced cross section versgysand TGf,lp from the in- MPGEP/GMP:1—0.13Q2—0.04), (4)

tercept. Note that because tﬁ‘é,, term has a weighting of

p - 2 . . -
7l e with respect to th&Z term, the relative contribution of with Q° in GeVz._ Comparing the data to the fit, the toted
P is 34.9 for 28 points, including statistical errors only. Assum-

the electric form factor is suppressed at high, even for ing that the systematic uncertainties for each experiment are

e=1. . ) . fully correlated, we can vary the systematic offset for each
Because the electric form is extracted from the differencey,ia set and the total? decreases to 33.6. If we allow the

of reduced cross section measurements at varoualues, systematic offset to vary for each dataseid refit the Q2

the uncertainty in the extracted Va'“e@gp(Qz) is roughly  dependence to all four datasets using the same two-parameter

the uncertainty in that difference, magnified by factors offit as above, i.e.,

Figure 2 shows the measured valuesuaGEp/GMp from

me MIT-Bateq4,5] and JLal6—8] experiments, both coin-
cidence and single-arm measurements, along with the linear
fit of Ref. [8] to the data from Refd6,8]:
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12 ———— — ] formed a reanalysis of the Rosenbluth measurements. We
: ] will use this to look for errors or inconsistencies in the
datasets and to test possible explanations for the discrepancy

between the two techniques.

An initial analysis reproduced the results of the previous
global fit [2,15]. At this point, several modifications were
made to the dataset for subsequent fits: radiative corrections
were updated for some of the older measurements, certain
experiments were subdivided into separate datasets, some
normalization uncertainties were updated from those used by
10 Walker et al. [2], several cross section measurements were
Q® [GeV?] updated with the final published results, and a set of data

_ _ _ _ points were excluded. These modifications are described in
FIG. 2. (Color onling Ratio of electric to magnetic form factor qetail in the following section.

as extracted by recoil polarization measurements at MIT-Bates

(solid squaresand JLah(hollow symbol$. The solid line is the fit

to Ref. [6,8] (diamonds and trianglesfrom Ref. [8], while the A. Data selection
dashed line is a combined fit, including the systematic uncertainties
(assumed to be fully correlated within each

00 L—— o uuuts — A

The global analysis presented here is similar to the one
presented in Ref$2,3]. Table | shows the datasets included
, in the fit, along with a summary of the kinematics for each
#pGe, /Gy =1~ a(Q°~Qp), (9 data set16]. The experiments included are, for the most
part, the same as in the previous analysis. Two additional
for Q®>Q3, unity for Q°<Q3. We obtain «=0.135 datasets with measurements in the relev@htregion have
+0.008, Q§=0.24t 0.08, andy?=28.1 for 26 degrees of been included17,1§. For two of the experiments included
freedom(dashed line in F|g Q The Systematic offsets are in the prEViOUS flt, we use the final pub“ShEd Cross sections
small (consistent with zerofor all of the datasets except the [19,20, which were not available at the time of the previous
low-Q? JLab measuremef6], which is increased by nearly 9lobal analysis.
the full (correlated systematic uncertainty. This fit not only  For each dataset included in the fit, an overall normaliza-
has a betteg?, but also decreases the deviation from unity attion or scale uncertainty was determined, separate from the
very low Q2 values, which improves the agreement with thepomt-to_—pom_t systematlc uncertalr_mes. This normallz_a_t|0n
very precise Rosenbluth results available belo@?  uncertainty is given in, or was estimated from, the original
=1.0 Ge\~. publication of the data. In most cases, we use the same scale
The main systematic uncertainties come from inelasti¢dncertainty as in the previous global analysis. For six
background processes and determination of the spin precels-9,22—24,26,2Bof the 16 experiments, the published un-
sion, both of which have been carefully studied and accertainties included the normalization uncertainties. In the
counted for in the JLab measurements. While this techniqurevious fit, these uncertainties were double counted when
should be less sensitive to systematic uncertainties than trgf1additionalnormalization uncertainty was added. For these
Rosenbluth extractions, the discrepancy appears at relativef§jxPeriments, we apply the same normalization uncertainty,
low-Q? values, where both techniques give equally precisdut remove it from the publishedotal) uncertainties to ob-
results. Because almost all of the polarization transfer datfin the point-to-point uncertainties. _
come from the same experimental setup, it is in principle WO of the experimentp20,29 included data taken with
possible that an unaccounted for systematic error could caugBore than one detector. There will therefore be different nor-
a falseQ? dependence in the ratio. There are no known probMalization factor for the data taken in the different detectors.
lems or inconsistencies in these measurements and this tech- Ref. [20], these normalization factors were measured by
nique. At this time, there is no explanation for the differentt@king data at identical kinematics for m@" points. We
results obtained by the two techniques. If we do not underSPlit the experiment into two datasets, and fit the normaliza-
stand this discrepancy, then it is difficult to know how to tion factor for each one independently. This will allow the
correctly combine the polarization transfer measurement§ormalization factor to be determined from both these direct
with the cross section measurements in order to extract th@easurements and the comparison to the full data set. Be-
individual form factors. cause we do not apply the normalization factor determined
from the original analysis, we add a 2% normalization un-
certainty (in quadraturgto the 1.77% uncertainty quoted in
Il REANALYSIS OF THE ROSENBLUTH the original analysis. While this may underestimate the un-
MEASUREMENTS certainty in the normalizatiofRef. [20] quoted a 5% scale
The global Rosenbluth analysis shown in Fig. 1 may dis-uncertainty before normalizing the 1.6-GeV spectrometer to
agree with the polarization transfer results for a variety ofthe 8-GeV spectrometgrthe result would tend to be a larger
reasons: inclusion of bad data points or datasets in the fit, G*0SS section for this low-data set, which would lead to a
improper constraints on the relative normalization ofsmaller value forGg /Gy . As will be shown, even with
datasets. To better understand the discrepancy, we have pénis possible bias towards lower values @Ep/GMp, the
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TABLE I. Experiments included in global fit, along with ti@? range, electron scattering angle range, normalization uncertainty, and
extracted normalization factor from the global cross section fit presented in Sec. Il C.

Reference Q2 6 d7; 7—1 Lab
(GeV?) (deg (%) (%)

Janssens-196@1] 0.2-1.2 40-145 1.6 -1.3 Mark 11
Bartel-1966[22] 0.4-4.1 10-25 2.5 +0.8 DESY
Albrecht-1966[23] 4.1-7.9 47-76 8.0 +6.6 DESY
Albrecht-1967[24] 2.0-9.6 76 3.0 -0.3 DESY
Litt-1970[25] 1.0-3.8 12-41 4.0 +1.1 SLAC
Goitein-1976 [26] 0.3-1.8 20 2.0 +0.3 CEA

Goitein-1976 [26] 2.7-5.8 19-34 3.8 —-7.0 CEA

Berger-197127] 0.1-2.0 25-111 4.0 +0.7 Bonn
Price-197128| 0.3-1.8 60-90 1.9 —-1.0 CEA

Bartel-1973 [29] 0.7-3.0 12-18 2.1 +1.2 DESY
Bartel-1978 [29] 0.7-3.0 86 2.1 +1.2 DESY
Bartel-1975 [29] 1.2-3.0 86-90 2.1 -0.1 DESY
Kirk-1973[30] 1.0-10 12-18 4.0 +0.6 SLAC
Stein-197517] 0.1-1.9 4 2.4 —-0.8 SLAC
Bosted-199(031] 0.5-1.8 180 2.3 +3.8 SLAC
Rock-1992[18] 2.5-10 10 4.1 +6.1 SLAC
Sill-1993[19] 2.9-31 21-33 3.0 +0.2 SLAC
Walker-1994 [2] 1.0-3.0 12-46 1.9 -0.1 SLAC
Andivahis-1994 [20] 1.8-7.0 13-90 1.8 —-0.3 SLAC
Andivahis-1994 [20] 1.8-8.8 90 2.7 —-4.8 SLAC

aSplit into two dataset$see text
bSplit into three datasetsee text
‘Data below 20° are excluded.
d8-GeV spectrometer.

1.6-GeV spectrometer.

resulting ratio is clearly higher than the polarization transfer For some of the older experiments, there are further im-
results. provements that could be made to the radiative corrections,
The elastic cross sections in RgR9] include three dif- but there is not always enough information provided to re-
ferent sets of data: electrons detected in a small-angle specalculate the corrections using more modern prescriptions.
trometer, electrons detected in a large-angle spectrometdfpr these experiments we included only the terms mentioned
and protons detected in the small-angle spectromietare- above, which were not included in the earlier radiative cor-
sponding to large-angle electron scatteying/e divide this  rections, and assume that the stated uncertainties for the ra-
experiment into three datasets, each with its own normalizadiative correction procedures are adequate to allow for the
tion factor. Finally, after an initial analysis, it was observedgenerally small differences in the older corrections. For a
that the data from Ref26] were taken under very different few of the earliest experiments, the quoted uncertainties for
conditions for forward and backward anglege Sec. Il D, the radiative corrections were unrealistically small: total un-
and so this experiment was also subdivided into two datasetsertainties of<1% or small normalization uncertainties
Thus, the 16 experiments yield a total of 20 independenobnly. To verify that this underestimate of the radiative cor-
datasets for this analysis. rection uncertainties does not influence the final results, we
The radiative corrections applied to several of the olderincluded a 1.5% point-to-point and a 1.5% normalization un-
experimentg21-3Q neglected higher order terms. For the certainty for radiative corrections and repeated the global fits
combined analysis of old and new experiments, thepresented in the following sections. In most cases, this error
Schwinger term and the additional corrections for vacuumwas small or negligible compared to the other errors quoted,
polarization contributions from muon and quark loops havethough for three experimen{®1,25,28, the 1.5% uncer-
been included, following EqgA5)—(A7) of Ref.[2]. These tainty had a noticeable impact on either the scale or point-
terms have very littlee dependence, and so do not have ato-point uncertainties. The additional uncertainties did not
significant effect on direct extractions GEP/G,\,I from a  noticeably change the result of any of the fits: the extracted

single data set. However, they can modify depen- value ofGEp/GMp changed by less than 1% for all of the fits
dence at th€1-2% level, which has a small effect when discussed in the later sections. Note that the results presented
determining the relative normalization of the datasets. in this paper do not apply this additional uncertainty.
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While single-experiment extractions avoid uncertainties

16 ? Bartel arising from the relative normalization between different ex-
14 | 2 Andivehis E periments, it should be noted that most of the form factor
12 b o P } ratios shown in Fig. 3 donot correspond to single-
10 '_‘ﬂi ikl— j_ S experiment extractions. Three of these six extractions
Caos b *‘kf%@ﬁ% eSS I [25,27,28 combine new cross section measurements with
3 %%% [ ] cross sections from one or more older experiments. In the
06 f S extraction by Littet al.[25] the new data are combined with
04 F E results from three other experiments. While they give esti-
02 == i — 2‘, — 3' — ‘;' mates of the effect of a small change in normalization, the
Q? [GeVZ] quoted extractions dBEp andGMp ignore the normalization

uncertainties. The extractions of Bergatral. [27] and Price
FIG. 3. (Color onling Ratio of electric to magnetic form factor et g1 [28] determine normalization factors between their data
from published Rosenbluth extractiof,20,25,27-2p The data  4n4 previous experiments by comparing the cross sections
are binned into fiveQ" bins, and the solid linesshaded regions from the different kinematics to the cross sections calculated

represent the average ¢lrange for the measurement in each bin. . . .
The dashed lines indicate form factor scaling and the fit to theassumlng the dipole form for bOtGEp andGMp' in effect

polarization transfer data. assuming that form factor scaling is valid when determining
the relative normalization factors. They do not apply any
uncertainty associated with the determination of these nor-

Finally, we excluded the small-angle data from . e
y 9 R&j malization factors.

In our initial analysis, we saw a clear deviation of this small- . ) .
y Two of the six extraction$20,29 use data from single

angle (< 15°) data from our global fits, with or without the ) ts but diff t detectors t the |
inclusion of the polarization transfer datsee Sec. Il D or experiments, but use difierent detectors to measure the farge-
and small-angle scattering. Bartet al. [29] do not deter-

Fig. 7). The deviation is due to a correction determined to be

i 1 I 0, 1 -
necessary for small scattering angles in the analysis of NEl,'[T!nte a;)n?rmahztatmn fa(I:Itor, b|Ut qu(?tle a 1.5/o|relat|vetuncetr
[20] that was not applied to the earlier data of Walkémal. ainty between the smafl-angie anc large-angle spectrometer

[32]. Because there is an identified error in this data, an(gata' Andivah.iet al.[20] determined the relgtive nqrmaliza—
because it is not straightforward to apply this correction torion factor using data taken at identical kmemaﬂcs for the
the published results, these small-angle data 20°) are SLAC 1.6-GeV gnd_ 8-GeV spectrometers. U_nllke the cases
excluded from the analysis. where a normalization factor between two different experi-
ments is determined, no assumption aboutdltEpendence

goes into this determination. The uncertainty on the determi-
o nation of the normalization factor was applied to the 1.6-

We start by considering the values p{,Gg /Gw_ from  Gev spectrometer which provided a single, lavpoint for
published Rosenbluth extractions of the form factorseachQ? value measured. However, the uncertainty related to

[2,20,25,27-2 (Fig. 3). These are the same experimentsthe normalization(0.7% for Andivahis, 1.5% for Bartglis
shown in Ref[6], where the scatter is used to illustrate thecommon to all points’ and will have an effect G't /GM
difficulty of extractingGg from Rosenbluth separations at

high Q2. The data have been divided into five bins@f: =2 Ge\?). For the Andivahis measurement, this is roughly
0-0.5 GeV, and 1 GeV bins above 0.5 Ge¥/ The solid  one-half the size of the total error, and so the entire dataset
line shows the Welghted average of all measurements in Gould move up or down by rough|y half of the total uncer-
given bin while the dotted lines show the one standard deta"]ty shown in the figure_ For the Bartel data, the [‘@h-
viation range for each bin. As there is littl®? variation,  points all shift up or down by two-thirds of the total error
averaging the values in smalli® bins should give a reason- due to a - shift in the normalization factor.

able measure of the ConSiStency of the datasets. While the On|y one of the experimenEQJ used a Sing'e detector for
average of these extractions is in good agreement with thgoth small- and large-angle scattering, and is therefore free
global analysis, there is a large scatter in the extracted ratiqggom normalization uncertainties. However, this is the ex-
for Q=2 GeV. For these measuremen§g;=50.6 for 40  periment for which there was a correction for the small-angle
degrees of freedort#5 data points minus five fit parameters, scattering that was not included in the analy@sc. 11l A).

the mean values in each of the fi@¥ bins), yielding a x? To study the consistency of the Rosenbluth measurements
per degree of freedony?, of 1.26[13% confidence level without the additional uncertainty caused by combining dif-
(CL)]. The agreement is worse for the high@f data: Xﬁ ferent experiments, one must examine only those experi-
=1.63 for 17 degrees of freedom excluding data be@% ments where an adequate rangeeofvas covered with a
=1.5 GeV (4.9% CL). The extent of the scatter has beensingle detector in a single experiment. Five of the datasets
used to argue that the Rosenbluth extractions do not giveeom Table | cover an adequate rangesito perform a single
reproducible results. The question of the consistency of thexperiment LT separatiof2,20,21,25,2Y For these experi-
datasets must be addressed before we can draw meaningfuents, we have used only the cross section results from the
conclusions from a global analysis. primary measurement.

B. Consistency checks: Single-experiment extractions

p
that increases approximately linearly with? (for Q
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TABLE II.

GEp/Gd,po,e, Gwm, / pGaipole» and MpGEp/GM as extracted from the individual datasets
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shown in Fig. 4. A dipole mass of 0.71 G&is assumed foGd,p0|e

Dataset Q? GEp/Gdipole GMp//'Ldeipole :U“pGEp/GMp
(GeV?)
Litt 1.499 1.180-0.339 0.9820.111 1.2030.481
[25] 1.998 1.2580.286 0.97%0.072 1.2870.387
2.500 1.106:0.164 1.016:0.028 1.0950.192
3.745 1.377%0.256 0.9790.038 1.40%0.316
Walker 1.000 1.006:0.072 1.0120.026 0.994-0.097
[2]* 2.003 1.0840.120 1.02%0.022 1.055:0.139
2.497 0.944-0.180 1.045:0.022 0.90%0.191
3.007 1.227%0.145 1.008:0.020 1.21%0.168
Andivahis 1.75 0.9520.053 1.0490.009 0.9130.057
[20]b 2.50 0.863-0.082 1.054:0.008 0.8190.084
3.25 0.868-0.185 1.047%0.015 0.82%:0.188
4.00 0.89(:0.205 1.03%0.015 0.861+0.210
5.00 0.578:0.453 1.03@:0.016 0.5610.448
Berger 0.389 0.9380.025 0.985:0.019 0.952-0.043
[27] 0.584 0.965:0.019 0.985:0.009 0.98&:0.027
0.779 0.956:0.041 1.0040.012 0.946:0.051
0.973 1.0340.058 1.003:0.016 1.0310.074
1.168 1.0740.132 1.022-0.023 1.0530.152
1.363 0.90%0.171 1.03%0.022 0.875:0.182
1.557 1.2290.265 1.0310.027 1.192-0.285
1.752 0.86%0.479 1.062-0.036 0.813:0.478
Janssens 0.156 1.02D.028 0.926:0.027 1.1030.057
[21] 0.179 0.962-0.024 0.959-0.016 1.003:0.039
0.195 0.97%0.041 0.999-0.032 0.9740.067
0.234 1.026:0.034 0.939:0.025 1.08%0.061
0.273 1.006:0.039 0.935%0.019 1.076:0.059
0.292 1.005:0.044 0.936:0.022 1.074:0.068
0.311 0.935:0.041 0.961#0.018 0.9740.057
0.389 1.0140.041 0.956:0.016 1.0630.058
0.428 1.01$0.064 0.976:0.024 1.0530.086
0.467 0.9930.055 0.974:0.020 1.026:0.073
0.506 1.023:0.080 0.954-0.029 1.07%0.113
0.545 0.984:0.069 0.9830.020 1.006-0.087
0.584 1.016:0.103 0.9810.030 1.036:0.133
0.623 0.951+0.085 0.987%0.020 0.9640.103
0.662 0.86%0.151 1.027%0.031 0.846:0.169
0.701 1.076:0.100 0.982-0.021 1.096:0.121
0.740 1.0530.162 1.01%0.032 1.036:0.186
0.779 0.805:0.160 1.0350.022 0.7780.169
0.857 0.814-0.236 1.0830.023 0.751*0.230

aData below 15° excluded.
bUsing data from the 8-GeV spectrometer only.

Table Il shows the values of Gg /Gd|poIEr Fig. 4. The totaly? is 18.2 for 25 degrees of freedafuh.o.f).
G,/ #pGaipoe: andupGe /G from the reanalys|s of the If the data belowQ?=1.5 GeV are excludedy?=10.3 for
expenments that had adequatecoverage Higher order 9 d.o.f.(33% CL. So, while thepublishedextractions of the
terms in the radiative corrections have been applied to thos®rm factors from the different experiments have large scat-
experiments which did not include these terms, as discussdér and yield somewhat inconsistent results, it is in large part
in Sec. Il A. a result of the treatment of normalization factors in these

The form factors from the single-experiment extractionsextractions. The raw cross sections do not show this incon-
are given in Table Il, and the form factor ratios are plotted insistency, and the true single-experiment extractions are con-
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FIG. 5. Ratio of electric to magnetic form factor from the new

FIG. 4. (Color onling Ratio of electric to magnetic form factor global fit (solid line), the Bosted fif15] (dashed ling and the fit to
as extracted by the Rosenbluth technique, including only datasetfe polarization datédotted line [8].

where both forward and backward angle data were taken in the

same apparatudable I)). The solid linesshaded regionsndicate  (ainties are larger than for a global analysis. However, this
the average (& range for the measurements in each bin. The yoiaqet should be free from the additional systematics related
dashed lines indicate form factor scaling and the fit to the polarlza;[0 the cross-experiment normalization. The extracted form
EZZ:?:;E;; daii. tz:e d‘;?;ssoeirr:tssdata ha@? iints, which have factor ratio is slightly below scaling, in good agreement with

P ' the previous global analysis and in significant disagreement

sistent, and agree well with the global Rosenbluth analysiswith the JLab polarization transfer results. In the next stage,

Table 11l shows they? value for each of these datasets com-"€ perform a global analysis of all _Of the cross section mea-
pared to the new global fit to the cross section d&ig. 5), s_urements to (_)btam the mo_st precise result, and to test pos-
and the polarization transfer parametrization of R&f, i.e., sible explanatu_)ns_of the discrepancy between the Rosen-
Eq. (4). Every dataset except Janssen’s, which is limited tcpIUth and polarization measurements.
Q%<1 GeV?, is in significantly better agreement with the
global Rosenbluth analysis.
We could include more datasets if we also used experi- For the global fits to the cross section data, the form fac-
ments where the forward and backward angle data are takabrs are parametrized using the same form as R&&9):
with different detectors, but where the normalization uncer-
tainty is taken into account. If the Bartel and full Andivahis
datasets are included, the results are still consistgit (
=17.4 for 15 dof forQ?>1.5 Ge\#), and the average form
factor ratio is again slightly below unity for the intermediate whereq=/Q?, andN varies between 4 and 8|=5 is ad-
Q? values. However, because the uncertainty related to thequate for a good fit. Because we wish to focus on the dis-
normalization is common to a? values, the Bartel data do crepancy at intermediat®? values, we exclude data below
not strongly favor either scaling or the polarization transferQ?=0.6 Ge\?, where the two techniques are in good agree-
result, and the reduction in the error for Andivahis when bothment, and abov€?=8 Ge\?, where the data do not allow
spectrometers are combined is largely offset by the introducfor a Rosenbluth separation. Several parametrizations were
tion of the correlated error. tried, and this form was chosen because it provides enough
Because of the reduced dataset and lim#ednge caused flexibility to fit the Q? dependence of the form factors. This
by examining only single-experiment extractions, the uncerparametrization has odd powers @fand so will not have

C. Fitting procedure and results

Ge(0),Gm(a)/ pwp=111+p1g+pg°+ ... +png], ©

TABLE IlIl. 2 of single-experiment extractions compareoGt@p/GMp from global Rosenbluth analysis
and polarization transfer (0s6Q%<6.0). Bartel is not included in the sum, as it is not taken from a single

dataset.
Dataset Data x2 (CL) vs X2 (CL) vs
points global Rosenbluth polarization

Litt [25] 4 5.39(24.9% 15.2(0.43%
Walker 2] 4 5.56(23.4% 20.7(0.04%
Andivahis[20] 5 1.44(92%) 13.5(1.9%
Berger[27] 6 2.91(82%) 8.55(20%)
Jansseng21] 6 3.74(71%) 4.00(68%)
Sum 25 19.1(79%) 62.0(0.006%
Bartel [29] 8 6.35(61%) 10.6 (23%)
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the correctQ?—0 behavior, but this is not relevant for this 14 17—

analysis, as we are focusing on the intermed@ferange. - ]
In addition to the N parameters for the form factors, we 12 ' B

also fit a normalization factor for each of the datasets. After =10 ‘%‘@} S I
partitioning the datasets for experiments that make multiple g : \’J§\'T T§ { ______ % _________ T """"" ]
independent measurements, there are 20 normalization con- .~ 0.8 ¢ T~ E
stants for the 16 experiments, as described in Sec. lll A. The o6 b -~ - ]
fit parameters are allowed to vary, in order to minimize the T ~ ]
X%,, the totaly? for the fit to the cross section data: 04 [ T~ - .
U SRS EA SRS SR | M T

2:N2” (gi—op)? +Nex"‘ (9;—1)? @ 02, 1 2 3 4 5

YTE T de? S (dgp? Q* [GeV7]

] FIG. 6. (Color onling Ratio of electric to magnetic form factor
whereo; anddo; are the cross section and error for each ofag determined from direct LT separations, using the normalizations

the N,, data points,; is the fitted normalization factor for getermined from the global fit. The dotted line is the ratio from the
the jth data set, and 7 is the normalization uncertainty for giobal fit to Gz and Gy, , while the dashed line is the fit to the
that data set. From the fit, we obtain the values of the fityolarization measurements. Note that the direct LT separations use
parametersp; [Eq. (6)], for both the electric and magnetic the same cross section data as the global fit, and so the points give
form factors, as well as the normalization factors for each o&n indication of the experimental uncertainties, rather than an inde-
the 20 datasets. Figure 5 shows the result of our global fipendent extraction of,Gg /Gy .

along with the fit of Bostel15] to the previous global analy- PP
sis and the fit to the polarization transfer data. While

the modlflcatlons2 described in Sec_. II_I A_ do decreasevauues ofe, e.g., if the error only occurred at very small
mpGe, /G for Q=2 GeV, the new fit still gives a result angles or very low energies. In addition, a repeat of the
that is well above the polarization transfer result at thesebove fit, excluding data at highe>0.8) or low (e<0.3)
momentum transfers. The’ value for this fit, obtained from  values ofe did not have significant impact on the overall fit,
Eq. (7), is 162.0 for 198 d.o.f(i.e., x5=0.818). Of the 20  changing the extracted values®f by <5% for Q? values
datasets, only four of them have anormgllzatlon factor that i$o 10w 4 Ge\?. At higher Q2 values, the cuts or led to
more than b from unity, and none deviate by more than |5r5er changes iGg , but the reduction in the range did
20. The normalization factors from the fits are listed in P .
Table 1. not allow for a precise extraction cﬁEp, and the changes
In order to estimate the uncertainty of the fit as a functionwere small compared to the final uncertainty.
of Q?, we perform direct LT separations wherever there are
enough data points in a small range®f. The normaliza-
tion factors from the global fit are used to scale each data set, _ )
and theQ? dependence of the fit is used to scale each point As a first check of the consistency of the datasets, we
to the centralQ? value. Figure 6 shows the extracted ratios€xamine the contribution to the totgf coming from each
and uncertainties from these direct LT separations a@26 data set. No dataset had an excessively lafgealue, only
points up to 6 Ge‘%’ (15 aboveQ2: 0.6 Ge\;) TheseQz five of the datasets haVEIZ/>1, and all five of these have
values are selected by requiring that five or mekalues are  reasonable confidence levétone below 10% In addition,
in eachQ? bin, that thee range of the data is at least 0.6, and N0 individual cross section value had excessively large
that the correction required to scale the data points to th€>30) deviations from the fit. However, the fact that the fit
centralQ? value never exceeds 2%. Due to this constraint orgives such a lowy’ value, combined with the fact that most
the correction, the resulting form factor ratio is independenof the individual datasets hawg<1, indicates that several
of the model used to scale the cross sections for any reasodatasets may have overly conservative estimates for the un-
able model of the form factors. Note that the direct LT sepacertainties. Therefore, the totaf value of the global fits
rations use the same cross section data that go into the globzdnnot be viewed as an absolute measure of goodness of fit,
fit (dotted ling, along with the normalization factors deter- and we will focus on thehangein x? between different fits
mined from the global fit. So the data points are not indepenwhen using the same datasets as a measure akthtve
dent of the fit, but are shown to provide an estimate of thegoodness of fit.
experimental uncertainties in the extraction. While these statistical measures help us locate individual
To bring the data into agreement with the polarizationdatasets that are inconsistent with the bulk of the data, they
transfer measurements, there would have to be a significaate not always enough to detect systematic errors in the data,
e-dependent error in the cross sections. Assuming that all aéspecially when the error estimates are somewhat conserva-
the datasets have such an error, and that it is linea:; it tive. It is quite possible that these statistical measures will
would have to introduce aa dependence ab—6%, nearly  overlook systematic errors which are small compared to the
independent ofQ?, for Q?=1.0 Ge\?. This error would individual uncertainties, but still large enough to modify the
have to be even larger if it affected only some of the datasetsmall e dependence extracted. Thus, we would also like to

or if all of the uncertainty came at very large or very small

D. Consistency checks
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FIG. 7. (Color onling Ratio of cross section to global fit for FIG. 8. Ratio of electric to magnetic form factor from the global
Walker data[2], showing a systematic deviation at low scattering fit of all of the datasetésolid curve, and the lowest ratio found by
angles. excluding up to three of the datasétiashed curve Also shown is

. . . . the fit to the polarization daté@otted line.
look for any systematic trends in the datasets which mlghE e fit to the polarization datetotted ling

modify the result.

For each dataset we compare the measured cross sectidfgnds to these deviations, and because there was no indica-
to the fit and look for systematic deviations from the globaltion of problems in the original publication, we do not ex-
fit as a function ofQ?, 6, E., or . A systematice depen-  clude this dataset from the analysis. The effects of excluding
dence of just1-2% may not show up in the tota/? of the ~ specific datasets were tested separately, and the results are
datasefespecially if the errors are overly conservative or arepresented in the following section.
noticeably larger tharil—2%], but could lead to a notice-
able change in the electric form factor at higii-values. In E. Bad datasets?
the preliminary version of the global fit, it was observed that .
the 3ata of W;Ikeet al.[2] sho%v a clear deviation from the  B€cause most of the hig@? Rosenbluth data come from
global fit at small anglegFig. 7), even though tha? value a limited set of experiments, it is possible that a single

for this dataset was quite reasonable. The data below 2¢fataset may have an error that strongly biases the global
were then removed from later fits. analysis. The global fit described in Sec. Il C was repeated

Similarly, the Goitein dat426] showed a systematic de- 20 times, with a different dataset excluded each time. The
viation from the initial global fit. The ratio of cross section €xclusion of a single dataset generally had little effect on the
from this dataset to that obtained from the global fit wasglobal fit, although there were a few datasets whose exclu-
systematically higher bsz5% for the higheiQ? values. The ~ sion leads to a noticeable increa@ep to ~10% for Q2
original publication listed several differences in the lar@ér  >2 Ge\?) or a noticeable decrease B,Ge /Gy (from
data: different collimation, additional cuts, and several cor59, to 15% for 3<Q?<5 Ge\?). Even excluding two or
rections which were negligible for the lo®* data were three datasets together generally had little effect on the re-
quite large for these points. Because of the difference in rungyit. The three datasets whose exclusion leads to the greatest
hing conditions between low and higd?, it was decided to  gecrease in the ratio were identified, and the fit was repeated
break up this dataset into two subsets, each with its oWt gl three excluded. Figure 8 shows the result of the full
normalization factor, and to increase the normalization Ungiobal fit, and the global fit with all three of these datasets

certainty from 2.8% to 3.8% for the larg@? data due to the removed. There is little change f@?<3 Ge\?, where both
larger and less well understood corrections for this datase{eChniques have high precision, while theré is a significant

H 2
The highQ“ data could also have been excluded altogetherdecrease foD2>3 Ge\?, where the ratio is constrained by

e e s S s o oS oy, e e st of experments and i vry pory con
lem ! y sp PrOPgirained when the three datasets are removed. As this is a

highly biased selection of data, this fit can be considered as a

exﬁéir?er]?azeglifggcﬁfzre sgfgﬁ(r)nnastlc etrrg)r:?nseélnaih;s::gll \\/’;Eonservative lower limit. While the ratio at larg@? is sig-
P P ificantly decreased, it is still well above the polarization

ues ofQ?. _For the separations shown |n_F|g. 6 we plot thetransfer result.
cross sections verseso look for systematic deviations from
the expected linearity and to look for datasets which have
systematic differences in the& dependence. After separat-
ing the Goitein data into two subsets the only dataset which The new global fit is clearly in disagreement with the
stands out is the data from Janssensl. [21], which has polarization transfer results, and shows no indications of in-
some deviations from a lineardependence. Sometimes the consistency between the datasets or bias due to inclusion of
higher € points are above the extractélinean e depen- erroneous results. One remaining possibility is that it is the
dence, sometimes they are below, and sometimes they jufiting procedure itself, rather than the data, that leads to this
show nonstatistical scatter. Because there are no systematliscrepancy. While we include the relative normalization fac-

F. Consistency of global fit and polarization transfer results
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4 e T T uncertainties by a factor of 0.905, leading =1 for the
12 b ; unconstrained fit to the cross section dag=1.22 (1.9%
1 CL) for the fit constrained to Eq4), and y2=1.19 (3.5%
R 10 :—?@kl : ] CL) for the fit constrained to Eq(5). Assuming that the
w08 F ﬁ\%i{ ] unconstrained fit should yielg?=1 is arbitrary, but it is a
O, | S2 l ] reasonable starting point since we expgft=1 if the esti-
306} ~ E mated uncertainties are correct and if our fitting function can
04 b T~ ] accurately reproduce the data. One would expgcto be
. T~ ] even higher, and the confidence levels for the constrained fits
O T T T T T e to be even lower, if the fitting function does not adequately
Q* [GeV?] reproduce the data or if there are any inconsistencies in the

_ _ _ _ cross sections. So it is likely that these confidence levels are
FIG. 9. (Color onling Ratio of electric to magnetic form factor ypper limits of the consistency between the cross section

as determined from direct LT separations, using the normalizatiogjata and the parametrizations of the polarization transfer
factors determined by forcing the ratio to reproduce the polarizationyatg.

transfer fit(dashe(_j ling Although the direct _LT separations use the_ Forcing the fit to match the parametrization of the polar-
same Cross s_ectlon data as the global_flt,_and the normal'zat'oﬂation transfer data gives too much weight to polarization
fa}ctors were fltteq tol reproduce 'the polgrlzatlon transfgr results, thaata, as it neglects the uncertainties in the polarization mea-
direct LT separation is systematically higher than the fit at 18de surements. To avoid this, we also performed a combined fit,
values. treating the cross section and polarization transfer measure-

tors for the experiments in the analysis and obtain best-filnénts on an equal footing. We repeated the procedure de-
values for the normalizations, it is possible that a smaliScribed in Sec. Il C, but with the inclusion of the polariza-
change in the normalization factors for some or all of thefion transfer ratios as additional data points, and with a
experiments would significantly improve the agreement withSyStematic offset included for each data [£t8], as in the

the polarization transfer data without dramatically increasingit from Sec. Il B[Eq. (5)]. The x? for this combined fit is the
the overally? of the fit. contribution from the cross section measurem¢gis. (7)]

To test this possibility, we performed a constrained fit,Plus the additional contribution from the polarization transfer
using the same data as in the previous fit, but fitting only@li0 measurements:

GMp and the normglization facto-rs, .While fixing the ratio Nk (Re—Ry)? Nexpt (A2
,quEp/GMp to the fit of the polarization transfer daftiq. X2:X§+ 2 —'2 —, (8)
(4)]. The extracted magnetic form factor is roughly 2% =1 (dRga)” =1 (dRyy

higher over the entir®? range Q?=1 Ge\?), due to the
reduction in strength from the electric contribution. The con-
strained fit has five more degrees of freed@he parameters
that were used to fiGEp) while the total y? for the fit

increases by 40.2from x?=162.0 for 198 d.o.f. toy?
=202.2 for 203 d.o.j.
Even though the normalization factors are adjusted in or

where R= u,G Ep/GMp, dRsc and dRgys are the statistical

and systematic uncertainties ) Ny is the total number of
polarization transfer measurementsRyfA, is the offset for
each data set, arid,, is the number of polarization transfer
datasets. Because the polarization transfer data are included
in the fit, the normalization factors for the cross section mea-

Lo surements are adjusted to give consistency between different
der to best reproduce the polarization transfer results, th ) 9 y

. ) : o ) ross section datasets, as well as consistency with the polar-
dlrect_LT sep_aratlon usw;g these normallza_tlon_factors IS SYS5 Ation measurements 9f,Gg /Gy, much as they are in
tematically high for allQ“ values, as seen in Fig. 9. So not h i f_ P P
only is this fit significantly worse, the normalization factors the constrained fit. _ _ . _
derived from constraining th@Ep/GMp ratio to match po- The.ratlo ofGEp/GMp fOI‘-thIS. combined fit is systemau-
larization transfer data still do not fully explain the magni- @l higher than the polarization transfer resufisg. 10.
tude of the falloff ofGg /G,, . The effect is only slightly As with the constrained fit, the direct LT separations using

P P

| ina th bined fit to all f I volarizati the normalization factors from this global fit are systemati-
€ss using the combined Tt 1o afl Tour recoll polarization cally higher than the actual ratio obtained in the fit, and the
datasets. With the ratio forced toMpGEp/ GMpz 1

quality of fit is significantly reduced when the polarization
—0.135Q%~0.24) [Eq. (5)], the total x* is 197.3, an in-  transfer data are includeg??=215.8 for 218 d.o.f., an in-
crease of 35.3 in the totgt®, with five extra degrees of crease iny? of 53.8 for the additional 20 data points.
freedom. While the combined fit to cross section and polarization
Because of the conservative error estimates on some @fansfer data yields a ratio that is close to the polarization
the datasets, the reducga is still less than 1, even after this measurements, this does not |mp|y that the datasets are y|e|d-
noticeable increase. Therefore, the absolute valugafan-  ing consistent results, just that the polarization transfer re-
not be directly used to measure the goodness of fit. To get agults dominate the fit. The goodness of fit is significantly
idea of the relative goodness of fit, one can scale the overallorse when the polarization transfer data are added to the
uncertainties on the cross sections such gfafor the un-  cross section measurements. Because of the conservative er-
constrained fit isc 1. This means reducing the cross sectionrors, it is difficult to estimate the relative goodness of fit for
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14 T - - T T over the confidence levels calculated based on the direct
Y ] comparison of the single-experiment extractions to the polar-
I ization transfer fits. It includes the entire cross section
L0 _1_§jj I dataset, rather than just the five single-experiment extrac-
“n08 [ B 'é---@ ] tions in Table Ill, and it accounts for the uncertainties of the
‘imoﬁ 3 \\;‘% i } ] both the cross section and polarization transfer measure-
' N ments.
0.4 RSN In the end, both approaches yield a confidence level of
0.2 s . . . L <1%, showing that the datasets are clearly inconsistent, and

6 that such a combined fit will not yield a consistent extraction
of the form factors. Including the polarization transfer data

FIG. 10. (Color onling Ratio of electric to magnetic form factor severely_ constrains the elegtrlc form factor, yielding a much
as determined from combined fit of cross section and polarizatioﬁ?oc’,rer fit to the cross section data, even Whep the niormal-
transfer data. The dotted line is the result of the fit, and the circleéZatlon faptors are allowed to vary. Thus, the fits in Figs. 9

are the results from the direct LT separations using the normalize@"d 10 willnotreproduce the measureddependence of the
tion factors determined from the global fit. As in Fig. 9, the direct €lastic cross section. If the discrepancy is due to an error in

LT separations from the cross section data are systematically highéhe Cross section data, it would take eslependent correc-
than the combined fit to polarization and cross section data. tion of (5-6)% to make the results from the two techniques

consistent. Until the source of the inconsistency between the

the combined fit. We can scale the uncertainties by a factotrw0 datasets is determined, we do not know how to combine

. . s the m rements in order t tain a meaningful extraction
of 0.905 to force)(le for the fit to cross sections, yielding e measurements in order to obtain a meaningful extractio

Xi=1.21 (1.9% CL for the combined fit to the cross sec- of the form factors.

tions and polarization transfer. However, as discussed for the

constrained fit, this is likely to be an upper limit on the IV. DISCUSSION

consistency of the two fits. The comparison of single-

experiment LT separations to the polarization transfer fit, We have presented a new extraction of the proton electro-
MpGEp/GMp:1_0-13(Q2_0-04)1 yields a confidence level magnetic form factors based on a global analysis of elastic

of 0.006%(Table 1Il). To take into account the uncertainties Cr0SS Section data at moderate to high. The extracted

of the polarization transfer measurements, we compare th&ue forGe /Gy is slightly lower than that in the previous

single-experiment LT separations to the fit with the slopeglobal analysig§2,15], but is still well above the values de-

parameter decreased by ol i.e., u,Gg /Gy =1 termined by poIarizatio_n transfer measurements. We have

—0.125Q>?—0.04) [9]. This givesy?=57.8 for "25 depgrees demonstrated that the discrepancy between the global Rosen-

of freedom, or a 0.02% confidence level. bluth analysis and the polarization transfer results is not
Haerely the result of the inclusion of one or two bad datasets.

We can also use a recently proposed test to determine t i difvi h lization f f the diff
consistency of the data from the two techniques, following'/Nileé modifying the normalization factors of the different
experiments can lead to a significant reduction in the ex-

the prescription of Ref$33,34]. They define a test called the ; o9 o
“parameter goodness-of-fit(PG) measure, which is de- tractedGEp/GMp, they yield significantly lower quality fits,

signed to test the consistency of independent datasets sharifgd still do not fully resolve the discrepancy between the two
a common set of parameters. This approach is significantl{echniques. Finally, we have demonstrated that the apparent
less sensitive to overestimates or underestimates of the uficonsistency between single-experiment extractions is not
certainties of the individual datasets. The correspongifhg due to any inconsistency in the data themselves, but due to
for this test,x2,., is the increase in 2 for a combined fir, MProper treatment of normalization uncertainties when
relative to fits of the individual datasets. The effective num-COMPIning data from multiple measurements. The values of

ber of degrees of freedom is the number of parameters ifPE,/ Cwm, from single experiment extractions, which avoid
common between the two datasets, which in this case are tfiéeé normalization uncertainties involved in a combined
parameters that go into the ratio. So, for comparison of thé@nalysis, are self-consistent and in good agreement with the

cross section and polarization transfer resuig,, is the ~ 'esult of the global analysis.
difference between2. for the combined fit and the values This indicates that there is a more fundamental reason for
min

. . . he discrepancy, such as an intrinsic problem with either the
of szﬂi” for the independent fits of the cross section data an osenblutrr: or golarization transfer teghniques, or an error in
of the polarization transfer data, i.6xm=215.8-162.0 the cross section or polarization transfer measurements. If
—26.5=27.3. Note that they” for the fit to polarization the error is in the cross section measurements, it must be a
transfer data alone is not the result presented in Sec. Il Bsystematic problem that yields a similardependence in a
because the combined fit includes only the polarization trangarge set of these measurementg5a6)% linear e depen-
fer data from JLalﬁG—S] The two types of data constrain the dence in all cross section measurements ab@é
ratio, effectively five parameters, and so the PG goodnesss1 Ge\2, larger if only some of the data are affected, or if
of-fit measure corresponds ﬁ“n:Z?.B for 5 degrees of the error has significant deviations from a lineadepen-
freedom, or a 0.005% CL. This measure has two advantagetence. Since the cross sections are necessary to extract the

2 3 4
Q* [GeV?]
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absolute value oGEp and GMp even with very precise po- While the cross sections extracted using the new polariza-
larization transfer measurements ®f /Gy, , an unknown tion transfer ratio measurements are typically within a few
P P ercent of previous parametrizations, the large change in the
3tio of the form factors means that the changes in extracted
oo . o tross sections are strongédydependent. Thus, it will have a
_Until this discrepancy is understood, it is premature togqnificant impact on experiments that try to examine a small
Q|sm|§s t'h.e Rosgnbluth ex'tract|ons of the form factors. Ther%-dependence. For example, there will be a large effect on
is a significant difference in the values Gpr extracted by  Rosenbluth separation measurementsii®,e’) (e.g., Cou-
these two techniques, and smaller3%) differences in the lomb sum rule measurements at lageor A(e,e’p) (e.g.,
extracted values oGMp. In addition to the impact this un- >50% difference for recent results for separated structure

certainty has on the state of our knowledge of the protorfunctions in nucle{35,36). .

structure, it also affects other measurements which rely on Experiments which need only thenseparatedelastic

the proton electromagnetic form factors as input, or measure2r0Ss sections are less sensitive to these uncertainties. Two

ments where there are significant corrections due to the ra2Uch examples are the extraction of the axial form factors

diative tail of the elastic peak. from neutrino scattering measurements, and extractions of
Of equal importance is the fact that this discrepancy imnucleon spectral functions in nuclei, which use the proton

plies that a combined analysis of cross section and polarizg!€ctromagnetic form factorgor elastic cross sectionsms

tion transfer data, as performed in Sec. Ill F or &R, is  NPUt. An analysis of the neutrino measuremd3{# shows

not a consistent extraction of the form factors. It does nothat the extracted axial form factor is essentially identical
yield a best fit to the cross section data, becauseethe- using the Rosenbluth or polarization transfer parametriza-
pendence is forced to reproduce the polarization transfer rdlons of the form factors. The difference also has relatively
tios, rather than the observeddependence of the cross sec- little effect on the extraction of the spectral function in un-
tion. In addition, it is not a consistent extraction of the SeParatedi(e,e’p) measurements. This is not surprising, as
underlying form factors, which relate to the charge and maglhe polanzatlon measurements only determme.the relative
netization distributions, because the discrepancy implies th&ontributions fromGe andGy , and the overall size of the
at least one of the datasets must have an error or is nd@rm factors is still determined by fitting the cross section
connected to the underlying form factors. It is important tomeasurements. With the constraint from the polarization
remember that the form factors extracted from such a commeasurements included, the combined fit can reproduce the
bined analysis will not yield the best parametrization of themeasured cross sections at the few percent level. However,
measured cross sections, and that we do not know how tehile fits with and without polarization transfer data can
make a consistent extraction of the form factors until wereproduce the measured cross sections at the few percent
understand the source of the discrepancy. level, the discrepancy in the ratio of form factors implies that
It is also important to note that while(@—6% e depen- ~ some large set of these cross sections may be wrong by 5%
dence in the cross sections can resolve the discrepancy, the more. Until the source of the discrepancy is identified,
error one makes in ainconsistentextraction of the form there is no way to be sure which of these cross sections are
factors can be even larger. Using the polarization transfeincorrect, or how well these cross sections are measured.
data to constraig /Gy, and cross section measurements There have been two more recent LT separations from
to determine the size @B, andG,, , as presented here or Hall C at JLab, which were not included in this analysis. One
. p= . took points atQ?=0.64 and 1.81 Ge¥/[36], both of which
in another recent analysj9], yields cross sections that are

o X . ere in agreement with the new global Rosenbluth analysis
similar to those from the cross section analysis only, excep

for a chan £506 in theire dependence. However. usin resented heré-ig. 5. A more extensive set of Rosenbluth
orachange o 0 €Ire dependence. HOWEVEr, USING 055 rements was taken as part of JLab experiment E94-110
G,\,Ip as extracted from Rosenbluth extractions, combine

38]. The experiment measurdt= o /o in the resonance
with Gg /Gy, from polarization transfer measurements, canregion, but also took elastic data. This allowed them to per-
yield cross sections which are significantly further from theform several Rosenbluth separations for 0@’
measured cross sections. If one takes the magnetic form faez5.5 Ge\? [39]. These results are also in excellent agree-
tor parameterization from Bosted5], but calculates the ment with the new global fit presented here. While these
electric form factor using the polarization transfer ratios, thenewer JLab measurements have not been included in the new
resulting cross sections at largare lower by(4—10% over fit, the fact that the single-experiment extractions from these
a very largeQ? range (0.1-15 GedJ, compared to using measurements are in good agreement with the global fit in-
both form factors from the Bosted parametrization. The errodicates that they would not significantly change the final fit,
induced by using an inconsistent set of form factors is in thisalthough their inclusion would decrease the uncertainties in
case noticeably larger than t@—6)% errors that would be the global analysis, and thus increase the significance of the
necessary to make the two techniques consistent. Thus, it @iscrepancy with the polarization transfer results.

extremely important to use a consistently determined set of

form factors when exam.ining the difference between the V. SUMMARY AND FUTURE OUTLOOK

Rosenbluth and polarization transfer data, or when param-

etrizing the elastic cross section for comparison to other data A careful analysis of Rosenbluth extractions has been per-
or calculations. formed to test the consistency of the world’s body of elastic

systematic error in the cross section measurements impli
unknown systematic errors in the values of the form factors
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cross section measurements, and to test explanations for tf@med a high precision Rosenbluth separation using a modi-
discrepancy between polarization transfer and Rosenblutfied experimental technigy&0,41]. This experiment should
extractions of the proton form factors. We find no inconsis-be able to clearly differentiate between the raticﬁ@fp/G,\,,p

tency in the cross section datasets, and cannot remove thg seen in previous Rosenbluth measurements and in the po-
discrepancy via modifications of the relative normalization|arization transfer results, while being significantly less sen-
of different datasets or the exclusion of individual measuresijtive to the types of systematics that are the dominant
ments. o _ sources of uncertainties in previous results. In addition, there
This discrepancy indicates a fundamental problem in ongs an approved experiment to extend the polarization transfer
of the two techniques, or a significant error in either themeasurements to high&? [42] in Hall C at Jefferson Lab,
polarization transfer or cross section measurements. An erQsing a different spectrometer from the previous measure-
in the polarization data would imply a large error in the pents Q?>1 GeV?), which all used the high resolution
electric form factor extracted from a combined analysis, andpectrometer in Hall A. This will provide the first indepen-
may have consequences for other recoil polarization meajent check of the larg®? polarization transfer experiments,
_surements. An error in the cross section data would_ have tQnose systematics are dominated by the spin precession in
introduce ane dependence of-5% for Q*>1 GeV?, im-  the spectrometer. These tests will provide crucial information
plying an error in both the electric and magnetic form fac-to help explain the discrepancy in the measurements of the
tors. However, while the uncertainty in the form factors iSproton form factors. The resolution of the discrepancy will
smaller in this case, the error in the cross section measurgignificantly improve the state of knowledge of the proton
ments will also lead to uncertainties in other measurementg, factors, as well as determining if other measurements

which require the elastic cross section as input. Thus, even {itjlizing the Rosenbluth or polarization transfer techniques
it is demonstrated that the polarization transfer measureyre affected.

ments are correct, it is necessary to determine the source of
the discrepancy in order to have confidence in our knowl-
edge of the elastic cross sections, and any other measurement
which relies on this knowledge. This work was supported by the U.S. Department of En-

Future results from JLab should significantly improve theergy, Nuclear Physics Division, under Contract No. W-31-
situation. JLab experiment E01-001 ran in 2002, and peri09-ENG-38.
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