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95Mo„n,a… cross section from 1 eV to 500 keV: A test of thea¿nucleus optical potential used
in calculating reaction rates for explosive nucleosynthesis
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~Received 31 January 2003; published 29 July 2003!

We have measured the95Mo(n,a) cross section in the energy range from 1 eV to 500 keV at the Oak Ridge
Electron Linear Accelerator~ORELA!. This work is part of a series of (n,a) measurements for deriving a
reliable globala1nucleus potential, which is an essential ingredient in nuclear statistical model calculations of
the reaction rates for unstable nuclei involved in explosivep-process nucleosynthesis. The95Mo(n,a) rate
shows a strong sensitivity to thea1nucleus potential used in the calculations, and therefore these new data
should be very useful in obtaining an improved potential. For example, although there is a factor of 5 variation
in the rate calculated using different potentials, an older model and a newer one using one of three recently
proposed potentials are in good agreement with our new data.

DOI: 10.1103/PhysRevC.68.015802 PACS number~s!: 26.30.1k, 27.60.1j
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I. INTRODUCTION

Over the last decade explosive nucleosynthesis has
come a subject of increasingly quantitative analyses. On
the scenarios which has been studied in this context is
so-calledp process, which is the name given to the mec
nism through which the neutron deficient isotopes
intermediate- to heavy-mass elements are formed. In
leading model of thep process, the shock front from type
supernova explosions ignites explosive burning in oxyg
neon layers on a time scale of about 1 s and at temperature
between 2 and 33109 degrees. Under these conditions, thep
nuclides are synthesized by photodisintegration reaction
s- andr-process seed nuclides~for more details see Ref.@1#!.
The seed nuclides are shifted by (g,n) reactions to the poin
where (g,n) and (n,g) reactions are in equilibrium. The
the reaction flow can proceed further only by~g,a! and
(g,p) reactions. Hence~g,a! reaction rates across a broa
mass range play an important role in the extended netw
calculations that are required to describe the finalp-process
abundances@2,3#.

Determination of~g,a! rates at astrophysically relevan
temperatures via direct measurements@or via inverse~a,g!
measurements# is exceedingly difficult because the corr
sponding energies are well below the Coulomb barrier
that the cross sections are extremely small. Therefore,
few measurements have been reported so far. On the o
hand, these rates should be calculable to sufficient accu
using the nuclear statistical model. However, statisti
model calculations are hampered by the uncertaina
1nucleus optical potential in the astrophysically relevant
ergy range. Thea1nucleus optical potential is needed
calculate the transmission probability of thea particle
through the Coulomb barrier of the nucleus and, therefo
has a large impact on the calculated rates. The potentials
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thought to depend on several parameters related to the p
erties of the target nuclides, so it is important to have d
across as wide a range of the parameter space as possib
recently has been shown@4# that a series of (n,a) measure-
ments may offer the best opportunity for enabling the nee
global improvements in thea1nucleus potential for astro
physics applications.

Principally, (n,a) cross section measurements provide
twofold advantage over other techniques:~i! Q values for
(n,a) reactions correspond well with the astrophysically r
evant range of thep process, so that extrapolations inhere
in other approaches@5# are not necessary. The very few~a,g!
data that exist demonstrate the large uncertainties assoc
with such extrapolations.~ii ! Through scaling from previous
measurements using predicted cross sections, (n,a) mea-
surements for about 30 intermediate- to heavy-mass nucl
should be possible. Therefore, this set of measurem
should lead to the needed global improvement in the ca
lations. In addition, it has been shown that (n,a) cross-
section measurements can be very useful in constraining
a potential used in the statistical model. For example, in R
@6# it was shown that calculated (a,n) rates, via the
a-transmission coefficients, are sensitive to thea potential
used in the statistical model. Detailed balance arguments
quire that (n,a) rates show a similar sensitivity, and this wa
recently demonstrated@4# for the case of147Sm(n,a) in
which different publisheda potentials resulted in a factor o
30 variation in the calculated reaction rates. Furthermo
recenta-induced cross section measurements for96,98Ru @7#
as well as (n,a) measurements for143Nd @8# and 147Sm @4#
have shown that the commonly used statistical model c
NON-SMOKER @9# systematically overestimates the reacti
rates by factors of 2–3 and the similar codeMOST @11# un-
derestimates the (n,a) rates by approximately the same fa
tors, but the older calculations of Holmeset al. @10# agree
with the data to better than 30%. The present work exte
the experimental data to the important region near thep nu-
clide 92Mo that consistently has been underproduced in
most allp-process calculations.
©2003 The American Physical Society02-1
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II. EXPERIMENTAL SETUP

The 95Mo(n,a) cross section was measured at t
ORELA white neutron source. The ORELA linear accele
tor was used to generate a pulsed beam of 150 MeV e
trons at a repetition rate of 525 Hz and a pulse width of 8
Neutrons were produced via (g,n) reactions from the intens
bremsstrahlung photon flux generated as electrons slo
down in a Ta target. The neutron energy was determined
the time of flight~TOF! method. The shortest possible flig
path was used to obtain the maximum flux because the
vestigated cross section is very small.

The samples consisted of two metallic95Mo ~96.8%-
enriched! foils that were 5 mg/cm2 thick by 11 cm in diam-
eter each. The samples were placed back to back on e
side of a thin Al foil and were oriented perpendicular to t
well-collimated~10-cm-diameter! neutron beam in the cente
of a compensated ionization chamber~CIC! at a distance of
8.840 m from the neutron source. This geometry enab
measurement of the95Mo(n,a) cross section independent o
the angular distribution of the emitteda particles. A second
small CIC containing a thin6LiF sample was installed 1.2 m
downstream of the95Mo sample and served as a flux mon
tor.

The intenseg flash at the start of each neutron pulse w
reduced by a 5-mm-thick Pb filter placed in the beam line
a distance of 5 m from the neutron source. In addition,
0.3-mm-thick Cd filter was used at this position to elimina
the overlap of slow neutrons from previous pulses. Effe
due to theg flash have limited previous (n,a) cross-section
measurements made with ordinary ion chambers to ener
below a few keV@12#. However, in the present experime
the range could be extended to 500 keV by using a CIC
the detector.

The principle of such a detector is described in Ref.@13#
and is illustrated in Fig. 1. The signal plate is sandwich
between two electrodes having high voltages equal in m
nitude, but opposite in sign. In this way, the ionization effe
due to theg flash is equal in the volumes on both sides of t
central plate, but induces signals of opposite polarity on
plate so that the residual signal due to theg flash is nearly
zero. In contrast, thea particles emitted from the sampl
interact with the counting gas only on one side of the sig
plates, thus producing measurable net signals. The coun
gas consisted of argon with an admixture of 10% CO2 to
enhance the electron drift velocity@14,15#. The high voltage
applied to the sample plate was23000 V. The corresponding

FIG. 1. Schematic sketch of a compensated ionization cham
for (n,a) cross-section measurements.
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positive voltage was adjusted experimentally for optim
suppression of theg flash.

Monte Carlo simulations were performed with theTRIM

code@16# to calculate the path length of thea particles. At a
pressure of 1.2 bar, the 42.4-mm path length of the 6.5-M
a particles was always smaller than the distance from
sample to the signal plate of 45.7 mm. Hence the stopp
point of thea particles is far enough from the signal plates
separate the fast-moving electrons from the ions and to
tain an explicit signal.

III. MEASUREMENT

A first measurement was carried out for determining
neutron flux at the location of the95Mo sample. For this
purpose, the main CIC contained a6LiF sample in the up-
stream position and a95Mo sample in the downstream pos
tion. The run with this configuration lasted for 32 h.

In subsequent runs, the6LiF sample in the main CIC was
replaced by a second95Mo sample. A total of 540 h of beam
time was run in this configuration. The monitor CIC r
mained in a single position during the entire experiment a
was used to normalize the relative flux between these
sets of runs.

IV. DATA ANALYSIS

The TOF ~1 ns/channel resolution! and pulse height of
eacha particle detected in both the main and monitor CI
were recorded in event mode and used to generate
dimensional spectra. For95Mo(n,a)92Zr, a pulse-height
threshold of 2 MeV was used to eliminate low-energy ba
ground signals. The recorded data were evaluated in the
lowing steps.

~i! Counting loss corrections~to account for the 25ms
dead time associated with each event! were calculated using
standard techniques and applied on a channel-by-channe
sis. The average dead time correction was less than 2.5%
was as high as 12% at neutron energies near the peak o
250-keV 6Li resonance during the measurement with t
6LiF sample inside the main CIC.

~ii ! The time-independent background was determined
the low end of the energy range where all neutrons had b
absorbed by the Cd filter and subtracted.

~iii ! The data were corrected using the codeSRIM @16# for
a straggling in the samples and imperfect charge collect
causinga-particle signals to occur below threshold.

Because our samples were relatively thick and beca
the inherent resolution of a CIC is rather poor, we could n
resolve the variousa-particle groups emitted to the groun
and excited states of92Zr. However, because thea particles
are emitted at energies below the Coulomb barrier,
penetrability—and hence the cross section—is a steep fu
tion of the emitteda-particle energy. Therefore, all trans
tions except for those to the ground state (Ea
56.123 MeV) and the first excited state (Ea55.227 MeV)
are strongly suppressed and, according to penetrability
culations that we have made, are expected to account for
than 2% of the cross section. Therefore, only these

er
2-2



th
-

i
t

e
p

,

a
b

wa

be

the

l

d
rove
al-
be-
ted
m-

e
the
g
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groups were taken into consideration when calculating
correction. The simulateda particles were started with uni
formly distributed random positions and emission angles
the sample. Pulse-height spectra were constructed from
calculateda-particle ranges using an approximation@17# for
the pulse heightH,

H512
3

5

R0

d
cos~u! ~1!

whereR0 denotes the range of thea particles,d the 45.7-mm
distance between the plates, andu the angle between th
direction of thea particles and the neutron beam. The sto
ping power in the counting gas was calculated usingSRIM for
a pressure of 1.2 bar as a function of thea-particle energy.
The results were fitted with a second-degree polynomial

R050.885512.9022Ea10.5313Ea
2, ~2!

with thea energyEa in MeV and the rangeR0 in mm. From
these spectra, the correction factor for absorption losses
for effect of the electronic threshold was determined to
Kabs51.2060.02. The corresponding correction for the6LiF
sample used in the first run was negligible because it
only (1.1960.02)31010 atoms/cm2 in thickness.

~iv! The cross section was eventually evaluated via

s52Kabs

nLi

nMo

RLi, M

RMo,M

RMo

RLi
sLi , ~3!

where the factor of 2 accounts for the fact that both thea and
3H particles were detected from each6Li( n,a)3H reaction in
the main CIC during the calibration run. The factorKabs
51.2060.02 corrects for absorption losses as descri
above, andnLi and nMo denote the number of6Li @(1.19
60.02)31026 atom/barn# and 95Mo @(6.13860.025)
01580
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31025 atom/barn# atoms in the samples, respectively.RLi, M
corresponds to the counts from the6Li( n,a)3H reaction in
the monitor CIC during the calibration run andRMo,M to the
counts from this reaction in the same energy range in
monitor CIC during the95Mo measurement.RMo corre-
sponds to the95Mo(n,a) counts per channel during the95Mo
measurement andRLi to the 6Li( n,a)3H counts per channe
in the main CIC during the calibration run. Finally,sLi cor-
responds to the well-known6Li( n,a) cross section@18#.

The data used in theR-matrix analysis were average
over several TOF channels between resonances to imp
the statistical precision. To compare to statistical model c
culations, the data were averaged into 12 energy bins
tween 1 and 500 keV. The respective uncertainties are lis
in Table I. The overall uncertainty was determined by assu
ing that all uncertainties are independent of each other.

V. RESONANCE ANALYSIS

The data were fitted with theR-matrix codeSAMMY @19#
to extract resonance areas anda widths for resonances in th
resolved region below 2.2 keV. Representative plots of
data andR-matrix fits are shown in Fig. 2. The resultin

TABLE I. Experimental uncertainties.

Quantity
Uncertainty

~%!

Mo sample 60.4
6Li sample 62.5

sLi 62.0
RLi, M /RMo,M 60.2

Kabs 62.0
Statistics 6~2.7–16.2!
FIG. 2. 95Mo(n,a) cross-
section data ~points with error
bars! and SAMMY fits ~solid
curves!.
2-3
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TABLE II. 95Mo(n,a) resonance parameters.

En

~eV! Jp
2gJGn

~meV!
Gg

~meV!
Ga

~meV!
gJGaGn /G

~meV!

29.90 21 2.72 160 12.3~12! -
44.69 31 200 ~10! 150 ~10! 0.0349 ~21! 0.0108 ~10!

110.5 12 0.16 ~2! 310 ~80! ,11 ,0.0028
117.8 2(2) 0.15 ~2! 200 ~120! ,7.9 ,0.0030
159.49 31 15 ~1! 166 ~20! ,0.24 ,0.010
218.28 (4)2 1.3 ~1! 160 ,2.4 ,0.0097
245.84 (21) 0.50 ~5! 160 ,3.9 ,0.0061
263.59 (31) 1.4 ~2! 160 ,3.1 ,0.013
330.92 (3)2 3.4 ~5! 160 14.6 ~30! 0.152 ~32!

357.75 31 320 ~60! 145 ~20! 0.382 ~84! 0.146 ~32!

418.2 (21) 1.00 ~14! 160 ,13 ,0.040
468.68 (2)2 11 ~1! 160 18.8 ~17! 0.597 ~55!

554.08 21 110 ~20! 160 5.26 ~41! 0.990 ~78!

595.67 (31) 0.84 ~20! 160 ,16 ,0.041
630.01 (4)2 20 ~3! 160 ,1.6 ,0.092
661.78 31 18.0 ~15! 160 ,1.5 ,0.079
680.19 31 830 ~50! 145 ~15! ,0.19 ,0.094
702.62 (21) 2.9 ~3! 160 14.6 ~99! 0.130 ~88!

708.25 (31) 13.4 ~8! 160 3.4 ~24! 0.132 ~92!

745.46 (3)2 5.5 ~20! 160 ,10 ,0.17
769.83 31 28 ~3! 160 ,1.6 ,0.12
898.27 21 265 ~30! 175 ~20! 18.0 ~10! 4.84 ~24!

932.13 (31) 3.5 ~3! 160 ,16 ,0.18
956.50 (21) 1.5 ~7! 160 ,46 ,0.21
981.23 21 37 ~6! 160 54.5 ~31! 4.92 ~28!

1011.1 (3)2 12.6 ~10! 160 ,3.8 ,0.14
1023.8 31 110 ~20! 160 ,0.60 ,0.13
1035.7 (31) 13.2 ~10! 160 ,4.0 ,0.15
1059.2 (21) 9.2 ~8! 160 ,7.5 ,0.20
1122.5 (31) 4.0 ~6! 160 74~31! 0.91 ~38!

1144.6 21 250 ~50! 160 45.2 ~23! 12.29 ~62!

1170.5 (31) 20.6 ~18! 160 10.3 ~55! 0.60 ~32!

1203.4 31 131 ~9! 160 ,0.80 ,0.19
1296.9 (31) 11 ~1! 160 ,6.7 ,0.22
1340.7 (31) 88 160 3.3~18! 0.63 ~34!

1360.6 (31) 6.0 ~8! 160 ,28 ,0.50
1386.7 (31) 11.6 ~10! 160 11.5 ~76! 0.39 ~26!

1419.3 (31) 620 ~70! 170 ~12! ,0.97 ,0.43
1437.0 (31) 15.6 ~14! 160 ,6.2 ,0.28
1495.5 (51) 360 160 4.77~91! 2.40 ~46!

1570.0 (31) 12 ~1! 160 ,5.0 ,0.18
1576.8 (31) 10.4 ~8! 160 ,3.7 ,0.12
1589.5 (51) 215 160 ,0.85 ,0.33
1677.4 (31) 100 ~25! 160 2.5 ~18! 0.51 ~37!

1704.1 (31) 42.8 ~64! 160 4.0 ~32! 0.44 ~34!

1766.1 (51) 270 160 ,1.4 ,0.62
1788.0 (31) 62 ~10! 160 ,3.0 ,0.42
1841.7 (31) 38.8 ~52! 160 6.2 ~38! 0.62 ~38!

1853.3 (31) 6.4 ~8! 160 13~10! 0.26 ~20!

1925.1 (31) 36.0 ~46! 160 22~13! 2.0 ~12!
015802-4
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TABLE II. ~Continued.!

En

~eV! Jp
2gJGn

~meV!
Gg

~meV!
Ga

~meV!
gJGaGn /G

~meV!

1950.2 (31) 390 ~110! 144 ~20! 14.7 ~35! 6.0 ~14!

1961.3 (31) 27.6 ~28! 160 ,18 ,1.3
2048.1 (31) 245 ~100! 160 7.0 ~26! 2.31 ~84!

2112.2 (31) 60 ~8! 160 14.9 ~64! 2.11 ~91!
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parameters are given in Table II. The firmJp values as well
as those 2gJGn „gJ5(2J11)/@(2I 11)(2i 11)#, whereJ, I,
and i are the spins of the resonance,95Mo, and the neutron
respectively… andGg values having uncertainties in this tab
were taken from Refs.@20#, @21# which are based on th
work of Refs.@22–29#. The neutron width for the first~sub-
threshold! resonance in this table is the reduced width a
eV (2gJGn

0) and the notation 12.3~12! stands for 12.3
61.2, etc.

Orbital angular momenta up to and includingd waves
were included in theR matrix. A radius of 7.0 fm was use
in all channels. The aluminum backing was included in
input files forSAMMY so that corrections could be applied f
attenuation and multiple-scattering effects in the sample
its backing. The resonance energies, spins, parities, and
tron andg widths from the compilation of Ref.@20# were
used as starting values in the analysis. Only a few of
energies had to be adjusted. A radiation width equal to
average for95Mo resonances~160 meV @20,21#! was used
for resonances withoutGg values in Ref.@20#. Also for these
resonances, if no spin assignment was given in Ref.@20#,
then theJ values listed in Table II were chosen so that t
radiation width calculated from the resonance areasAg
5gJGgGn /G and neutron widths given in Ref.@20# would
yield a radiation width as close as possible to 160 meV.
some of the resonances in Ref.@20#, however, theAg and
gJGn values are incompatible (gJGn<Ag) and it was not
possible to use this approach, so the spins for these r
nances are arbitrary. No neutron widths are given in Ref.@20#
for four of the resonances in this energy range. The 2gGn
values listed in Table II for these cases were calculated f
the resonance areas in Ref.@20# usingGg5160 meV and the
~arbitrary! spins given in Table II. The resulting neutro
widths for these four resonances, while consistent with
resonance areas, are so large that they easily should
been determined in previous total cross section meas
ments. Therefore, the neutron widths as well as the resu
a widths should be considered upper limits for these fo
resonances.

The accuracy of the extracteda widths depends on the
accuracy of theJp, Gn , and Gg assignments for the reso
nances because our measurement technique determines
the resonance areasAa5gJGaGn /G. The uncertainties in the
resonance areas in Table II are the one-standard-devia
uncertainties determined in fitting the data. Thea widths
carry additional uncertainties due to uncertainties in theJ,
Gn , andGg values used to calculate theGa values from the
resonance areas. Unfortunately, these parameters and
01580
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associated uncertainties are not very well determined
many of the resonances, so it is not possible to calculate
additional uncertainty they add to theGa values. For this
reason, the uncertainties in thea widths given in Table II
represent only the one-standard-deviation uncertainties d
mined in fitting the data.

For 30 of the 54 resonances in this region,SAMMY deter-
mined that the fitted resonance areas had relative uncer
ties greater than 70%. In these cases we give only up
limits for the resonance areas in Table II equal to the fit
values plus the one-standard-deviation uncertainties de
mined bySAMMY. The upper limits on thea widths given in
Table II for these cases were calculated from the upper lim
on the resonance areas using the listed spins and neutron
radiation widths. The uncertainties in the spins and neut
and radiation widths were not taken into account when c
culating thesea-width upper limits.

The present results are a substantial improvement o
previous work @12# in which only seven resonance are
were measured. However, because the spins and radi
widths for many of the resonances have not been determi
the Ga values given in Table II are of limited usefulness
present. If knowledge of these other resonance paramete
improved by future measurements, then the parameter
Table II could be used to calculate a more reliable set oa
widths. This improved set could be very useful for improvin
the statistical model because it would eliminate the c
founding influences of other model parameters and allow
more direct approach for improving thea1nucleus potential
in the model. At present however, it is more useful to co
pare the statistical model calculations to the cross-sec
data.

VI. COMPARISON TO STATISTICAL MODEL
CALCULATIONS

For a meaningful comparison to the statistical model, i
necessary to average over many resonances. The mea
cross sections averaged over coarse bins are listed in T
III and compared in Fig. 3 to statistical model prediction
The calculated cross sections of Holmeset al. @10# and from
the codeMOST @30# using potential II are in good agreeme
with the present results, whereas the standardNON-SMOKER

@9# values are larger than the data by a constant factor of 2
and theMOST calculations using potentials I and III are fa
tors of 2.3 and 2.2 above and below the data, respective

The more recentNON-SMOKER and MOST models differ
from the model used by Holmeset al. in the prediction of
2-5
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several nuclear properties, among them thea1nucleus po-
tential and the level density prescription. The aim of the
improvements was to use more recent developments an
provide a firmer physical basis for the model by reducing
reliance on empirical fine-tuning in the hope that the res
ant model would be more reliable far off stability where
experimental data exist. Although there is very littlea
1nucleus data in the astrophysically relevant energy ran
recent attempts have been made to use the available da
obtain an improved globala1nucleus potential. For ex
ample, a new potential for theA5140 region was obtained
@31# by fitting data for143Nd(n,a) @8#, 147Sm(n,a) @4#, and
144Sm(a,g) @32# simultaneously using theNON-SMOKER

code. Although a fairly good fit to the (n,a) data could be

TABLE III. 95Mo(n,a) cross sections averaged over coa
bins.

Energy bin
~keV!

s(n,a)
~mbarn!

1.56 0.5 89.66 4.4
2.56 0.5 104.46 5.1
3.56 0.5 72.06 4.9
4.56 0.5 87.06 5.8

6.256 1.25 30.66 3.5
8.756 1.25 47.86 3.8
12.56 2.5 30.16 2.6
20.06 5 24.06 1.7
32.56 7.5 14.46 1.1

506 10 13.66 1.0
706 10 13.16 1.1
906 10 9.86 1.2

1506 50 10.946 0.78
2506 50 11.26 1.1
3506 50 5.626 0.83
4506 50 4.256 0.85

FIG. 3. Measured95Mo(n,a) cross section averaged ove
coarse bins~solid circles with error bars! compared to calculations
performed with statistical model codes~dashed curve:NON-SMOKER

@9#; open squares: Holmeset al. @10#; dotted, dot-dashed, and soli
curves:MOST @30# using potentials I, II, and III, respectively!.
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obtained, the144Sm(a,g) cross section was overpredicted
the astrophysically relevant range belowEa512 MeV. On
the other hand, the same potential yielded good agreem
with the measured96Ru(a,g) cross section@7#, indicating
that it may be useful over a more global range. It would
interesting to compare calculations made with this new
tential to our new95Mo(n,a) data.

A wider range of data were fitted in Ref.@30# using the
codeMOST in an attempt to find a globala1nucleus poten-
tial for astrophysical applications, although much of the d
was outside the astrophysically interesting range. It w
found that three different potentials could describe the d
equally well. As can be seen in Fig. 3, the calculation us
potential II agrees best with our data and there is abou
factor of 5 ratio between the cross sections calculated w
potentials I and III. This result is interesting because~a, g!
reaction rates for nuclides involved in thep process calcu-
lated with the three potentials of Ref.@30# showed some of
the largest variations in the mass region nearA5100, so our
new 95Mo(n,a) data should be very useful in the quest
find an improved potential.

The results presented herein for95Mo(n,a) together with
previous (n,a) data for 147Sm @4# and 143Nd @8# are begin-
ning to provide useful constraints for obtaining an improv
global a1nucleus potential for nuclear astrophysics. A
though there are so far only three data points, it appears
there is better agreement between the data andNON-SMOKER

@9# and Holmeset al. @10# models as the mass decreases. F
example, the ratios of cross sections calculated withNON-

SMOKER to the data are 3.3, 2.7, and 2.25 for147Sm, 143Nd,
and 95Mo, respectively, while for the calculations of Holme
et al. these ratios are 1.2, 1.0, and 1.0, respectively. As no
previously@4# and as shown in Fig. 4, there is a similar tre
with mass between theNON-SMOKER and Holmeset al. pre-
dictions for (n,a) reaction rates in that the two models are
better agreement with each other at the lower masses

FIG. 4. Ratios of (n,a) reaction rates atkT530 keV calculated
with NON-SMOKER @9# to those of Holmeset al. @10#. Symbols rep-
resent reaction rate ratios for 27 nuclides having calculated c
sections large enough that they should be measurable. Solid ci
representNON-SMOKER/Holmes et al. ratios for the three case
(95Mo, 143Nd, and 147Sm) for which measurements have be
made. A solid line is drawn at a ratio of unity. Dashed lines at rat
of 0.5 and 2 depict the typical accuracy of (n,g) reaction rates from
global statistical model calculations.
2-6
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obtain the global improvement in thea1nucleus potential
needed forp-process applications, it will be very importan
to study these trends on the basis of further experime
data.
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