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We discuss the accuracy of mass models for extrapolating to very asymmetric nuclei and the impact of such
extrapolations on the predictions of isotopic observables in multifragmentation. We obtain improved mass
predictions by incorporating measured masses and extrapolating to unmeasured masses with a mass formula
that includes surface symmetry and Coulomb terms. We find that using accurate masses has a significant
impact on the predicted isotopic observables.
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Masses are critically important parameters in statistical M(A,z)zNmn+Zmp—BELDM(A,Z)/c2, (1)
models. They define the baryon number, the minimum ener-
gies of each decay mode, and enter exponentially into th@here
Boltzmann factors that dictate the relevant yie[ds-3] or

emission rate$4]. Most statistical models utilize measured BE, pm(A,Z)=a,A—aA?*—aZ? A3+ apA‘l’Z
masses for frequently emitted species such as neutron, hy- )
drogen, and helium isotopés—7]; however, mass formulas —asyrdN—=2)“/A (2

must be employed to predict unknown masses. These un-
known masses typically have unusual magnitude of isospiandm, (m;) are the neutrofproton) massesl, Z, andA are
asymmetries, and their masses can influence the yields dfie neutron, proton, and nucleon numbers; apdas, a,
their stable counterparts more significantly than is often reand as,, are the coefficients of volume, surface, Coulomb,
alized. Here, we explore the interplay between these masad symmetry in the liquid drop model. The value of the
assumptions and predicted isotopic distributions within thepairing terma,, is O for oddA, positive for everN andz, and
context of an equilibrium model for multifragmentation negative for oddN andZ. The A dependence o, , ag, a.
[2,5-11. Over the past two decades, there have been mamngndag,, follows from theA dependence of the geometry of
different variations of the statistical multifragmentation mod-a well bound spherical nucleus, but thedlependence of the
els first described in details in Rd6]. To avoid confusion, pairing term does not. Other forms of the pairing terms can
we label relevant versions of the SMM codes with the assobe found in the literatur€13—16. Many different values for
ciated references to be discussed here; the two SMM codéke coefficients used in Eq2) have been reported; some
originated from Copenhagan as®mss [6] andsmmes [2,5]; typical values used in the SMM models of Reffg,8] are
IsMM [10,17] is the improved SMM code with empirical given in Table I. Other SMM models used in the literature
masses and level densities based on the microcanonicedported different parameter s¢fis/].
SMM85; ISMM_MCGILL, which is used in the present work, is  Statistical models typically utilize mass formulas such as
the canonical SMM code using the recursive relations develEq. (2) for many, if not all, of the heavier masses. Surpris-
oped by Das GuptEB,9] and incorporates the improvements ingly, the mass formulas that are utilized are often not par-
developed inismm. The isotope distributions produced by ticularly accurate. For example, the upper pdiagbf Fig. 1
ISMM_MCGILL are similar to those predicted bgmm de-  shows the differenceABE=BE, py(A,Z) —BEgxp(A,Z)
scribed in detail in Refd.10,11]. between theotal binding energies By (A,Z) employed
We begin by discussing some of the deficiencies of masby smmos [2] and the empirical binding energies
formulas that are used in statistical models and some renBEgyp(A,Z), tabulated by Audi and Wapstfd 8] For the
edies relevant to the description of very asymmetric nucleiheavier masses, there are discrepancies that attain values
Many mass formulas owe their form to the semiempirical orlarger than 40 MeV. Even for light charged particles, the
liquid drop mass(LDM) parametrization introduced by calculated masses can be off by over 20 MeV. In terms of the
Weizsackef12—-15. Such formulas approximate the nuclear binding energy per nucleon, these discrepancies for the
massM (A,Z) by heaviest masses are less than 150 keV and may appear small.
However, it is the total binding energy, and not the binding
energy per nucleon, that enters into statistical modgs 8.
*Present address: University of Notre Dame, South Bend, IN. For temperatures of the order of 5 MeV, typically assumed in
TEmail address: tsang@nscl.msu.edu these modeld9,19,20, such discrepancies correspond to

0556-2813/2003/68)/0516025)/$20.00 67 051602-1 ©2003 The American Physical Society



S. R. SOUZAet al.

TABLE |I. List of parameters used in the simple
(3)]. “na” indicates not applicable.
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LDM formule&g. (2)] and the ILDM formulag Eq.

Parameter/model a, as a. Asym Cq a, k ask a,

LDM [2] 16.0 18.0 0.72 23.0 na na na 0
LDM [8] 15.8 18.0 0.72 235 na na na

ILDM 15.6658 18.9952 0.72053 na 1.74859 27.7976 33.7053 10.857

changes in the Boltzmann factor and in the production probHere, the extra Coulomb termyZ?/A, neglected in most

abilities for these nuclei that are of the order of

exp(ABE/T)~400—too large to be ignored.

models, takes into account corrections to the Coulomb en-
ergy associated with the diffuseness of the nuclear surface.

Advances in experimental measurements have provide@ihe symmetry terms in Eq3) can be regrouped in a form

high quality isotopically resolved data for neutron-rich sys-

similar to Eq.(2). From this, one can identify an effective

tems[21-23. Multifragmentation calculations for such sys- total asymmetry coefficieragym of Eq. (3) that includes the
tems require values for unmeasured masses of nuclei witbontribution from the surface and is dependention

neutron number& and charge numbei? that lie very far
from the valley of stability. Mass formulas of the form in Eq.
(2) assume the symmetry coefficiemt, , to be independent

alyn=k(a,—aA" 1),

4

of nucleon number. However, there should be a nucleod "€ parameters of E¢3) listed in the third row in Table |
number dependence of the symmetry coefficient, reflecting®espond to the best fit of the experimental dataAferS
the density dependence of the asymmetry term of the nucled? the Audi-Wapstra tablg18]. The fit includes 2920 experi-
equation of statg1,24,29. To incorporate this, both the mental masses. Figurék) shows the difference between the

asymmetry and the Coulomb terms in the mass formuldinding energies calculated with the best fit parameters of

should be separated into bulk and surface contribution
[1,14,24,25. These surface symmetry and Coulomb term

LMD and those listed in the Audi-Wapstra tatfl&8]. The

isagreement is much reduced relative to the comparison in

are required for very neutron rich nuclear matter because theld- 1@; the remaining deviations arise mainly from shell
surfaces can accumulate a significant fraction of asymmetr§fféct corrections.

[25,26.

To achieve the most accurate treatment of the masses, we

To incorporate these surface energy terms, we adopt fgfMPloy the tabulated masses in Audi-Wapstra telig]

simplicity the parametrization of the improved LDWM.DM)
formula of Refs[14,24:

BE, om(A,Z)=a,{1—k[(A—2Z)/A]2A
—aJ1-k[(A—2Z)/A]?}A%3

—a Z% A3+ a A2 ey Z? A

3

40 =
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FIG. 1. Deviation of calculated binding energies from empirical

binding energie$18]. The calculated masses are obtained ugang

Eq. (2) with parameters of Ref2] (see Table)land(b) Eq. (3) with

the best fit values listed in Table | labeled ILMD.

when they are known. However, we still need to compute the
unknown masses for some nuclei, most of which have ex-
treme proton to neutron composition. We adopt for simplic-
ity, a procedure in which we compute the average shift of the
ILDM formula from the empirical values near the extremes
of the BE(A,Z) vs Z relationship at fixed neutron number.
This shift, A, is then subtracted from the prediction of the
ILDM formula,

BEextrag A Z)=BE .pm(A,Z) — A, (5

where
An:(:I-/n)EiI:BEILDM(Ai in)_BErecomn{Ai ,Zi)] (6)

andn=3 is the number of points taken before the right or
left end of the curve. For examplé®e is the heaviest and
2% is the lightest isotone foN=20 listed in the Audi-
Wapstra table[18]. To predict the binding energy foN
=20 isotones heavier thatfFe, we use the masses HCr,
“*Mn, and “6Fe and Eqs(5) and(6). Similarly, we compute
A, from the masses of°F, 3™Ne, and3Na to predict the
masses oN= 20 isotones lighter thar’F.

To check this extrapolation procedure, we performed a
similar analysis in which we treated the masses of the light-
est and heaviest nuclei with fixed neutron numiein the
Audi-Wapstra tablg18] as unknown. We then predict the
masses of these isotones using E&s.and (6). Using the
previous example, this means we use shiftoobtained from
43y, 4Cr, and**Mn to predict*®Fe, andA , obtained from
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FIG. 2. Deviation of calculated binding energies from empirical 1075 L ]
values[18] at the extremes of the BE(Z) vs Z curve. The open 106 L ]
squares correspond to the calculated mass using3tgwhereas ! ! ! ‘ ! ! ! !

the full circles represent results obtained with the extrapolated pro- -5 0 5 10 -5 0 5 10
cedures of Eqs(5) and(6), as discussed in the text. N

30 31 32 . og . FIG. 3. Oxygen isotope yields from themm_McCGILL code us-
‘Ne, *'Na, and**Mg to predict*F. In Fig. 2 we show the j,q | DM parameters of Ref[2] (open circles and empirical
differences between the calculated and the empirical mass@sasses supplemented by ILDM masgetsed circles The top

for the extreme ends of the isotone distributions as SOIiC&nd bottom panels correspond to different sourcAs {86, Z
points[27]. We contrast this with the open squares, which=75) and @=168, Z=75), respectively. Primary yields are plot-
denote the corresponding differences between the empiricédd in the left panels and the yields after sequential decays are
masses and those calculated from the ILDM without thisplotted in the right panels. See text for details.
correction. Since this extrapolation is applied only to un-
known masses, from this comparison, we estimate that ougider and display a notably higher production of the
final procedure including the corrections of E¢S) and(6)  neutron-rich isotopes in the tails of the isotope distribution.
provides masses with accuracies about 1-2 MeV for nucleThis feature occurs for both the larger and more neutron-rich
just outside the Audi-Wapstra table. These extrapolations be&ource (upper panél and the smaller and more neutron-
come less accurate with decreasifig deficient sourcdlower pane). Similar widening of the iso-
Now, we examine the sensitivity of the isotopic distribu- topic distributions also occurs for the other elements. Thus
tions predicted by the improved multifragmentation model,the standard LDM masses used in most SMM calculations
ISMM_MCGILL, to the masses used. Major improvement in-provide primary distributions that are much narrower and
cludes the incorporation of empirical binding energies andmore neutron-deficient than those calculated when more re-
level densitied10,1]] in the multifragmentation stage. We galistic masses are used.
compare predictions obtained by using the “standard” LDM  Since the experimental isotopic distributions reflect the
mass formuldEq. (2) with parameters listed in the first row particle decay of excited particle unstable fragments, one
of Table | to predictions using empirical masses suppleshould examine the isotope distributions after the sequential
mented by the ILDM mass formula described above. decays. There are many models that simulate the effects of
Following Ref.[28], we perform calculations for two sys- sequential decays. In this work, we choose two sequential
tems with source charge @,=75 and masses #,=168 decays for comparison. The most sophisticated sequential de-
(No/Zp=1.24) andA;=186 (No/Z,=1.48). These two cay algorithm included insmm [10] uses the empirical and
sources correspond to estimates of the prefragments remaithre ILDM masses with empirical level densities. This decay
ing after pre-equilibrium emission in centraf’Sn+?Sn  code has been developed at the Michigan State University
and '2Sn+12%Sn collisions, respectively, at an incident en- over the year§10,29 and is calledusu_Decay [10]. The
ergy ofE/A=50 MeV. We assume a breakup densitypgf6  solid points in the right panels of Fig. 3 denote the final
where po=0.16 fm 2 and a temperature of 4.7 MeV. This oxygen isotopic distributions obtained frommm_MCGILL
latter value corresponds to the average “temperature” ofwith Msu_DECAY calculation. In this calculatiocalculation
fragments produced in the corresponding microcanonical), both the multifragmentation calculations and the second-
ISMM models, at a total prefragment excitation energy of 5ary decay calculations use the empirical and the ILDM
MeV per nucleor{10]. masses and empirical level densities self-consistently. The
The open data points in the left panels of Fig. 3 show thedashed lines in the right panelsalculation 1) indicate the
primary oxygen isotope distribution®efore secondary de- final oxygen isotopic distributions obtained from
cay) when the standard LDM masses are used for sources eémm_McaGILL calculation with LDM massefopen points in
Ap=186 (upper panglandAy,= 168 (lower panel. The pre- left panel$ with msu_DEcAy. Thus, calculation Il is not self-
dicted distributions are approximately Gaussian. Combinaeonsistent; different masses are used to calculate the primary
tion of empirical and extrapolated ILDM masses yields the(LDM masse$ and secondary decay calculatiof@mpirical
primary distributions given by solid points in the left panels and ILDM masses Even though the primary distributions of
of Fig. 3. These latter distributions are much calculations | and Il are very different, the final distributions
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TABLE II. Best fit isoscaling parameters. The calculations of the primary and secondary distributions are
labeled by the mass formulas that are used.

Calculation Primary C (before « (before g (before Decay C (aftep « (aften g (aften

| ILDM 1.1349 0.4847 —0.6511 wmsu-DEcay  0.8501 0.459 -0.481
Il LDM 1.1477 0.6233  —0.8478 wmsu-DEcAY  0.9175 0.433 —-0.501
11l LDM 1.1477 0.6233 —0.8478 swmM-DECAY 0.4754 0.592 -0.572

after the sequential decays are quite similar. Neverthelesips and isoscaling fits for calculations I, 1l, and Ill. The open

differences of the order of a factor of 2 are observed betweeand closed points are the predicted isotope ratios as a func-

calculation I(solid pointg and calculation Idashed lines  tion of N for odd (Z=3,5,7) andeven ¢=4,6,8) charge
The secondary decay prescriptions used in most SMMelements, respectively. The solid and dashed lines corre-

[2,7] codes adopt the evaporation and Fermi breal@@®  spond to the best fit lines. The isoscaling fiises) from

as the decay process. We call this decay procedurgaicylation Ill shown in the rightmost panel of Fig. 3 vary

SMM_DECAY. The masses used in such calculations includg,onstatistically with respect to the predictiosymbols; in-

both empirical and calculated masses. Empirical masses affating that isoscaling is not well obeyed by the schematic

used for most light nuclei witth<<20 and parametrization of secondary decay approach of SMM de¢ag]. In compari-

the masses for all the. other S .Th? open po(nt'i;culatlon ._son, better fits are obtained for calculatiofidft pane) and

[II') correspond to the final distributions when this Sequem'aialculaﬁon ll(middle panel, for which the sequential decays

dgcay algorlthm is applied to the primary calculations Ob'are calculated using the empirical ILDM masses and empiri-
tained using LDM masses fé&x>4. The difference between I, L : o
cal level densities. Due to the similarity in the final distribu-

calculation I(solid pointg and calculation Illlopen pointsis . ) ) o
large. The predictions from calculation Ill should be similar tions of calculations I and I, the values obtained are simi-

to results obtained from prior SMM calculations such as théar even though th.e:“ vglues from the primary fragmen_t_
version used in Ref20]. Thus, different mass assumptions dlstnbl_mons are gwte d!fferent. However, there are signifi-
as well as the sequential decays could be an important fact nt differences in the final value far and 5 between the

in explaining why fragment distributions that use codes u_IIy gmpirically b‘?‘sed calculation | and calculation i, in-
based onsmmos are much narrower and underpredict thed'c""t"_1g that precise treatments of the mass _values_ _an_d S€-
production of neutron-rich nuclei quential decays should be implemented within equilibrium

Recent studies suggest that detailed comparison betweé’rtfat'sncal multifragmentation models before they can be used

reactions at the same temperature or excitation energy, but ﬁ‘fth confidence to describe isospin observables.

different proton to neutron composition, can be made usin% It(;s mter_estln? t? note Ithathcorrectlons&ofrom Isecopd- h
the isoscaling relationshif22,31,32 ry decay in calculation |, where consistent values for the

masses are used in the primary and secondary decay calcu-
Y,(N,Z)/Y4(N,Z)=Cexp aN+ BZ), (7) Iationg, are smaller than for calculation Il, where mass values
for primary and secondary decay stages are different. The

whereC, «, and 8 are fitting parameters. The subscripts 1 Situation is less clear fo8, which is affected by Coulomb

and 2 refer to the two sources with different isospin CompanteragtlonS |n the freeze-out Confl_guratlon which ]nﬂuence
sition, with source 2 normally referring to the more neutron-the primary yields but do not enter into the calculation of the
rich source. In the present work, 1 and 2 denote sources withécondary decays. Large differences have been observed be-
nucleon and charge numbews,(,Z,) corresponding t¢168, tween isoscaling parameters extracted from primary frag-
75) and (186, 79, respectively. Primary fragments produced

in grand canonical, canonical, and microcanonical statistical 3.0 '

multifragmentation models generally obey isoscal[2g]. Mool ol eoel 1 0%
The extracted isoscaling parameters depend strongly on the \z{; 20 PO “e o o

isospin asymmetry of the source, but they may also depend g C{ /// / oce O/ k /.
on the isospin dependence of the masses used. Indeed, dif- < LOEy ofof + © O/ g Ty L
ferent isoscaling fitting parameter sé&s«, and 3, are ex- N gt [d/d Td g 207/ ofe
tracted depending upon whether the masses are obtained = 05:. ° i o/ T//d 7 E
from the LDM or from the empirical values plus the shell 3L i i o E
corrected ILDM calculations. These isoscaling parameters ™ y3bL  cac1 -+ o4 11 4
are listed in columns 3-5 of Table Il. The absolute values of ! ! ! e ‘
the relevante and B8 parameters, resulting from fitting the 5 1o 5 N 10 5 10
calculations that use the LDM masses, are higher than those

that use the empirical plus ILDM masses. FIG. 4. Isoscaling for isotopes withi=3—8 obtained from the

Depending on which masses and decay mechanisms aggiculations I, II, and Il listed in Table Il and described in the text.
employed in the sequential feeding algorithm, different iso-The open and closed circles are predicted ratios and the dashed and
tope distributions will result. Figure 4 shows the isotope ra-solid lines are best fits using E(¥).
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ments produced by the dynamical stochastic mean fielgparison between data and theoretical predictions. The effect
(SMF) model and the corresponding parameters producedf inaccuracies in the mass parametrization upon isotopic
after decay[23]. It would be interesting to know whether observables should not be limited to the SMM approach, but
such differences may be caused in part by discrepancies bgray apply to all statistical and dynamical models of frag-
tween the SMF masses and the ones used in secondary dfient production.

cay, as was observed in the case of calculation Il above.

In summary, recent experimental advances in measuring This work was supported by the National Science Foun-
isotope distributions and the improvement of multifragmen-dation under Grants Nos. PHY-01-10253, PHY-00-70818,
tation models suggest that reasonable fragment masses mBidY-00-70161, INT-9908727 and by the Contract No.
be incorporated into these models to provide accurate com#1.96.0886.00 of MCT/FINEP/CNPG@PRONEX).

[1] J. Randrup and S.E. Koonin, Nucl. Phys356, 223 (1981). botka, D.K. Agnihotri, B. Djerroud, W.U. Schder, W. Skul-

[2] J.P. Bondorf, A.S. Botvina, A.S. lljinov, I.N. Mishustin, and K. ski, J. Tke, and K. Wyrozebski, Phys. Rev. Left7, 2897
Sneppen, Phys. Re@57, 133(1995, and references therein. (1996.

[3] D.H.E. Gross, Phys. Re®79 119 (1997, and references [20] C. Williams, W.G. Lynch, C. Schwarz, M.B. Tsang, W.C. Hsi,
therein. M.J. Huang, D.R. Bowman, J. Dinius, C.K. Gelbke, D.O.

[4] W.A. Friedman and W.G. Lynch, Phys. Rev.28, 16 (1983; Handzy, G.J. Kunde, M.A. Lisa, G.F. Peaslee, L. Phair, A.
W.A. Friedman, Phys. Rev. Letf0, 2125(1988; Phys. Rev. Botvina, M-C. Lemaire, S.R. Souza, G. Van Buren, R.J. Char-
C 42, 667 (1990. ity, L.G. Sobotka, U. Lynen, J. Pochodzalla, H. Sann, W.

[5] A.S. Botvina, A.S. lljinov, I.N. Mishustin, J.P. Bondorf, R. Trautmann, D. Fox, R.T. de Souza, and N. Carlin, Phys. Rev. C
Donangelo, and K. Sneppen, Nucl. Php€75, 663 (1987). 55, R2132(1997

L6l éfh ?onggg,}f.stl)qoenar;gl]jel?\,l I'Cll\l';\ﬁ:Shuj;lné;l'J('lggglzk' H'[Zl] H. Johnston, T. White, J. Winger, D. Rowland, B. Hurst, F.
Uiz, ’ ppen, Nucl. Physd4s e Gimeno-Nogues, D. O'Kelly, and S.J. Yennello, Phys. Lett. B

Bondorf, R. Donangelo, I.N. Mishustin, and H. Schulaid. }
A444, 460 (1985; H.W. Barz, J.P. Bondorf, R. Donangelo, (3179]’9;86 (1996; R. Laforestet al, Phys. Rev. 59, 2567

I.N. Mishustin, and H. Schulzibid. A448, 753 (1986; K. ) .
[22] H.S. Xu, M.B. Tsang, T.X. Liu, X.D. Liu, W.G. Lynch, W.P.

Sneppenibid. A470, 213(1987). i
[7] A.S. Botvina, A.S. lljinov, and I.N. Mishustin, Sov. J. Nucl. Tan, A. Vander Molen, G. Yerde, A. Wagner, H.F. Xi, C.K.
Gelbke, L. Beaulieu, B. Davin, Y. Larochelle, T. Lefort, R.T.

Phys.42, 712 (1985. i
[8] P. Bhattacharyya, S. Das Gupta, and A.Z. Mekjian, Phys. Rev. ~ dé Souza, R. Yanez, V.E. Viola, R.J. Charity, and L.G. So-

C 60, 054616(1999. botka, Phys. Rev. Let85, 716 (2000.
[9] A. Majumder and S. Das Gupta, Phys. Rev.6C 034603 [23] T.X. Liu, X.D. Liu, M.J. van Goethem, T.X. Liu, X.D. Liu,
(2000. M.J. van Goethem, W.G. Lynch, R. Shomin, W.P. Tan, M.B.
[10] S.R. Souza, W.P. Tan, R. Donangelo, C.K. Gelbke, W.G.  Tsang, G. Verde, A. Wagner, H.F. Xi, H.S. Xu, M. Colonna, M.
Lynch, and M.B. Tsang, Phys. Rev.82, 064607(2000; W.P. Di Toro, M. Zielinska-Pfabe, H.H. Wolter, L. Beaulieu, B.
Tan, S.R. Souza, R.J. Charity, R. Donangelo, C.K. Gelbke, Davin, Y. Larochelle, T. Lefort, R.T. de Souza, R. Yanez, V.E.
W.G. Lynch, and M.B. Tsan@unpublishegl Viola, R.J. Charity, and L.G. Sobotka, nucl-ex/0210004.
[11] W.P. Tan, Ph.D. thesis, Michigan State University, 2002. [24] W.D. Myers and W.J. Swiatecki, Nucl. Phy&l, 1 (1966.
[12] C.F.v. Weizsacker, Z. Phy86, 431 (1935. [25] P. Danielewicz, nucl-th/0301050.
[13] K. S. Krane,Introductory Nuclear Physicéwiley, New York, [26] S. Typel and B.A. Brown, Phys. Rev. &, 027302(2001).
1987). [27] We do not need the ILDM extrapolation for values A 12
[14] M. A. Preston and R. K. BhadurStructure of the Nucleus and therefore they are not plotted here.
(Addison-Wesley, Reading, MA, 19Y5 [28] M.B. Tsang, C.K. Gelbke, X.D. Liu, W.G. Lynch, W.P. Tan, G.
[15] Philip J. Siemens and Aksel S. Jens&fements of Nuclei Verde, H.S. Xu, W.A. Friedman, R. Donangelo, S.R. Souza,
Many-Body Physics With the Strong Interacti@adison Wes- C.B. Das, S. Das Gupta, and D. Zhabinsky, Phys. Re§4C
ley, Reading, MA, 198p 054615(2001).
[16] P. Moller, J.R. Nix, W.D. Myers, and W.J. Swiatecki, At. Data [29] T.K. Nayak, T. Murakami, W.G. Lynch, K. Swartz, D.J. Fields,
Nucl. Data Table$9, 185 (1995. C.K. Gelbke, Y.D. Kim, J. Pochodzalla, M.B. Tsang, H.M. Xu,
[17] A.S. Botvina and I.N. Mishustin, Phys. Rev.83, 061601R) and F. Zhu, Phys. Rev. @5, 132(1992.
(2002; A.S. Botvina(private communications [30] The decay of fragments witA<16 is calculated via a “Fermi
[18] G. Audi and A.H. Wapstra, Nucl. Phy#\595, 409 (1995. breakup” model, but this influences maink<16 and has
mass_rmd.mas95 at  http://www.nea.fr/html/dbdata/data/  negligible impact on the final oxygen isotopic distributions.
structure.htm [31] A.S. Botvina, O.V. Lozhkin, and W. Trautmann, Phys. Rev. C

[19] G.J. Kunde, S.J. Gaff, C.K. Gelbke, T. Glasmacher, M.J. 65, 044610(2002.
Huang, R. Lemmon, W.G. Lynch, L. Manduci, L. Martin, M.B. [32] M.B. Tsang, W.A. Friedman, C.K. Gelbke, W.G. Lynch, G.
Tsang, W.A. Friedman, J. Dempsey, R.J. Charity, L.G. So- Verde, and H.S. Xu, Phys. Rev. Le86, 5023(2001).

051602-5



