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Angle-dependent normalization of neutron-proton differential cross sections
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Systematic errors in the databasengf differential cross sections below 350 MeV are studied. By applying
angle-dependent normalizations with the help of the energy-dependent Nijmegen partial-wave analysis
PWA93, they? values of some seriously flawed data sets can be reduced significantly at the expense of a few
degrees of freedom. It turns out that in these special cases the renormalized data sets can be made statistically
acceptable such that they do not have to be discarded any longer in partial-wave analyses of the two-nucleon
scattering data.
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[. INTRODUCTION systematic errors. Since we have no explanation for these
systematic experimental errors, we must simply accept the
A measurement of the differential cross section for elastidact that certain data have such errors. It is surprising, how-
neutron-proton 1ip) scattering is notoriously difficult. It is ever, that so manyp differential cross sections have such
even so difficult that almost none of the data sets measured atmilar, angle-dependent systematic errors. Then we will ap-
energies below the pion-production threshold is completelyly the adnorm method to these data and demonstrate that
free of systematic flaws. In partial-wave analyg@®/As) of  this method can correct for some of such systematic errors.
the np scattering dat@1,2] some of these flaws do not give In order to save two sizable data sets, which became almost
rise to sizable systematic contributionsytb. Data sets with ~acceptable after using the adnorm method, we changed
such minor flaws will not distort too much the statistig$in  slightly the definition of an individual outlier. This has noth-
these PWA's, and therefore such sets can be included in thgg to do with the adnorm method, but it is a measure taken
database; examples are the LAMPF d4# and the in the same spirit: Try to be as frugal as possible with data
TRIUMF data[5]. Some flaws, on the other hand, are sosets, and do not omit them from the database, unless it is
serious that their contribution tg? dominates over the sta- absolutely necessary. In this way we obtain normalized data
tistical contribution to the extent that the standard rules ofséts that are statistically acceptable and that can be included
statistics no longer apply. Consequently, such data sefdenceforth in thenp databases for PWA'.
[6—1Q must be excluded from the databases used in PWA’s.

This i§ of course an unfortunate and undesirable situat_ion, Il. NORMALIZATION
especially in view of the waste of investment and effort in-
volved in these experiments. An np differential cross sectionr(,expt), consisting of

In this paper we present the “adnorm” method. This is aNgata data points, is calleéxperimentallynormalized, when
method of angle-dependent normalizatidii] to treat cer- for this data set the normalization has actually been mea-
tain systematically flawed p differential cross sections. This sured. In that case, it has an experimental ndgexpt)
adnorm method is meant to be used only in good, energy=1.00 with a corresponding experimental eri@¥(expt).
dependent PWA's. We will show that the application of this This norm and error are included as a datum in the database.
method to certain data sets, which were previously unacceptor backwardp scattering this error is often of the order of
able in energy-dependent PWA's, can give impressive result#% or larger. In the Nijmegen PWA's we also determine for
The values ofy? drop dramatically and can even becomeeach data set the normalizatiod(pwa) with an error
statistically acceptable. This implies that these data sets cadN(pwa). This is acalculatednormalization(for a discus-
instead of discarding them, from now on be included in thesion of these points see R¢L6]). This errorSN(pwa) is in
np database. The salvation of these systematically flawedhost cases less than 1%)]. When these two normalizations
data set§6—10] is a major accomplishment of our adnorm N(expt) andN(pwa) differ by more than three standard de-
method. viations (s.d), we remove the experimental normalization

In recent publication§13-16 we pointed out that the and its error from the database. The data set is then
Uppsala data at 162 MeY8,9] contain unexplained large *“floated,” which means in practice that a very large normal-
systematic errors. Also some othep differential cross sec- ization error is assigned to the data set. A data set is also
tion measurements appeared to have systematic errors sinflieated when its normalization has not been measured at all.
lar (but not identical to the Uppsala data; the Princet®] In the case of floated data the calculated normalization
and Freiburd7,10] data are prominent examples. N(pwa) is determined solely by the angular distribution. The

In the following we will compare the data in the standard number of degrees of freedoNy; for a set withN,, data
way with the energy-dependent Nijmegen partial-wavepoints is thenNy;=Ny.1a— 1. For the determination of the
analysis PWA931]. First of all we will establish that these calculated normalizatiohl(pwa) we have sacrificed one de-
flawed data sets have significant, smoothly angle-dependertdree of freedom.
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For seriously flawed data sets one cannot get a sufficiently TABLE I. Results for the Uppsala data at 162 MeV.
low value of y? by merely adjusting or floating the normal-

ization. Such data sets are then omitted from the database féet 1 2 3 4 S Total
PWA's. The main point of this paper is the observation tha 18 20 18 16 15 87
for some of such unacceptable data sets we can introduce ag* 38 35 18 35 117 243
angle-dependentormalizationN(#) in such a way that we Xg
; o ¥2(6)/lp 15/1 35/0  18/0 15/1 92 92
essentially sacrificéwo or moredegrees of freedom to ob- *, / 151 35/0 18/0 16/ 101 04
tain significant drops in the value gf. Such a sacrifice is X (2)/p 378 0.37 15(6 2.2(5 4.9(5
unfortunately necessary in our attempt to save these data sets ¢ 78 037 —1.5(6) —22(5) —4.9(5)
Varin % 12.8 3.2 54 7.0 12.2

from being discarded otherwise.
In the adnorm method we have to make assumptions

when we are trying to parametrize the angular dependence of

the systematic errors. We first map the experimental angula{?refem 'P the data\,/\?nﬂ we have_explécnly palram?;t]rlzt(iﬁ tr;esei
interval[ 6y, 6,a,] ONto the interval — 1,1]. This mapping systematic errors. We have convinced ourselves that the fina

can be done in many ways. We consider the two mappingsresu“ of the parametrization is essentially independent of our
’ specific assumptions. The renormalized differential cross
X=(0—6,)16_, (1)  sections, obtained by different ways of parametrization, were

statistically practically the same.

with 0. =(0max* Omin)/2, and

x=(cosf—2,)lz_, ) Ill. UPPSALA DATA
. Let us see how this procedure works out for the Uppsala

with zt=(cqsﬁmaxi COSIin)/2. . . data[9] at T, =162 MeV. At this neutron beam energy the

For the discrete set da(, data points((i=1Nga) ON  np differential cross section was measured in five overlap-
the x interval [—1,1] we define the inner produc(y)  ping angular regions. We ordered these sets by increasing
=(1/Nga2) Zixiy; . This allows us to construct the polyno- neytron scattering angles and called the sets 1 to 5, where set
mials S,(x) ==L oa;x', which are orthogonal with respect to 1 contains the data at the most forward angles and set 5 at the
this inner product and normalized such tagt=1. Next we  most backward angld4d6]. These data were then compared
expandN(#6) in these orthogonal polynomia;,(x) on this  to PWA93. We removed the point at 93° from set 2 because
discrete set of data points. We write it contributes more than @ s.d) to y2.

In Table | we list the number of dafdy,, in each set, the
value Xé obtained by just applying the standard angle-
independent normalizatiotall adnorm parameters,=0),
the values ofo,(e) obtained by applying theg-adnorm
We allow for the introduction of an extra functidi{6). In method of Eq.(1), and the values 0;(';‘(2) obtained by ap-
practical cases we make the simplest chdi€C)=1, but,  plying the zzadnorm method of Eq2).
e.g.,f(#)=1/o(6,pwa) could also be a suitable choice. The  From Table | we see that the fits of the sets 1 and 4
expansion in orthogonal polynomials gives exactly the sam@nprove significantly(a drop in y? of much more than 9
N(6) as a power series expansion up to the same ppwier  when introducing only one adnorm parametgr For sets 2
the case of a power series expansion the coefficidptand  and 3 this is not true, and we will therefore take=0 for
¢, vary very much with the value g, this is not the case these two sets. For set 5 we need tvadnorm parameters,
anymore for an expansion in orthogonal polynomials. Theyhile only onezadnorm parameter is necessary. After the
normalizationNy and thep adnorm parameters,(n=1,p)  g-adnorm method is applied with only one adnorm param-
and their errors are determined by the least-squares methogker the slope of the angle-dependent normalizao#) is
where the data are compared with PWA93. In an actual PWAalled . The value of this slope can be found in the next-
such data sets contribute witMyt=Ngata—(1+p) degrees to-last row of Table I. This slope is used to compare system-
of freedom. They” that results whemp adnorm parameters atic errors in different experiments. It is important to note
are introduced is called¢;. When the standard angle- that the slope for set 1 is positive, while the slopes for the
independent normalizatiofwith zero adnorm parametgns  sets 4 and 5 are negative. In the last row is given the varia-
applied, they? is calledxg. tion in % of the normalizatioN( ) in the casep=1 over

How many adnorm parametecs do we have to intro- the intervall Omin, Omax-
duce? The basic rule is that each introduced parameter The combined data set h& .= 87 and when normal-
should cause aignificantdrop in x2. We appy a 3 s.d. ized in the standard angle-independent wag adnorm pa-
criterion: We introduce the parametef only when Xﬁ,l rameters we obtain)(§=243. This value is 12 s.d. higher
—Xﬁzg. The parameter is then significant. This procedurehan the expectation valug?)=282(13). The value foi?
of introducing additional parameters stops when no signifi-drops tox?(6) =92 after introducing fou®-adnorm param-
cant drop iny? can be achieved anymore. When we end upeters ¢, for each of the sets 1 and 4, aagandc, for set 5.
with nonzero adnorm parameters, then we have shown thawith the z-adnorm method it drops tg?(z) =94 after intro-
there are significant angle-dependent systematic erromucing threez-adnorm parameters{ for each of the sets 1,

p
N(6)=N, 1+f<e>n§1 CnSn(X) |- (3)
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5 q2F ] TABLE II. The values ofy3/Ngyata for the 32 Freiburg data sets
E np cross-section at 162 MeV (Uippsala) { } l [T_,expf and the totals per experiment.
0.6 } l - T, (MeV) Expt. | Expt. Il Expt. Il Expt. IV
L {{{ 1 199.9 71/27 58/27 44/25 57/22
0 htt P S S . H 219.8 66/27 42128 71/27 64/22
B ﬁ it i f{}}{l 240.2 76/27 50/30 53/27 73/23
21Ny, =393 /50 t {{{ H{ ] 261.9 82/27 40/30 65/27 122/23
086 . . . 7 280.0 68/27 56/32 57/26 132/24
90 120 150 180 300.2 65/27 102/32 74127 62/24
0 (degrees)
320.1 47127 63/33 82/26 70/24
:‘é: 340.0 47127 60/33 70/27 50/24
g0 m }I Total 522/216 471/245 516/212 630/186
bt s R Lo gt r.h{ l
SERE L ETIL H‘Im{“ : IV. FREIBURG DATA
o - 1/ N gorq = 135/ 54 | Another place where the angle-dependent normalization
' " = pp T80 procedure works impressively is the abundant Freiburg data
0 (degrees) [7,10]. This data set consists of four different measurements
~ (labeled expt | to expt IV of np differential cross sections,
g o6r 1 each at 20 beam energies betweBn=199.9 and 580.0
4 } . MeV, with a spacing of about 20 MeV. Because we compare
o i, ot 1}11;1{} 1..1 .1b. {I.Ihllrl IHI h with PWA93 we can only study data with energies less than
SRR IR S BT }{ T 350 MeV, i.e., the eight energies from 199.9 to 340.0 MeV.
Y ¥ . . enerd 59
s Because of their too high individual contribution ¥8 (more
os  FTeaa=50754 i than 3 s.d.we remove from the database the four data points
pvs 120 150 mo  (expt, T, 6)=(l, 261.9 MeV, 154.96°),(Il, 300.2 MeV,
8 (degrees) 148.34°), (ll, 340.0 MeV, 148.07°), andlll, 199.9 MeV,

FIG. 1. Uppsala data at 162 MeV. Top panel: Uppsala’s normal-144'32 ). For the total Freiburg data set we are left then with

ization. Middle panel: standard normalization using PWA93. Bot-859 data points. 2
tom panel: normalized using the adnorm method. In Table Il we present thgg/Ngyata Values for these four
experiments at eight energies after the standard angle-

4 and 5. The diff b h q hod _independent normalization. It is clear thg§ for most of
, and 3. The difference between the two adnorm methods igpeqe 35 data sets is much too high. For the total data set of

minor. In order to demonstrate this, we calculated ¢R@lif) 859 points we findX2=2139 which is 32 s.d. higher than
for the difference between the two differential cross sectiong; expectation Va|(LJJQX2>_,827(4l) Theréfc;re the total
0 - .

obtained by the two adnorm methods. Thi¥(dif) is very Freiburg data set would normally be discarded in PWASs.

low, only 0.8 for the total data set. The conclusion is that th%owever, we can try the adnorm method. The results of ap-
large systematic errors of unknown origin present in theyving the g-adnorm method are presented in Table Iil. The
Uppsala data can be corrected for by using one of the adys striking observation is the enormous dropyif, from
norm methods. The drop of about 150 ¥ resulting from 2139 to 831, for the 859 data points. This drop was achieved
the introduction of only Z-adnorm(or 4 ¢-adnorm param- by introducing next to the original 32 normalizatioNg also
eters Is Impressive. 45 #-adnorm parameters. This implies on the average a drop
To present the data in a similar way as was done by thef no less than 29 per adnorm parameter.
Uppsala grougd9], we averaged the data in the overlap re- Looking at the four experiments separately, one sees that
gions between the different sets. The differente(6)  expt | and expt IV have values fop?(6) that are smaller
=N(0) o(6,expt)—o(6,pwa) normalized in the various than their expectation value<0.8 s.d. and-0.8 s.d), that
ways discussed, is presented in Fig. 1. In the top panel wexpt Il has ay?(¢) that is 0.6 s.d. higher than its expectation
show the data normalized in the Uppsala way and we gefalue, and that expt Ill has g(6) that is 3.3 s.d. higher
x?=393 for the 54 data points. In the middle panel of Fig. 1than its expectation value. This, unfortunately, means that
we show the data normalized in the standard angleexpt Il would have to be excluded from the database for
independent way. This Ieads}é=135. In the bottom panel PWA93. For the remaining 647 points of expt I, Il, and IV
of Fig. 1 we present the data normalized with thadnorm  we expect x2)=588(34). We gel?(9) =571, which is an
method. We obtain they?=59. From Fig. 1 one clearly excellent result. We have checked explicitly that jffedis-
sees the difference between the various ways the data hawgbution of the renormalized Freiburg data is in very good
been normalized, and the enormous improvement obtainegigreement with the theoretical expectatif®]. With the
with the adnorm method. z-adnorm method we got similar results. Using Z&dnorm
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TABLE lIl. The values ofx?(6)/p (p is the number of adnorm TABLE IV. Results for the Princeton data.
parametersfor the 32 Freiburg data sefd | ,expf], the totals per
experiment, their expectation value, and the slapelhe last col- T, (MeV) Ngata Xch p X2(0) 10°
umn for expt Il givesy?(6) after three additional data points were
removed. 182 14 11 0 11 -0.7(4)
196 16 49 2 27 -1.2(3)
T, (MeV)  Expt. | Expt. Il Expt. Il Expt. IV 210 16 43 1 14 —1.9(4)
224 16/15 71/67 1 24/16 —2.6(4)
199.9 29/1 211 44/0/37 13/2 239 18/17 46/37 1 22114  —1.9(4)
219.8 26/2 23/1 31/1/31 16/2 257 19/18 90/61 2 3222 —1.7(3)
240.2 23/2 30/1 28/1/21 18/2 284 19 114 2 21 —2.4(3)
261.9 24/2 16/2 2712127 32/1 313 17 76 2 20 —2.2(3)
280.0 15/2 36/1 26/1/26 19/1 344 21 82 3 24 ~2.1(4)
300.2 2472 44/1 31/2/31 25/1
320.1 20/1 36/2 33/2/33 16/1 Total 156/153 582/540 14 195/169
340.0 18/2 33/1 40/1/32 14/1
Total 179/14 239/10 260/10/238 153/11 than 3 s.d. outliers, the total set contains 156 data points,
(x?(0)) 194(20) 227(21) 194(20)191 16719 divided over nine energies beloW =350 MeV. When we
s.d. -0.8 0.6 3.3/2.3 —-0.8 normalize these data in the standard manner we yget
10° a —2.8(4) —2.5(4) -1.1(5) —1.9(3) =582. This is about 25 s.d. higher than the expectation

value. Next we applied thé-adnorm method. This required
14 additional adnorm parameters. The expectation value is
parameters and 32 normalizations we reaclyék) =832 then (x2)=133(16). We obtain?(#) =195, which is still
for the 859 data points. Also in this case expt Ill should be3.9 s.d. too high. Therefore the Princeton data, unfortunately,
omitted from the database for PWAs. In Table Il we also cannot be saved by the adnorm method alone, despite the
present the values of the slopeof the data aff; =199.9  enormous improvement in?> from 582 to 195, which
MeV after applying thes-adnorm method witlp=1. amounts on the average to a drop of 28 per adnorm param-
The conclusion is that the Freiburg data set, when cometer. Using thez-adnorm method gives similar results.
pared to PWA93 using the adnorm method, has three statis- However, when again we are willing to bend our rule for
tically acceptable experiments and one, expt Ill, that is staindividual outliers a little, we can also save these data. Ac-
tistically not acceptable. However, one must realize that ifcording to the 2.5 s.d. rule the three data points ,@)
this expt Il were included in a new PWA, then it might =(224 MeV, 131.6%, (239 MeV, 139.7f, and (257 MeV,
possibly have a statistically acceptable valueyf 178.69 must also be omitted. There are then 153 data points
We would like to point out that also this expt Ill can be |eft, which leads to the expectation Va|lQQ2>=l30(16).
saved, when we are willing to bend a little our rule for indi- The second entries in Table IV give the relevant information

vidual outliers. In the Introduction we already pointed outfor this case. We obtaig?(6) =169, which is 2.4 s.d. higher
that this has nothing to do with the adnorm method, but onlthan expected.

with our wish not to discard data unless it is absolutely nec-

essary. When for expt Ill a 2.5 s.d. rule is used instead of a 3 VI. DISCUSSION AND CONCLUSIONS
s.d. rule, we must remove also the three data paiits
199.9 MeV, 133.95°)(lll, 240.2 MeV, 149.25°), andlll, About the adnorm method that we proposed here, the

340.0 MeV, 130.47°) as more than 2.5 s.d. outliers. In Tablgjuestion could be raised: “Is it successful because it corrects
Il the most right column of expt Il contains the relevant for experimental errors, or perhaps because it corrects for
information for this case. For the 209 data points left fromunknown biases in the PWA's?” We claim that we correct for
expt lll we have the expectation valdg?)=191(20), and unknown systematiexperimentagrrors. To demonstrate this
we find y?(6) =238, which is 2.3 s.d. higher than expected.we defined the slope parameter=(1/Ny)[dN(6)/d6] for
Therefore expt 11l is now also statistically acceptable. Thethe casegp=1. Looking at the different problematic experi-
conclusion is that the four Freiburg experiments, consistingnents in about the same angular region and at about the
of 856 data points, can be made statistically acceptable witkame energy, we note significant differences. In the back-
the adnorm method and using the 2.5 s.d. rule for outliers. ward direction[ 150°,1809 there are several experiments at
about the same energy. These are the Uppsala set 5 at 162
MeV, the Freiburg expt's | and Il at 199.9 MeV, and the
Princeton data at 182 MeV. The values of®&0are
Finally, we consider the Princeton d&&. This relatively  —4.9(5), —2.8(4), —2.5(4), and—0.7(4), respectively.
old data set is generally not included in PWA's and these datdhese slopes do not agree! The disagreement between the
were, e.g., also discarded in the final version of PWA93. WeJppsala sets 1 and 2 and the Freiburg expt IV is worse.
can, however, revisit these data with the adnorm method. Theppsala set 1 covers the angular regj@3°,107° and has
results are given in Table IV. After we have removed twoa=3.7(8) 10 3. Uppsala set 2 covel$89°,1299 and has
data points T, =313 MeV, #=168.1° and 170.3°) as more «=0.3(7) 10 3. The Freiburg expt IV cover§81°,1249

V. PRINCETON DATA
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and hasa=—1.9(3) 103, which is even of theopposite these systematic errors. In many cases this gave rise to im-
sign as the values for the Uppsala sets 1 and 2. When orfgessive drops in the values pf for several of the seriously
wants to blame PWA93 for the discrepancy and claim thaflawed data sets. Many of the data sets became statistically
the Uppsala and Freiburg data are in agreement, then or&€ceptable after application of the adnorm method and there-
should at least find the same values far Because thex ~ fore can now be included in the database for PWAs. How-
values for these experiments are significantly different, weever, some of the sets required also a slight change in the
can conclude that the Uppsala and Freiburg data are not idefinition of outlier to make them acceptable. In this manner,
agreement with each other. It is then also clear that the disseveralnp data set$6,8—10 can be saved from oblivion.
crepancies must be of experimental origin.

In conclusion, we have shown that many of the measure-
ments of thenp differential cross section suffer from similar ACKNOWLEDGMENTS
systematic errors. These errors are mostly so large that the
corresponding data sets cannot be included in PWAs. How- We thank M. C. M. Rentmeester, Th. A. Rijken, and R. A.
ever, it turned out that these systematic errors have a smooBryan for helpful discussions. The research of R.G.E.T. was
angular dependence, which can easily be parametrized. Thisade possible by support from the Royal Netherlands Acad-
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