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We present a measurement of the pseudorapidity density of primary charged particles near midrapidity in
Au-+Au collisions aty/syy=130 GeV as a function of the number of participating nucleons. The pseudora-
pidity density,dN.,/d 7]|\n\<1/(%<Npart>)r rises from 2.8%0.21 in peripheral eventsg,.)~83) to 3.45
+0.18 in central events N,y ~353), which is 53 8% higher tharpﬁcollisions at a similar center-of-mass
energy. This is consistent with an additional contribution to charged particle production that scales with the
number of binary nucleon-nucleon collisions () -
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Collisions of gold nuclei at the Relativistic Heavy lon  Theoretical models of particle production in RHIC colli-
Collider (RHIC) provide a unique opportunity to study par- sions generally fall into two classes. The first incorporates
ticle production in nuclear collisions at the highest availablethe expected scaling mentioned above, using a Glauber
energies. In a previous publicatida], the PHOBOS Col- model calculatior{6] to determine the relationship between
laboration presented results on the energy dependence of thipart 21dNcoy as a function of impact parameter. TRBING

seudorapidity density of charged particléd\../d 7, pro- model [7] as well as calculations E)y Kharzeev and Nardi
zuced neF;r r>r/1idrapid>i/ty for cgntrarl) AuAust\cl:i?llisiZnsp It .(KN) [8] foIIovy this “two component approachﬂlmNQ also .
. incorporates jet quenching and nuclear shadowing which

showed that this rises much faster with energy thappn  modifies the scaling, leading to a linear rise of the normal-
collisions at similar energig]. This has been explained by ized multiplicity dNg,/d 7/Npart VErsusNy,. . KN do not
the increasing role of hard and semihard processes, which aneclude these additional effects, the only input parameters
described using perturbative QCD. being the fraction of particle production from hard processes
One way to control the ratio of hard to soft production atand the earlier PHOBOS result. This leads to a dependence
a fixed beam energy is to vary the impact parameter, or cer2f dNcn/d7 0n Ny, similar to that measured by WA98.
trality, of the nuclear collisions. Soft processes, which pro-, 1€ second class of calculations, based on parton satura-
duce the bulk of charged particles rp and pA collisions, tion, predict a different dependence on the nuclear geometry.

. T . For example, the EKRT moddgR], which incorporates a
scale with the number of participating nucleom$yfr) in geometry-dependent saturation scale, predicts a near-
the collision[3,4]. Hard processes occur in the interactions .o stant dependence @fN,;,/d7/N,,, as a function of

between individual partons in the colliding nucleons and areN_,.. In Ref.[8], KN also perform a calculation based on
expected to scale with the number of nucleon-nucleon colliparton saturation, including the evolution of the gluon struc-
sions, Neoi- The contribution of both hard and soft pro- ture function. They find thatdNg,/d7/N, scales as
cesses to particle production leads to an expected scaling #f(Q2/A?), whereQ? is the saturation momentum scale which
dNcn/d 7], =0 @SAXNpa¢+BXNegy - depends on the impact parameter. Perhaps fortuitously, this
Data from the WA98 experiment at CER[S] already latter calculation is in near-perfect agreement with the other
indicate possible deviations from simgg,,; scaling even KN result at\/syy=130 GeV aboveN 5.~ 70. This sug-
at SPS energies\yn=17.2 GeV). A stronger-than-linear gests that it may be difficult to distinguish the two-
dependence ON,, is observed, well described by a power- component and saturation scenarios except in the most pe-
law, dNch/d 77| ,= 0% Np ¢, With @=1.07+0.04. ripheral events.
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B NG 135 0 130 GeV Data TABLE |. qu each centrality bin, based on .p.ercentile of the
5 520; total cross section, we show the number of participants, the error-
£ 515 weighted average of the two measurementsidf,/d», and the
gzow- gno : final result fordN.,/d n/(%(Npan>), including the full error esti-
gmom § 5 mation.

3 la a| N ¢ '
D g e e e oy pered
o e : Bin(%) (dNen/d7)  (Npar)  dNgy/d 7/ (3(Npars))
‘% . 130 Ge¥ Data 0-3 61024 35311 3.45:0.18
Lﬁ 10 . 3-6 550t 22 329+9 3.34:0.16
5 6-10 474-18 291+8 3.25-0.16
10 10-15 39916 252+8 3.16+0.16
10 ' 15-20 33613 2157 3.12:0.16
20-25 27711 180t 6 3.08:0.17
1 25-30 2279 149+6 3.03:0.18
30-35 1857 122+5 3.00+0.18
0 1000 2000 3000 35-40 149-6 102+5 2.91+0.20
Paddle Signal (arb. units) 40-45 1265 83+ 4 2.87+0.21

FIG. 1. (a) Simulated paddle signal as a function of the number
of participants(b) ZDC signal vs paddle signal for PHOBOS data
at \syn=130 GeV.(c) Paddle signal with cuts selecting fractions
of the estimated total inelastic cross section.

forward-going neutral spectator matter. Except for the most
peripheral events, where fragment formation reduces the
amount of forward-going neutral energy, this behavior is ex-
We present the results of a measurement of the chargé%eﬁted it the ZDC signal scales monotonically witih 2
particle multiplicity per participating nucleon pair near (&' consequence of the monotonic relationship between
midrapidity, dN¢p/d7]|,,<1/(3(Npar)), as a function of the paddle signal anll ., fractions of the cross section as
Npart- For this measurement, we used a subset of the fulselected by the paddle sigriahown in Fig. 1c)] correspond
PHOBOS detector, which was partially described in REf.  on average to the same fractions of the cross section selected
To measure the charged particle multiplicity, we usedpy N,,,,. To account for the fluctuations of secondaries pro-
two of the three silicon detector systems implemented irduced in the apparatus as well asNyf, itself, we actually
PHOBOSJ10], each of which has different properties and calculate(N,,,;) for fractions of the cross section selected
thus different systematic effects on the data. The PHOBO%sing a full simulation of the paddle response based on
spectrometer§ PEQ used for the 2000 data consists of two HiJING andGEANT. This has been done for each of ten bins in
arms, one with 16 $PECN and another with six layers the most central 45% of the total cross sectishown in
(SPECH. The first six layers of each subdetector subtendTable |). We find that for the PHOBOS setup, ignoring all
—1<7<2 and A¢<7° around$=0 (SPECH and ¢  sources of fluctuations leads to shifts(iN,,) of less than
=180° (SPECN. The innermost of these layers has 1 2%.
X1 mn? pads while the pads get narrower and taller as the A major source of experimental systematic error in the
distance from the event vertex increases. The PHOBOS vettetermination of N5, arises from uncertainty in the effi-
tex detector YTX) consists of two setsMTXT/VTXB) of  ciency of our event selection proceduidescribed in Ref.
two layers which are located above and below the béam [1]) for low-multiplicity events. We have estimated this by
axis. Primarily designed to measure the verieposition  studying the frequency distribution of the number of hit
(z,1x), the pads have very fine segmentation alangut are  paddle counters, which is sensitive to the most peripheral
larger in thex (horizonta) direction. For events wittz,, ~ events, and comparing the results to Monte Carlo simula-
=0, the detector coverd ¢~ =*22° around¢$=90° and tions. By performing the procedure with two different mod-
270° andA »=*=0.97 aroundp=0. els (HIING, RQMD [13]) we estimate a systematic error of
The centrality of the collisions, from which we derive 3% and an efficiency of 97%. Unfortunately, an error of as
Npart, is primarily determined using the energy deposited byfittle as 3% leads to errors diN,,,) on the order of 5% for
charged particles in two sets of paddle counters located & ,,<100. This uncertainty accounts for about half of the
+3.21 meters from the nominal interaction point along thetotal systematic error on the final result described below.
beam axis, which subtend<3 | <4.5. HUJING simulations It should be noted that the Glauber model calculation
[11] suggest that, on average, the paddle signal is monotonimplemented irHI3ING 1.35 uses a Monte Carlo approach. In
cally related to the number of participants, as shown in Figthis, nucleons are randomly distributed according to a
1(a). This has been verified by the PHOBOS data shown inMoods-Saxon distribution, and interactions occur with a
Fig. 1(b), which shows an anticorrelation between the paddlegrobability proportional to the overlap of the Gaussian
signal and the signal from the zero-degree calorimetersucleon density profiles. This is very similar to the procedure
(ZDCs) [12] which are located at- 18 m and measure the used by the PHENIX Collaboration in a recent publication
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3 1.1F  30-40% serving the gross features of the eveetg., flow, the track-
§.§_ L ? > lets extracted from this data set arise exclusively from ran-
Z 1.05F 20-30% dom coincidences of two hits that satisfy our quality cuts.
S~ - . . . . . .
Q T s Outside of the cut region, we find that the distribution of
I | o track residuals D for the spectrometerd for the vertex
6 160 : ' for the mixed-hit tracklets closely matches those obtained

with the true detector geometry. By normalizing the two dis-
tributions outside the cuts, we thus obtain an estimate of the
combinatorial background in the region of accepted tracklets.
The high segmentation of the spectrometer in both pseu-
dorapidity and azimuthal angle leads to a small number of
background tracklets, which is substantially larger for the
vertex detector because of its larger pads. In both cases, the
background level was found to scale with the number of
[14]. A different approach is taken by KM8,15], who use @  occupied pads. In the spectrometer, the background varied
numerical integration of the nuclear overlap function thatfrom 1% to 15%, depending on occupancy. The final number
should in principle give identical results as the Monte Carloof tracklets is corrected for this combinatorial background
approach. However, it is well known that these calculationsyith the measured distribution, smoothed using a second-
are done in the optical limit to make the integrals tractableorder polynomial. The coarser segmentation of the vertex
While this approximation is reasonable for expressihgas  detector leads to a larger contribution from combinatorial
a function ofNp, or impact parameter, as is done in the KN tracklets. However, since the scaling of the background with
calculations, it is known to be inaccurate for estimating thethe number of occupied pads is similar in data and simula-
total inelastic cross sectidi6]. Thus, for the same fraction tion, we use a global correction factor to take this into ac-
of cross section, it can bexpectedo give different results count. Making an explicit correction similar to the spectrom-
for (N4 relative to a Monte Carlo approach. In fact, we eter has a negligible effeiess than 1%on the final answer.
have found that the two approaches do disagree, and more- The proportionality factor between the number of track-
over, cannot be brought into agreement by reasonable varigets and the multiplicity of primary charged particles for
tion of the input parameter®.g., radius andryy). The ratio || <1 was calculated using the results of simulations. Par-
of Npare from HIIING (“MC” ) over KN (“optical” ) is shown ticles generated bylJiNG were propagated throughEANT
in Fig. 2 as a function oNp; from HIJING. 3.21. The resulting simulated signals were smeared to ac-
Following the procedure described [i], we have deter- count for detector resolution, and subjected to the same
mined the charged particle multiplicityN.,/d», at midra-  analysis chain as the real data.
pidity averaged oveffn|<1. The technique is based on  The precise manner in which these proportionality factors
counting “tracklets,” which are three-point tracks consisting were calculated and used is somewhat different in the spec-
of two points and the measured event vertex. In this analysisrometer and vertex detectors. In the spectrometeryas
we have used combinations of five effective “subdetectors”:.computed as a function af,;, and centrality. Since the spec-
layers 1 and 2 oSPECPand SPECN layers 5 and 6 of trometer acceptance is forward of midrapidity, we only in-
SPECPandSPECN and the full vertex detector. The large clude tracklets within a fiducial cut of9 < 1. Using these
number of differently positioned detectors allowed us to conproportionality factors, the raw number of tracklets was cal-
trol the effects of backgrounds and was used to check theulated using events ir 4<z,,,<12 cm. For each central-
consistency of our analysis technique. ity and vertex bin, the background fraction, which depends
For the spectrometer, the pseudorapidjtand azimuthal  on the number of occupied pads, was also averaged over the
angle ¢ of all hits in two consecutive spectrometer layersselected events and then subtracted from the average number
were calculated relative to the primary event vertex. Trackof tracklets to obtain the final multiplicity. In the vertex de-
lets were then constructed by combining pairs of hits in bothector, « was computed for tracklets im|<1 as a function
layers for which the total angular distanBe= \/67°+ 6¢°  of Z,tx (for |z, <12 cm) andNgyier, WhereNgye, is the
satisfies the conditio® <0.015, wheredn and 6¢ are the  number of hits in the outer vertex layer. This corrects for
deviations in pseudorapidity and azimuthal an@heradian$  both the reconstruction efficiency and the combinatorial
of the two hits, respectively. If two tracklets share a hit, thebackground. It is more difficult to distinguish these two ef-
one with the larger value d is discarded. A similar tracklet fects in the vertex detector, which lacks the pointing accu-
finding algorithm was used for the vertex detector. Trackletsacy of the spectrometer. The final estimate of
were chosen in the vertex detector as combinations of hits idN.,/d 7|, was then determined in both cases by aver-
the two detector layers with5¢|<0.3 and|§7|<0.04. We  aging overz,, in each centrality bin.
did not use the same measWeas for the spectrometer since  The systematic error for the spectrometer is dominated by
the granularity in the vertex detector is substantially coarsethe accuracy of the vertex determination and the efficiency of
in the ¢ direction. the tracklet reconstruction procedure and is estimated to be
To study the effect of combinatorial backgrounds, we ana3%. The uncertainty on the combinatorial background sub-
lyzed the full data sample with the inner layers of each set ofraction has been estimated to be 1%. Finally, the uncertainty
detectors rotated about the beam axis by 180°. While prein the effect of nonvertex backgroun@ghich includes weak

FIG. 2. Ratio ofN,,; calculated byH13ING (MC-based estimate
of the full Glauber calculationover N, calculated by KN(opti-
cal approximatiopvs HIJING. Each comparison is done for the same
fraction of total cross section, as indicated next to the points.
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decay$ has been estimated to be less than 1%. Thus, we~
estimate an error of 4.5%, independent of centrality.

The vertex detector has larger systematic errors, due to it
coarser segmentation in tixedirection, which makes it less
robust against contamination from nonvertex backgrounds\\;
such as delta electrons and weak decays. By considering how\:
the final result varies with changes in the quality cuts ando
event generator used, we estimate a final systematic error c\-g
7.5%. <

The final value ofdN,/d 1;|‘,,|<1 is based on an average
of two separate measurements, one combining the four spec
trometer measurements and one with the full vertex detector
Since the systematics are very different for the two different
analysis technigues, we combine the two results weighted by
the inverse of their total systematic error squared to obtain
the final results, which are shown in Table I.

The scaled pseudorapidity densitgN,/d 77||,,‘<1/

(3(Npar)) as a function ofNq4y is shown in Fig. 3, with

V/2

N part

RAPID COMMUNICATIONS

PHYSICAL REVIEW C 65 031901R)

4r
- Y PHOBOS (Glauber from HIJING)
3.5F
3
- B PHOBOS [1]
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o ---- EKRT [9]
e e Kharzeev/Nardi [8]
2 3 | — HIJING [7]
0 100 200 300 400
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FIG. 3. The measured scaled pseudorapidity dengiy,/
dn||,]|<1/(%(Npa,t>) is shown as a function oN (solid tri-

<Npan> derived usingHIJING. The two different sources of angles, with N, extracted usingiJING. The error band E)mbines
systematic error, one from the tracklet measurement and thée error ondNcp/d 7|, <1 andNy,,;. The solid circle ispp data
other from the estimation dfl,,,, are combined in quadra- from Ref.[2]. The solid square is from Reff1]. Theoretical calcu-
ture and shown as a band around the data points. The err@tions are shown fromiing [7] (solid line), KN [8] (dotted curve

on the participant estimation is based on the assumption thafd
we may have misestimated the total cross section by 3%, our

EKRT[9] (dashed curve

systematic error on this quantity. For comparison, we showppear to disfavor thelaing and EKRT results. However,

an extrapolation opr measurements tq'syy=130 GeV
using a procedure described [ig] (solid circlg, as well as

they are consistent with the KN result which has the simple
scaling expected by a Glauber model including contributions

the PHOBOS measurement of the pseudorapidity density ab charged particle production proportional N)part and

midrapidity [1] (solid squarg For the most central events, Neo|

the multiplicity is 53t 8% higher than theop values. Our
results are in good agreement with a recent PHENIX publi-
cation[14].

Three model comparisons are also shown. HBNG
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