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Muon capture by 11B and the hyperfine effect
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This paper reports a precision measurement of the ratio of the exclusive capture rates from the two hyperfine
levels of the muonic11B atom leading to the excited level of11Be at 320 keV:l1/l250.02860.021(stat.)
60.003~syst.!. Using the most up-to-date halo wave functions of the nuclei involved, the induced pseudoscalar
to axialvector form factor ratio is obtained asgP /gA54.324.3

12.8(stat.)60.5 ~syst.!. This value agrees with the
partial conservation of the axial current prediction and does not reproduce the anomaly observed in radiative
muon capture on hydrogen. The hyperfine conversion rate between the two hyperfine levels is also determined,
R5@181616(stat.)61(syst.)#3103 s21. The total capture rate from the lower hyperfine level and its differ-
ence compared to the upper one were also determined:lC

25@23.5360.72(stat.)60.25(syst.)#3103 s21 and
Dl5@213.261.7(stat.)60.7(syst.)#3103 s21.

DOI: 10.1103/PhysRevC.65.025503 PACS number~s!: 23.40.2s, 29.90.1r, 12.38.Qk, 12.15.Ji
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I. INTRODUCTION

In the electroweak standard model~SM!, nuclear muon
capture results from capture on au quark, namely, the reac
tion

m21u→nm1d. ~1.1!

Generally however, the process may be described at
nucleon level through form factors parametrizing the Lore
invariant effective Hamiltonian~e.g., Ref.@1#!,

Heff5
GF

A2
VudJl

m†Jm
h 1H.c. ~1.2!

with

GF

A2
5

g2

8MW
2

, Jl
m5c̄mgm~12g5!cn , ~1.3!

and

Jh
m5Vh

m2Ah
m , ~1.4!

Vh
m5c̄nFgV~q2!gm1 i

gM~q2!

2M
smnqnGcp , ~1.5!

*Present address: IMEC, Belgium.
0556-2813/2002/65~2!/025503~8!/$20.00 65 0255
he
z

Ah
m5c̄nFgA~q2!gmg51

gP~q2!

mm
qmg5Gcp . ~1.6!

Our notations for form factors are standard;g stands for the
basic SU(2)L gauge coupling constant at tree-level,MW is
the mass of the charged intermediate vector boson,Vud is the
relevant Cabibbo-Kobayashi-Maskawa matrix element, a
M is the average nucleon mass.

In the above parametrization, second-class currents
ignored, since they are expected to provide a negligible c
tribution @3#. The remaining four quantitiesgi(q

2) are the
first-class nucleon electroweak form factors taken at
value of the invariant momentum transferq2 of the reaction.
Three of these form factors are known with good precis
@1,2#. The induced pseudoscalar one, however,gP(q2), is not
determined to the same level of accuracy and has been
object of numerous investigations through muon capt
both on the proton and on nuclei, of which the experime
reported in this note is a specific instance.

Partial conservation of the axial current~PCAC! as well
as spontaneous chiral symmetry breaking in the strong in
actions vacuum implies that the dominant contribution togP
is provided by muon capture on a virtual pion which coup
to the axial current@1,2#. Hence,gP is related to the pion
decay constantf p and the pion-nucleon couplinggpNN . At
the momentum transfer relevant to muon capture on the
ton, this relation implies the valuegP58.6. More recent
QCD-based evaluations predict the intervalgP58.2328.46
@4,5#.

Nuclear muon capture is generally described in the
pulse approximation, namely, by assuming capture on
©2002 The American Physical Society03-1
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nucleons, while their nuclear binding is accounted
through the use of nuclear wave functions optimized to
various observables@1#. This method however, may suffe
significant corrections in the case of the induced pseu
scalar couplinggP since both the pion decay constant a
pion-nucleon coupling are modified in the nuclear mediu
and perhaps the pion mass and thus its propagator may
be influenced by pion interactions with its surroundings. T
possibility has raised much interest in relation to quark c
densation at high nuclear densities, but recent investigat
do not confirm the expected spectacular effects in ac
nuclear conditions as originally predicted@6,7#.

The induced pseudoscalar coupling has recently witnes
a great revival of interest since the value extracted from
radiative muon capture experiment on hydrogen@8# exceeds
the theoretical expectation by about 50%@9#. Presently avail-
able results from ordinary muon capture on hydrogen are
of sufficient accuracy to confirm or invalidate this situati
~see, for instance, the review in Ref.@2#!, thus justifying new
high precision measurements in preparation@10#.

The issue of coupling and mass renormalizations thro
nuclear medium effects has been studied using both rate
correlation measurements in ordinary muon capture, and
measurements alone in radiative ones. In ordinary muon
ture, the most reliable and precise result has been reach
the very light 3He nucleus and is in good agreement with t
unrenormalized PCAC prediction@11#. Results for12C, 16O,
and 23Na present some scatter but do not display any str
deviation from predictions@2#. Finally, recent results in28Si
indicate a possible quenching of the pseudoscalar interac
in this nucleus@12#.

In radiative muon capture~RMC!, there seems to be
tendency forgP to decrease with increasingA @13#. In vari-
ous nickel isotopes the RMC yield seems also to decre
with increasingA @14#, but this effect may find an explana
tion through other causes than a modification ofgP @14,15#.
The issue remains unsettled as yet.

In view of this situation we undertook anew the expe
mental determination ofgP through the observation of th
hyperfine effect in the exclusive capture of muons in11B
yielding the 320 keV excited state of11Be.

In nuclei of nonzero spin the ground-state of the muo
atom has two hyperfine levels which feature two differe
capture rates@16#. If a hyperfine transition between these tw
levels occurs because of an Auger effect@17#, the capture
product and the electron decay time distributions prese
deviation from a pure exponential, which depends on
hyperfine populations, the hyperfine conversion rate as w
as the muon capture rates from the two levels.

The effect was observed for the first time in19F @18# and
Delorme stressed the sensitivity of the partial capture rate
gP @19#. In 1968, Grenacs emphasized the interest of obs
ing an exclusive reaction of the type considered in this n
and a first experiment was performed@20#.

Assuming the population of the two hyperfine levels f
the m11B atom to be initially statistical@21#, namely, with
N0

155/8 for the upper andN0
253/8 for the lower levels, the

appearance rates of the decay electrons and of the 320
photons are
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dNelectrons

dt
5N0

1l0e2lD
2tF S N0

2

N0
1

1
R

R1Dl D
1S 12

R

R1Dl De2(R1Dl)tG , ~1.7!

dNg320

dt
5N0

1l2e2lD
2tF S N0

2

N0
1

1
R

R1Dl D
1S l1

l2
2

R

R1Dl D e2(R1Dl)tG . ~1.8!

In these expressions,l0 stands for the positive muon deca
rate, lD

2 for the muon disappearance rate from the low
hyperfine level,R for the Auger conversion rate betwee
these upper and lower levels, andDl for the difference be-
tween the total capture rates from the two levels. Finally,
two quantities of primary interest to us,l1 andl2, are the
exclusive capture rates to the 320 keV hyperfine level
11Be from the two hyperfine levels of the mesic11B state.
The sensitivity of the ratiol1/l2 to gP was first evaluated
by Bernabeu@22#. Given the 1/2 spin value of the final stat
it is easily seen that the capture rate from the upperF
52) hyperfine level would be vanishing were it not for th
contribution of the induced pseudoscalar coupling a
d-wave neutrino emission.

The expression~1.8! also displays the sensitivity of theg
appearance rate to the hyperfine effect, provided the hy
fine conversion rateR allows its observation during the muo
lifetime. A determination of the rateR by mSR techniques
provided the value (3.360.5)3105 s21 @23# comfortably
close to the mean muon disappearance rate of (4.
60.007)3105 s21 @24# in 11B.

In the following, the experimental lay-out which allowe
us to observe the time evolution of the 320 keVg ray is
described. The observation of the time evolution of the de
electrons, required for the determination of the other para
eters which enter expressions~1.7! and ~1.8!, is also ad-
dressed.

II. EXPERIMENTAL SETUP

The aim of the experimental setup is to measure the
lowing two distributions: on the one hand, the energy a
time distribution ofg rays subsequent to nuclear muon ca
ture, and on the other hand, the time distribution of the mu
decay electrons emitted by the sample of exotic atomsm11B.
The setup is illustrated in Fig. 1.

The experiment was performed in themE4 area at the
Paul Scherrer Institute~PSI, Switzerland!, exposing the tar-
get to the muon beam of 49.1 MeV/c in its chromatic mode,
characterized by its high momentum resolution:DP/P
53% ~FWHM!. This good resolution reduces range stra
gling and thus minimizes muon stops in materials other th
boron. The target consists of a PVC cup filled with a hi
purity ~99.999%! natural boron powder of submicron gra
size, having a densityr5524 mg/cm3. Two circular mylar
3-2
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MUON CAPTURE OF11B AND THE HYPERFINE EFFECT PHYSICAL REVIEW C 65 025503
windows of 175 mm seal the PVC box on both sides. Th
inner diameter of the box is 72 mm and the thickness of
boron target is 12 mm. The stop distribution was estima
through Monte Carlo simulations to be 3 mm FWHM.

The target is surrounded by two plastic scintillators (S1
andS2) upstream and another one (S3) downstream. While
all muons leaving the beam pipe are detected byS1, the
detectorS2 selects only those entering the central part of
target~diameter: 52 mm!. Its use rejects muon capture even
in the PVC ring surrounding the boron powder. Anticoinc
dence with the third detectorS3 defines the muon stop
(mstop) in the target:S1•S2•S̄3. A 50% HPGe detector
placed downstream along the beam axis, observes theg rays
which leave the target in that direction and measures t
energy. A 1 mm thick Sn shield, placed between theS3 scin-
tillator and the HPGe detector, absorbs the low ene
muonic x rays whose pile-up could affect the time evoluti
at the 320 keV line. A telescope of two additional scintill
tors (S4•S5) detects the decay electrons leaving the tar
laterally.

III. DATA STRUCTURE

The mean rate ofmstops is 93103 s21. If it has not been
preceded by another muon inS1 during the previous 10ms,
a mstop opens a 10ms observation window. A time to digita
converter~TDC! measures in bins of 1.25 ns the time b
tween the beginning of that window and its coincidence w
a g ray in the HPGe detector or an electron in theS4•S5
telescope. In order to avoid that the uncorrelated backgro
affects the time distribution of the correlated events, an
dated dead-time of 12ms is triggered by any Ge orS4.S5
signal.

The g ray coincidences that are retained as good eve
meet the following criteria.

~i! One requires that no ‘‘second muon’’msec ~signal of

FIG. 1. Schematic view of the experimental setup.
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muon inS1) has arrived during the 10ms window.
~ii ! Any signal in coincidence withS1 or S3 is rejected as

a potential bremsstrahlung event.
~iii ! A retained g ray event should be detected in

‘‘quiet’’ HPGe detector: one requires the absence of anyg
rays preceding the signal within 20ms, as well as the ab
sence of any Michel electron in the HPGe detector for
previous 120ms.

~iv! The detection of ag ray in the HPGe detector an
that of a decay electron in theS4•S5 telescope during the 10
ms window also results in the rejection of thoseg candi-
dates.

Thoseg ray events which pass all these selection crite
are then recorded in a two dimensional energy-time his
gram ~see Fig. 2!.

Electron events defined as coincidences inS4•S5 in the
10 ms window are selected as good events in the absenc
any second muonmsec; in the absence of any spurious ele
tron signal inS1 or S3; and in the absence of anyg ray
detected in the HPGe detector. Those events which p
these rejection criteria are recorded in a one-dimensio
time histogram~see Fig. 3!.

IV. THE ANALYSIS

A. The background

The time evolution of theg ray emission rate from11Be*
is extracted from the first histogram, energy versus time. T
requires the knowledge of the time evolution of the bac
ground in the energy bin defined at 320 keV. Consequen
the time evolution in energy bins to the left and to the rig
of the 320 keV bin must also be considered. An energy a
time dependent functionbkg(E,t), describing this back-
ground, is constrained by the fit to the time spectra cor
sponding to each of the selected energy bins. The energy
used for the determination of the background time evolut
and their contents relative to the 320 keV line are shown
Fig. 4 after an integration over 10ms.

FIG. 2. Two dimensional energy-time spectrum. The 320 keVg
line is clearly dominating over the smooth time dependent ba
ground. The time is given in 100 ns per channel. Energy calibra
is given by the relationE(keV)528.67510.478 channel.
3-3
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B. The response function

The combined time-response function of the detector
of the electronics is extracted from a measurement of muo
x rays at 296.4 and 372.5 keV with a Mg target. Since th
are emitted for each atomic muon capture, they are pro
and dominate the spectrum, while the observed function
time thus correctly reflects the response function. The t
behavior of these two lines is corrected for a smooth ti
dependent subtraction of the background taken every 1.2
on both sides in energy of each line. The normalization of
two resulting time spectra leads to the time response fu
tions f 296(t) and f 372(t), at 296.4 and 372.5 keV, respe
tively. For each time bin, a linear interpolation between tho
two functions then gives the time response functionf E(t) at
any energyE within that interval

f E~ t !5 f 296~ t !1@ f 372~ t !2 f 296~ t !#S E2296.4

372.52296.4D .

~4.1!

FIG. 3. Time spectrum of the electrons detected in the lat
telescope. The time is given in 100 ns per channel. The reg
between channels 15 and 96 is used for the fit.

FIG. 4. Gamma energy distribution integrated over 10ms. The
shaded areas delimited by vertical lines indicate the selected
dows used in the background determination.
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This function is then used to convolute the time depende
of the 320 keV line given in Eq.~1.8!.

C. The electron spectrum

As discussed before, the fit of the decay electron spect
constrains some useful parameters such aslD

2 andDl. How-
ever, the capture of muons by residual impurities, in the
get and its surroundings, adds some background to that s
trum. The analysis of the relative abundancies of muoni
rays from K transitions leads to the identification and th
evaluation of the contribution from each of the impurity e
ements~see Fig. 5!. In order to deduce the impurity conten
of our target, the germanium detector was exposed with
the Sn shield so that x-ray lines emitted in the atomic capt
process could be observed. In order to maintain a g
signal-to-noise ratio, only the first 300 ns following a muo
stop were considered.

The number of x-rays detected must be corrected for th
yield and the photopeak detection efficiency in the HP
detector. The HPGe efficiency between 50 and 200 keV
deduced from a combination of measurements with c
brated radioactive sources and simulations. The simulat
use theGEANT software~version 3.21, CERN!, and require a
precise description of the detector geometry as well as of
mstop distribution within the target. Comparison of simul
tions with efficiency measurements using calibrated pointl
133Ba and 152Eu sources leads to a precise determination
the detector geometry. The comparison of simulations w
the measurements of the abundancies of the11B x-rays as a
function of the beam momentum, as well as the knowled
of the transverse profile of the beam@25#, leads to the de-
scription of themstop distribution within the target.

Electrons from them10B state provide the main compo
nent of the physical electron background: 24.5460.26% nor-
malized to the11B contribution. This admixture results from
the use of a natural boron target. Enriched targets te
turned out not to have the required chemical purity. Jus

al
n

n-

FIG. 5. Gamma energy distribution of muonic x rays integra
over 300 ns.
3-4
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TABLE I. Values of the free parameters resulting from the fit to the data, withx2/NDF51154/1085
51.064.

l1/l2 R (103 s21) lD
2 (103 s21) Dl (103 s21)

Results 0.028 181 478.70 -13.2
Statistical error 60.021 616 60.72 61.7
Systematic error 60.003 61 60.25 60.7
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for 11B, the time distribution of electrons emitted by mes
10B is affected by the hyperfine effect, following the expre
sion ~1.7! with the appropriate values for the various para
eters

N0
1~10B!58/14, N0

2~10B!56/14,
~4.2!

R~10B!52.1~5!3105 s21@23#,

lD
2~10B!5482.91@lD

2~11B!2477.1#61.03103 s21,
~4.3!

Dl~10B!5@D rel~
10B!lC

2~10B!#/@12D rel~
10B!N0

1~10B!#,
~4.4!

with for Eq. ~4.4!

lC
2~10B!5lD

2~10B!2l0,

Dl~10B!5lC
1~10B!2lC

2~10B!,

D rel~
10B!5Dl~10B!/^lC&~10B!520.9820.05

10.10, ~4.5!

where^lC&(10B) andlC
2(10B) are the mean capture rate an

the capture rate from the lower hyperfine level in10B, re-
spectively. Let us comment on the two parameterslD

2(10B)
andDl(10B).

The mean disappearance rates of (482.960.7)3103 s21

in 10B and of (477.960.7)3103 s21 in 11B are given by
Suzuki @24#. However, the analysis of the measurements
ported in that paper does not take into account the hyper
effect. As a result, the reported mean disappearance rate
derestimates the disappearance rate from the lower hype
level lD

2 . We assume in Eq.~4.3! that this underestimation i
identical for both boron isotopes, since the transition ratR
and the hyperfine effectDl are similar for both isotopes
Any small difference between the transition ratesR of both
boron isotopes has a negligible effect on this correction.

Finally, the hyperfine effect on the total capture rates
10B is deduced in Eq.~4.4! from the theoretical expectatio
for the ratioDl(10B)/^lC&(10B) in 10B @18,24,26# using the
gP value predicted by PCAC. The errors onD rel(

10B) given
in Eq. ~4.5! correspond to a dependence ongP in the conser-
vative range of 0,gP /gA,14. We assumed that the depe
dence ofD rel(

10B) on gP in 10B is similar to the one in11B
which was evaluated by Koshigiriet al. in Ref. @27#. We
included this variation into our systematic error evaluatio
In any case the impact of this assumption on the final erro
our results is negligible.
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Other contributions to the background in the electr
spectrum stem from O (6.3860.3460.20%), and to a lesse
degree, from N (0.4560.0660.01%) and C (0.4360.10
60.01%). The appearance of oxygen in the target is poss
due to the oxidation of the boron powder as well as to h
midity. These contributions follow exponential time distrib
tions with known lifetimes @24#. Finally, noncorrelated
events are described by a constant rate and determined
their contributions at negative times. The time response fu
tion for the electron spectrum was neglected since it is m
smaller than the 100 ns channel width taken in the elect
spectra.

D. The fit

The theoretical functions were adjusted simultaneously
theg and electron spectra. For theg spectra, the convoluted
background function bkg(E,t) ^ f E(t) in various energy
bins, summed with the convoluted signal evolution of t
320 keV peakdN320/dt(t) ^ f 320(t) was used. For the elec
trons, the signal time evolutiondNe2 /dt(t) was added to the
evolution of the background in the manner described abo

Even though the four parameters of main interestlD
2 ,

Dl, R, l1/l2 influence both the electron and theg time
evolutions, the electron time spectrum constrains essent
the total lower disappearance ratelD

2 and the difference be
tween the upper and lower capture ratesDl. As for the time
evolution of the 320 keVg ray, it constrains essentially th
hyperfine conversion rateR and the ratio of exclusive captur
ratesl1/l2. The remaining free parameters are those of
background energy and time evolution, and of the normali
tions of the electron andg signals.

Minimization used theMINUIT software ~version 96.03,
CERN!, which adjusts the theory to the data by a lea
square method. The fit converges to the results presente
Table I, withx2/NDF51154/1085.

The 1s statistical error on each value presented in Tab
results from the quadratic sum of the error given byMINUIT

and that of the contributions induced by the statistical err
on the fixed parameters of the fit. Among the latter, the do
nant one is the error onR(10B) whose relative contribution in
quadrature to the final error onl1/l2 is less than 1%. Data
statistics remains the major source of error. The system
error is the sum of the contributions due to the system
errors on the fixed parameters of the fit.

The quality of the fit is displayed in Fig. 6, which presen
the fit of a Gaussian function to the residual distributio
@[(data2theory)/s# for the 320 keVg spectrum, the elec-
tron spectrum, and the background energy and timeg spec-
trum.
3-5
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The quality of the fit to theg and electron data is furthe
illustrated in Figs. 7 and 8. In each case, the upper p
shows the residual~data-theory/s) in each time channel. The
lower one shows the time evolution of the signal after s
traction of the backgrounddN320(t)/dt or dNe2(t)/dt, di-

vided by the pure exponentiale2lD
2t with lD

2 provided by
the fit ~Table I!. These figures display a nice illustration
the hyperfine effect and of the hyperfine conversion. Pre
ential feeding of the lower hyperfine state, from which t
capture mainly occurs, is clearly observed both in theg and
electron time spectra. However the amplitude of the effec
enhanced in theg spectrum by the hyperfine effect on th
partial capture rates.

FIG. 6. Distribution of weighted residuals~data-theory!/s for
~a! the 320 keVg time distribution,~b! for the electron time distri-
bution, and~c! for the smooth background time and energy dis
bution.

FIG. 7. Upper part: distribution of weighted residuals~data
theory!/s per point for the 320 keVg time distribution. Lower part:
time evolution of the 320 keVg after background subtraction an
divided by a pure exponential.
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V. DISCUSSION OF THE RESULTS

A. Various secondary results

Before we consider the main result of this experime
namely, the ratiol1/l2 giving access to the value of th
induced nucleon pseudoscalar couplinggP in 11B, let us dis-
cuss some of the interesting secondary results obtained
the present experiment, the hyperfine conversion rate is
termined with a 10% precision, which is much better th
that of previous experiments@20,23#

R5~18161661!3103 s21, ~5.1!

and is in reasonable agreement with the early theoretical
pectationR52503103 s21 of Ref. @18#. Our measured con
version rate is significantly lower than the one reported
Ref. @23# @R5(330650)3103 s21#, leading to a sensitivity
of the experiment togP poorer than originally expected o
the basis of that value. If not statistical, this 3s discrepancy
with our result, may hint at specific relaxation phenomena
the experiment of Ref.@23# due to solid-state effects. Indee
this latter experiment used the transverse field muon s
rotation technique, studying the residual polarized populat
of the hyperfine levels. The fast disappearance of muon
cession observed from the upper hyperfine component
be due in part to magnetic relaxation phenomena trigge
by a random static internal field which would have the sa
signature as muon hyperfine conversion. Indeed, such a
laxation was observed for positive muons in11B @29#.

Another side-result is a new value for the muon disa
pearance ratelD

2

lD
25~478.7060.7260.25!3103 s21, ~5.2!

slightly larger than the earlier values reported in Ref.@24#,
and the references quoted therein. All former values av
able in the literature@24,28# result from analyses which ig
nore both the hyperfine effect and hyperfine conversi
Since nuclear muon capture is favored from the lower hyp
fine level, this unwarranted approximation leads to an und
estimation oflD

2 . Our result was determined without an

FIG. 8. Upper part: distribution of weighted residuals~data-
theory!/s per point for the electron time distribution. Lower par
time evolution of the electron after background subtraction and
vided by a pure exponential.
3-6
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approximation, using in our fits the entire complexity of t
hyperfine process@see Eqs.~1.7! and ~1.8!#. This value 5.2
yields the total muon capture rate from the lower hyperfi
level,

lC
25lD

22l05~23.5360.7260.25!3103 s21, ~5.3!

in reasonable agreement with the theoretical expectatio
lC

2520.63103 s21 @27#.
For the difference between the total capture rates for

two hyperfine levels we obtain

Dl5lC
12lC

25~213.261.760.7!3103 s21. ~5.4!

This first ever measured value is to be compared to the
diction of Dl529.93103 s21 @27#.

B. The main result and the resulting constraint ongP ÕgA

As reported in Table I, the ratio of the exclusive captu
ratesl1 andl2 which we studied takes the value

l1

l2
50.02860.021~stat.!60.003~syst.!, ~5.5!

which is an important improvement over the only existi
limit, l1/l2<0.26 @20#. The precision onl1/l2 in this
type of experiment could be improved using muonic ato
with larger hyperfine conversion rates than in11B.

The sensitivity of this ratio to the induced nucleon pse
doscalar coupling in11B was first evaluated in Ref.@22#.
More recently Kuzminet al. @30# evaluated this sensitivity
including various recoil-order corrections and considering
the (0p) states for the protons and neutrons outside
closed 4He core. Assuming spherical harmonic oscillat
wave functions and various residual interactions to determ
the configuration mixing, these authors find a good stabi

FIG. 9. Theoretical predictions forl1/l2 as a function of
gP /gA for various nuclear models. Definitions may be found in R
@30#.
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of the variation ofl1/l2 as a function ofgP /gA . From Fig.
9, one notices the small scatter among the predictions
rived from various plausible configuration mixings.

The evaluation of Ref.@30# assumes identical sphericall
symmetric harmonic oscillator potentials both for11B and
11Be. This may be questioned given the small binding ene
~183 keV! of the neutron in the final state of the nucle
capture process. Consequently, its wave function canno
expected to be well described by a harmonic oscillator w
of the same radius as that of the capturing proton in11B. It is
indeed well known that11Be is a typical ‘‘neutron halo’’

.
FIG. 10. Theoretical predictions forl1/l2 as a function of

gP /gA , for harmonic oscillator wave functions: circles~CKPOT
@30#!; and for Woods-Saxon potential: squares~spherical! @31#; or
triangles~deformed! @32#.

FIG. 11. Theoretical predictions forl1/l2 as a function of
gP /gA given by the CKPOT shell model@30#. The neutron halo is
described by a deformed Woods-Saxon potential@31,32#. The hori-
zontal full lines indicated the 1s statistical error onl1/l2 while
the dashed lines indicates the systematic error.
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nucleus@33,34#. This feature was taken into account in Re
@31# and—as a further refinement—Ref.@32# also introduced
a deformation into the Woods-Saxon potential which b
these theoretical works used.

The effect of these two modifications is displayed in F
10 by comparing it to the most plausible predictio
~CKPOT! of Ref. @30#. Some variation is observed but
remains small in comparison to our experimental error
may be noted that absolute values of capture rates may
be determined using these three theoretical approac
which seems to favor that of Ref.@30#.

In conclusion, we may combine our experimental res
with the most elaborate theoretical evaluation@32#. This is
done in Fig. 11 which indicates that our experiment is
agreement—even though with sizeable error bars—with
PCAC-based prediction, leading to the result
n,

r,

ys

02550
h

.

It
lso
es,

lt

e

gP

gA
54.324.3

12.8~stat.!60.5~syst.!. ~5.6!

In particular, we see no indication of an enhancement in
value forgP , in contradistinction to what has been observ
in radiative muon capture on hydrogen@8# and possibly in
light nuclei @13#.
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