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Measurement of then-p elastic scattering angular distribution at E,=10 MeV
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The relative cross sections for scattering of neutrons by protons have been meadtyyedlat MeV for
center-of-mass neutron scattering angles from 60° to 180°. Absolute differential cross section values were
obtained by normalizing the angle-integrated relative angular distribution to-fndotal cross section. The
angular distribution exhibits a backward enhancement consistent with an exchange componem-@f the
interaction at this energy. The relative shape of the angular distribution is in good agreement with the predic-
tion of the charge-dependent Bonn and Nijmegen potential models and with the Arndt phase-shift analysis.
Better agreement is found with the evaluated nuclear data @@&DF)/B-V than with the ENDF/B-VI

evaluation.
DOI: 10.1103/PhysRevC.65.014004 PACS nunierl3.75.Cs
[. INTRODUCTION center-of-mass system, at or below 10-MeV neutron energy.

However, theoretical model calculations,9,11,14-1§

The nature of the nuclear force has been a central issue phase-shift analys¢47,18, and data evaluatiorid2,13 in-
nuclear physics especially since the discovery of the neutrodicate the existence of a degree of anisotropy in the differ-
by Chadwick in 1932[1]. A description of this force has ential cross section, whose magnitude and shape are still
proved to be a daunting undertaking, and the first semiquarepen to discussion.
titative description[2] did not appear until 1957, a quarter At the present time, data for the-p differential cross
century after Chadwick’s discovery. However, a great deal okection with 1-2 % overall uncertainty are available in the
progress has been accomplished since then in understandisgergy region above 20 MeV. Below 20 MeV, the best avail-
the nuclear force. This progress is reviewed in RE3s:6].  able data set§19-25 are clustered around 14 MeV and
Most of what is known today about the nuclear force wasgenerally characterized by large error bars. Even accounting
obtained from measurements of the nucleon-nuclédN)(  for these large uncertainties, these data sets still differ sig-
interaction and the elastic angular distribution provides a testificantly. These discrepancies influence evaluated nuclear
of the physics built in a given theoretical model. These meadata files(ENDF) where, for example, the two ENDF evalu-
surements are used to refine theoretical models and phasgtions[12,13 show discrepancies of about 2% at 10 MeV.
shift analyses and uncertainties in the results obtained fromhe predictions obtained from the Arndt phase sttt 18,
such analyses are affected by the limited data base. Over thike Nijmegen[7,9,14,18, and the full Bonn and charge-
last 70 years of investigations, a large body of pregigg  dependent BoniCD Bonn [11,15 potentials are in excel-
cross section data over a wide energy range was made avalént agreement at 10 MeV but no elastic scattering data are
able. That is not the case for threp cross section data, available to check these predictions or to aid in making a
which are less accurate than the correspongipglata. This  choice between the ENDF/B-V and ENDF/B-VI evaluations.
reduced accuracy was not a problem in the past, but, with tha comparison of these predictions is shown in Fig. 1.
advent of high-precision potential models, phase-shift analy- To remedy this unsatisfactory situation, improve our
ses, and sophisticated data evaluation methods in recekhowledge of this important cross section, and test the vari-
years [7—13, more accuraten-p cross section data are ous predictions, a high-precisior=(L%) measurement was
needed for a detailed test of their results. Moreover, the elasieeded. To this end, the present measurements were made of
tic n-p differential cross section involves both isoscald@r ( the shape of the hydrogen differential cross section at 10-
=0) and isovector T=1) components of th&N interac- MeV neutron energy. The absolute differential cross section
tion, while the thep-p cross section involves only the isovec- is obtained from these data by normalizing the angle-
tor component. integrated cross section to the total cross section. The only

Despite the importance of thep elastic scattering cross other open channel is radiative capture that has a very small
section, there is some disagreement concerning its behavigross section of 33ub at this energy.
at neutron energies below 15 MeV. In the past, thp an- These measurements were made at the Institute of
gular distribution was considered to be isotropic in theNuclear and Particle Physics at Ohio University. The present

work is a continuation of earlier measurements by this col-
laboration[26]. The relative differential cross section was
*Present address: Department of Physics, Chemistry & Physiceieasured at six angles simultaneously with telescopes con-

Building, University of Kentucky, Lexington, KY 40506. taining solid-stateA E-E detectors at each angle. To achieve
"Present address: National Institute of Standards and Technologg, 1% overall uncertainty in the relative cross section and
Gaithersburg, MD 20899. accurately use these data to normalize the results to the total
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80 ' ' . . . making detection of the recoil proton the preferred and more
Amd reliable method of measurement of this cross section.
G—8 Armndt ] . . . .
o -0 ENDF/B_VI Lo Although detection of the recoil proton greatly simplifies

o5 Nijmegen and Bonn = the determination of the detector efficiency, the difficulty re-
s—a ENDF/B=V mains that the proton energy varies between the incident

neutron energy and zero over the angular range of scattering.
This has resulted in incomplete angular distributions, with
most experiments around 14 MeV limited to the range of
0°-50° in laboratory proton angle.

To decrease backgrounds, it is customary to detect the
proton in a counter telescope. The use of a pair of detectors,
AE and E in coincidence, can significantly lower back-
grounds both becausg@E/dx and energy are known, and
because the telescope will not detect particles traveling at
significant angles relative to the counter axis. Nearly all pre-
vious measurements utilized a single telescope that was se-
quentially moved to different angles spanning the angular
range of the measurement. An obvious difficulty with this
2 . procedure is that the thicknesses of thE and E detectors
cannot be optimized for all angles. This problem is further
compounded with the need to normalize the data to the inci-
dent neutron intensity for each angle.

0 . . . . . Because of these limitations, it was decided to build a

0 30 60 90 120 150 180 multitelescope scattering chamber specifically for this ex-
Center—of-Mass Angle (degrees) periment. This allowed the detector thickness for bath

) . o andE counters to be optimized for each angle. The goal was

FIG. 1. Comparison of the predicted angular distribution for thet gptain an angular distribution for recoil protons between

n-p elastic scattering at 10 Me\Refs.[12-15,17). 0° and 60° in the laboratory system, corresponding to a neu-
tron scattering angle ranging from 60° to 180° in the center-
cross section, the following criteria should be met: well- of-mass system. This coverage is more complete than most
characterized monoenergetic neutron source, uniform hyef the previous 14 MeV data.
drogenous target, independent consistency checks of the The neutron energy of 10 MeV was chosen for three rea-
recoil-proton yields, an angular range as large as possibleons. First, there were no data in the literature at this energy.
precise angle and solid-angle determination, left-right asymSecond, the Ohio University Accelerator offers a strong
metry corrections, accurate background subtraction, relativeource of neutrons at 10 MeV. And third, at an energy below
neutron fluence monitoring in sample-in and sample-outl4 MeV, fewer partial waves are expected to contribute to
runs, validated finite-size and multiple-scattering correctionsthe scattering leading to a more isotropic differential cross
and a detector system that is optimized for each angle tsection and therefore reducing the problems associated with
match the recoil-proton energy. an incomplete angular distribution. At the same time, the

These considerations were taken into account in the defatter angular distribution makes more stringent demands on
sign of the experimental setup, data acquisition system, anithe precision of the measurement, since the expected varia-
analysis as described in detail in the following sections. Alltion of the center-of-mass differential cross section over the
uncertainties quoted in this paper represemtstandard de- measured angular range is only 8%.
viations. To provide a check of the alignment, detectors were lo-
cated at 0° and on both sides of the beanxd®R°, +24°,
+36°, +£48°, and£60°. In addition to the advantage of
allowing more flexibility in the choice of detector thickness,
A. Scattering chamber design the multitelescope spectrometer increases the data acquisi-
I . . : tion rate. It averages out left-right asymmetries and provides
Two possibilities exist for measuring tmep elastic scat- . : ;

. . . ) a redundant set of independent measurements, which will
tering cross section depending on which of the scattered pay; .
) . . ) ecrease the overall uncertainty. Furthermore, the set of 11
ticles is detected. Most neutron elastic scattering cross sec-

. s : |HdependenﬂE-E telescopes removes problems associated
tions were measured in the past by detecting the scattered ; L
ith the necessity of a very accurate monitoring of the neu-

neutrons. The precision of this method is highly dependen . 7 . S
L . .fron beam intensity, which was required in a number of pre-
on an accurate determination of a neutron detection effi-. : :

. . o : . ... vious experiments for which data were taken one angle at
ciency that is sensitive to energy. hap scattering, a signifi-

cant fraction of the bombarding energy is carried away bya time.

the recoiling proton and the recoil energy varies rapidly with

scattering angle. Contrary to neutron detection, the efficiency
of detection of charged particles with solid-state detectors is The experimental layout is shown in Fig. 2. Quasimo-
very close to 100% and is nearly independent of energynhoenergetic neutronfull width at half maximum is 250

Differential Cross Section (mby/sr)

Il. EXPERIMENTAL DETAILS

B. Neutron Production and Collimation
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behind the tantalum collimator and any charged particles
produced in that material by neutron interactions would be
stopped in the tantalum. Unfortunately, this geometry exhib-
ited an increasing shadowing effect as a function of angle
and was worst for the 60° telescopes. The reason for this is
that at angles other than 0°, part of the sample was hidden
from the detectors by the edges of the sample holder. Uncer-
tainties in the calculation of the correction for this effect led
to the use of a different target design. This alternate design
used a circular film of polypropylene attached to a 0.5-mm
o' - Goor A\%ﬁ“ﬂi thick tantalum plate, and facing th&E-E telescope. The
" " tantalum plate, in this design, was merely used as a target
FIG. 2. Diagram of the apparatus used for the elastic scat- support, and not a collimator; it helps keep the surface of the
tering measurements. sample flat. A flat surface was especially important for the
larger angles where a wavy film would induce a distortion in
keV) were generated in a deuterium-filled gas cell using thehe detected recoil-proton spectrum and could possibly stop
2H(d,n)3He reaction. The centroid energy was 10.04 MeVthe recoiling proton in the case of the 60° angle.
with an uncertainty of 20 keV. A continuous deuteron beam The targets were made from Gldamples, obtained from
of 7.27 MeV was generated with the Ohio University Accel- commercial treated polypropylene, and bonded to the back-
erator Laboratory’s TM-11 tandem Van de Graaff acceleratoing with a thin layer of ethyl cyanoacrylate. The charged
and directed into a 4.42-cm long gas cell containing deuteparticles produced from neutron interactions with the ethyl
rium at a pressure of 276 kPa. This pressure was monitorecyanoacrylate have less than 0.1% calculated effect on the
and was not allowed to drift by more than 14 kPa. The gasross sections obtained in the experiment. Because of the
cell entrance window was a 4/Am tungsten foil and a gold large recoil-proton energy difference between the small and
foil was used to stop the deuterons. Deuteron currents up tihe large angles, two thicknesses were used in the experi-
8 A were used. The neutron fluence was monitored with anent, a thick sample (3:810 3g/cn?) for all angles except
stilbene detector, positioned at approximately 0° relative t®60° to enhance the signal/background ratio, and a thin
the deuteron beam axis. Neutrons produced near 0° wesample (1.4 10 3g/cn?) for all angles. This thin sample
collimated with appropriately shaped blocks of copper andvas required for the 60° angle where a minimum energy loss
tungsten, as shown in Fig. 2, such that the neutron flux ovein the sample is desired. These films need only be analyzed
the CH, sample was uniform and its radial “size” was for impurities, which were negligibly small, and not for ab-
slightly greater than the CHsample size of 10 mm. Neutron solute hydrogen content.
transport calculations were used in the design of the neutron
shielding and collimation system. A radiograph of the neu- D. Alignment and angle determination
tron beam profile was taken and the beam was found to be The scattering chamber, neutron collimator, and target
centered at the center of the scattering chamber, and also fodd gf v ali 'd ith the b i ’ targ
be visibly uniform over a diameter larger than that of the adder were careiully algned wi € beam fin€, using an
hydrogenous target. Collimation close to the sanijiside optical telescope and a laser beam. Scattering angles for each

the scattering chambewas needed to sharpen the edges 01jndividual telescope were then determined with the laser

the neutron beam radial profile, and to significantly reducé)e.am shining up the beam "F‘e thr_ough the telesco_p_e optical
the number of events in the silicahE-E telescopes from axis, and reflected from a mirror fitted onto_a precision go-
stray neutron-induced charged-particle producing reactiondiometer located at the center of the scattering chamber. The

A sheet of tantalum covered the collimator to stop Chargeéjoniometer mirror was then rotated towards the detector in
particles produced in the aluminum entrance window of theluestion until the reflected laser beam spot was at the center

chamber and the neutron-collimation materials. FurthermoreOf the solid-angle-defining collimator situated in front of the

deuteron breakup in the gas cell was investigated in a sep%:E ndnf;ﬁtc\)lzév-rvgg g’ls;:] ?ﬁ%mu Vr:/iiethsntié:rlntz(ljeggoagdTtrr::
rate experimental run using He-filled gas cell. The neu- 9 9 9 P pe-

tron background from deuteron breakup 8He has been scattering angle was read from the goniometer with an esti-

found [27] to be similar to that from deuteron breakup on maée? zta_ccuraci_):joito.ll : | f I tel b
deuterium. A negligible yield of pulses in the identificationt . edablve S0 |t_-ang ihva ues (t)r: a 3esq?p(re§t W;r)/e 00-
windows used for analyzing data was found for measure-aed by counting with a very '2 and unifor 0.5%
ments with the®He cell. variation over a 12.7 mm dlam.eye? Pu a particle source
[28], placed at the sample position, and which had an area
similar to that of the hydrogen scattering sample. Results of
these measurements are shown in Fig. 3 for both of the in-

In our previous worK26], the samples were attached to a dependent data acquisition systeisee below that were
1-cm diameter tantalum collimator acting as a holder, withused in the measurement. There is excellent agreement be-
the sample on the side facing the neutron source. The matéween these two systems for the common detectors I8t°

rial used to bond the sample to the tantalum was positionednd *+24°, which were used to normalize the two indepen-

zzacu
R w

4.55 pm
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[atetateletitetitely

C. Targets
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110 T T T T T 07(’\“‘\& 4 C?"f To25 em Setup 0-48 degrees
Il i:i Il —— deeve Target 1.0 cm diameter
100 | ®-g-=—"®~g O 1 Hﬁb:l
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E detector  AE detector
@15.5cm

Back collimator Front collimator

1.18cm LD,

2.64cm O.D. 1.04 cm LD.
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20 r O Slow Data Acquisition System R - 025 o ik

=— — m Fast Data Acquisition System
2.64cm O.D.
238cm LD.

Sleeve
side view

Percent of Zero—Degree Telescope Yield

—
80 b ——

O |-— 223 cxn‘-| Sleeve End View

FIG. 4. Diagram of the detector assemblies and their collimator
for the n-p elastic scattering measurements. For the detectors at
+60°, rectangular collimators were usé8ee texi.

‘70 1 1 1 1 1
=72 -48 -24 0 24 48 72 ticles from the?*®Pu source. The variation in solid angle was

Angle (degrees) estimated with a Monte Carlo prografdiscussed beloy It
FIG. 3. Measurement of the particle counting rates from a WQS found that a slight change in the collimator inclingtion
239y source for the determination of the relative solid angles.  With respect to the telescope axis (5° to 10°) could yield a
2-10% variation in the relative solid angle. To improve the
dent data acquisition systems to each other. reproducibility of the solid-angle measurement, tight-fitting
The relative solid angles for the60° telescopes were aluminum sleeves were inserted flush against the front the
smaller in magnitude due to the narrower collimator used ta\E detector to securely hold the-AE collimator system.
reduce the kinematic energy spread of the recoil protonsAnother solid-angle-defining collimator was inserted in front
This experiment does not require absolute measurements of the AE detector in addition to the already existing larger
the solid angles since only the shape of the angular distribueollimator placed between tHeandAE detectors. This lay-
tion is measured. out, shown in Fig. 4, allowed the relative solid angle to be
determined in a reliable way without the necessity of open-
E. The detector system ing the scattering chamber and removing thE detectors.
For all angles other than 60°, the front solid angle defining
circular collimator had an inner radius of 0.47 cm, while the

d+60° to th i b < F h tel second larger collimator had an inner radius of 0.6 cm. The
and = 0 the neutron beam axis. ~or each 1elesCop€gne oo|limator was in the shape of a rectangular aperture

thicknesses for thA E andE detectors were chosen to obtain with rounded corners. The smaller side of the rectangle was
a maximum signal-to-noise ratio and minimum baCkgroun%ositioned in the horizontal scattering plane in order to re-
from neutron-induced reactions in silicon. All detectors hadduce the angular acceptance of the telescope. This configu-

an actiye area of 150 nﬁ’n‘j’hii setup prO\éides ahggod Way ration substantially decreased the kinematic energy spread,
to monitor any asymmetry in the neutron beam, hydrogenoug,,iq, js important at this angle and yielded better-defined

target, or in the alignment. recoil-proton peaks
It was determined, in a preliminary experimental run, that '

some modifications of thAE-E telescope geometry used in
our previous work[26] were desirable. In that work, the
solid-angle defining aperture consisted of a circular collima- The electronics consisted of two similar data acquisition
tor located between thAE and theE detectors and flush systems. A “slow” system for all scattering angles with the
against each of the detectors, which were held in place witlexception of 0° and a “fast” system for 0°;-12°, and
Allen screws. Unfortunately, this simple design allowed *24°.

small variations in the inclination of the collimator with re-  The purpose of these two systems was to reduce the dead
spect to the target-detector axis when fe detectors were time for the smaller angles where count rates were much
removed to enable the relative solid-angle measuremenhigher than at the larger angles. Storing of data fortte°
since all but the 60AE detectors will stop 5-MeWw par-  and=24° detectors in both data acquisition systems permits

The 11 telescopes consisted&E-E silicon surface bar-
rier detectors positioned at 0% 12°, +£24°, =36°, =48°,

F. Electronics and data processing
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4000 47
3500 47

3000 47

Counts per Channel

2500 1

2000 - FIG. 5. Two-dimensional display of the pulse

height distribution of the\E andE detectors ob-
tained from a foreground run using the thick tar-
get and the fast data acquisition system.

1500 -7

1000 {7

500 1

the normalization of the two systems without concern fortons were identified from thAE-E information. Legitimate

redundancy allows consistency checks to be made. The majfje appropriate energy. Further restriction was imposed by

difference between the two systems was that timing signal§eing 3 TOF gate on all events that met the particle-type
were generated from a zero-crossover discriminator sign

derived from the linear bipolar signal in the case of the nd energy requirements. The data set consists of several
. ,, . runs for both thin and thick target measurements, along with
slow” system, whereas they were taken directly from the,[h ding back d blank A tvpical
timing output of the preamplifier for the “fast” system. The € corresponading background or biank run. “yplca}, raw
two systems consisted of standard NJ®B] electronic mod- spe(,:‘trum" is shown in Fig. 5. Event data from the "slow” and
ules. For each system, signals from the various detectofg€ ‘fast” systems were treated as independent measure-
were multiplexed into a separate analog to-digital convertef"€Nts and analyzed separately, then normalized to each other
computer system. Each detector generated pulse height aff the final stages of the analysis to obtain the complete
timing information. Pulse height, timing, router, and stilbenerélative angular distribution for a given target thickness. The
neutron monitor signals were stored in an event buffer andiormalization constant in this case was obtained from the
subsequently written to disk for later off-line sorting and average ratio of the proton yields for the telescopes &2°
analysis. and = 24° for the “slow” and “fast” systems.

A coincidence betweek and AE signals was set in the The general procedure used to obtain the recoil-proton
hardware in order to minimize the background due to strayield was to form raw two-dimension& vs AE andE vs
random events. Further background reduction was obtainetiOF scatter plots and draw polygonal gates around the re-
by using the timing signals to generate relative timing infor-gion of interest. The procedure was carried out on both the
mation. A “time-of-flight” signal, henceforth “TOF,” was foreground and the background data. Neutron monitor rates
utilized to gate the event stream during off-line analysis. Thedetermined the normalization coefficient used in the subtrac-
purpose of this gate was to eliminate those events that mefon of the background from the foreground data. Relative
the AE-E coincidence requirement set in the hardware butsolid-angle normalization was applied to the background-
fell outside the time window defined by the TOF gate. Thiscorrected recoil-proton yields using the relative solid-angle
proved most helpful in the case of the 0° and 12° scatteringalues obtained from theé®®Pu « source measurements.
angles, where background levels were high and the rate dfypical results are shown in Figs. 6 and 7.

randomAE-E coincidence occurrences was significant. All corrections were then carried out individually for each
detector and each target thickness. The results show good
[1l. DATA ANALYSIS agreement between the beam-right and beam-left values.

Relative angular distributions were obtained for each target

thickness after averaging the beam-left and beam-right val-
The procedure used in the data analysis is outlined belowes. These distributions were then transformed to the center-

The digitized event stream was sorted by detector and pref-mass system, using relativistic kinematics, fitted with a

A. Outline
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1000

o=-12° precision requirement. For this purpose, a Monte C&vI€)
simulation progranj30] was developed to assist in the de-
sign and analysis of this experiment, and to ascertain proton-
loss mechanisms. The formalism used in the modeling of the
atomic scattering of the ions is that of Ziegler and Biersack
[31]. The program is flexible and can be used to investigate
all aspects of the experiment, and can handle various species

2000 3000 4000
Channel Number

o= 136° of light and heavy ions, as well as most types of amorphous
multilayered scattering media. For the purpose of the present
measurement, proton recoils are traced as they move through
the sample, including scattering from carbon and hydrogen
w . atoms within the target, and then, from the silicon atoms in

1000 2000 3000 4000

the AE detectors. Statistics for the number of straight-line
proton trajectories are stored, as well as those including

Channel Number

E 6000 [
a [
ot 4000 |-
% L
g 2000 |-
(&) L
7] 0 »;

o 1000 2000 3000 4000 0

Channel Number
?g 2000 F
3 1500
5 L
2 1000 —
§ 500 |-
1
o 1000 2000 3000 4000 0
Channel Number

% ®=-60° [
g 400
o [
A r
g 200
8 L

1 N N 8 0 g
8] 1000 2000 3000 4000 o]
Channel Number

1000 2000 3000 4000

0= —60° atomic collisions. The percentage of proton losses due to
multiple scattering, and the finite-geometry effects are esti-
mated from the comparison of these two statistics. This pro-
gram calculates many of the relevant parameters such as en-
o] ergy loss of the recoiling proton in the Gldample and\E

Channel Number detectors, solid-angles subtended by the detectors at the tar-
get, effective scattering angles due to the finite target size,

FIG. 6. Plot of the distribution of pulse heights from three de- gnd straggling.
tectors for events that satisfy the conditions set for legitimate recoil
protons. The foreground as well as the normalized background data 2. Monte Carlo validation
are shown on the left side of the figure, respectively.

It is customary to test the predictions of a computer-

Legendre polynomial, integrated, and finally normalized tosimulation program in a validation procedure consisting of a

the total elastic cross section.

direct statistical measurement. This was accomplished in a
separatey particle counting experimef80]. A brief descrip-

B. Monte Carlo calculations tion of the method used is given here.particles from the

1. Description

thin 23%Pu source were counted with a single movable silicon
solid-state detector, with the same geometry as that used in

A detailed investigation of the various parameters in-the n-p cross section measurement. An angular distribution
volved in this experiment was made necessary by the highwas taken, with 0.3% statistics, for the angles of interest.

Té Q= +24°
s
6 10 §—
2 1025—
210 F
O F
T E L < N I I
Q 2000 3000 4000
Channel Number
) F — _zp°
g 1030 0 36
6 E
5 10°L
I E Dl
g L [o2eS0%etetete%ss
2 0E By
© 1 L RSB
§_I 11| | 1| - | 111 | ‘
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Channel Number

0= —-36°

FIG. 7. Samples of gated and background-
corrected histograms obtained using the thin tar-
get and the slow data acquisition system. The
hatchs on the left plots illustrate the background
overlay. The right column shows the background-
NIRRT I B AR A corrected histograms magnified near the origin

0 1000 2000 3000 4000 for a better view of the residuals.
Channel Number

1000 2000 3000 4000
Channel Number

O T
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3000

j=)
Q
Q

sential not only to the computer-simulation validation proce-
dure, but also to the validity of the solid-angle determination
method used in th@-p cross section measurement. A con-
firmation of this hypothesis was made by measuring the
open-source angular distribution @fparticles in the forward
direction between-60° and+60°. No measurable angular
dependencies were found in this case, which indicates that
T sdonsiact the a source is truly isotropic within the angular range of

000 2000 3000  ° 1000 2000 3000 interest, and that multiple scattering of theparticles within

E-Channel E-Channel the radioactive medium and backing was not significant. This

is consistent with the MC predictions for tHé%Pu source.
Moreover, the calculated thickness deduced from the activity
of the source is in excellent agreement {.5%) with the
nominal value given by the manufacturer.

The MC predictions for the multiple scattering afpar-
ticles in mylar agree with the measurements to within 20%
resulting in an error of less than 0.1%. These results, ob-
5 tained for the case at particles, indicate that the computer
0 b e P TR T T program is working properly, and should yield reliable pre-
E-Channel E-Channel dictions for protons.
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FIG. 8. Scatter plot of a set of typical two-dimensional gates )
(regions of interegtused to select the legitimate recoil protons. C. Corrections
) ) ) ) ) Effects that have a bearing on the recoil-proton yields
Then thin mylar foils of different thicknesses were insertedgre explored in detail for each target and telescope. The
in front of the « source, and the measurements were reyncertainty strongly affects the final accuracy of the mea-
peated. Mylar was used because it can easily be shaped in{grement. Finite-size effects as well as multiple scattering in
a thin flat foil, whereas polypropylene foils tend to sag andie hydrogen target and theE detectors were calculated

are difficult to mainFain in a flat positi_on. A comparison o_f with the MC program, for both the thin and the thick target,
the measurement without the mylar foils to one with mylar is; 4 the results were used to correct the proton yields.
a good estimate of the multiple scattering of thearticles

within the mylar foils and its angular dependence. This con- g

T T T T T
figuration was modeled with the MC program whose predic-
tions were then compared with the experimental results. ® Data s
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FIG. 10. Differential Hf,n) cross section at 10-MeV neutron
FIG. 9. Distribution of pulse heights for the surgk{ AE) for energy compared to the predictions of Arndt, Nijmegen, Bonn,
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TABLE I. Summary of experimental data. The values given in number of stray neutron events for the 0° telescope, and, to
the table are obtained from a normalization of the measured angley lesser extent, for the 12° telescope. Its use also resulted in
integrated cross section to the Breit-HopkiBd] total elastic cross  the reduction of uncertainties in proton yield due to the shape
section value after radiative capture correction. of the E-AE gate when both gates were applied simulta-
neously. The proton yields were in good agreement for all

Ocm. 7(Ocm) (mb/sy Ao (mbisy sets of gates used in the analysis.

180.00 78.95 0.66 Because of straggling, the 48° and @®@Uetectors exhib-
155.94 77.81 0.39 ited a residual tail in the recoil-proton peak after background
131.89 77.07 0.40 subtraction. This tail was quite sizable, amounting to about
107.86 76.22 0.42 5% of the peak sum at 60°, and about 0.8% for 48°, both
83.85 74.59 0.46 values resulting in an unacceptable overall uncertainty in the
59.87 73.98 1.24 proton yield for these data points. These two angles are cru-

cial to the accurate determination of the shape of the angular
distribution. To alleviate this problem, tieand AE signals

The #*®Pu « source used in the measurement of the relafrom the raw data were gain matched using the MC program,
tive solid angles and in testing the MC program, wasthen summed to obtain the total recoil energy for each event.
checked and modeled to resolve a number of issues related 4g,e analysis procedure outlined above was repeated, result-
the multiple scattering of ther particles in the radioactive jng in a dramatic reduction of the residual tail to about 0.6%

m.attlarial and the size of that deposi'g. _Multiple.scatteringof the total peak sum for the 60° right telescope, and only
within the source was completely negligible as discussed ify 5q4 for the 60° left telescope. The results are shown in Fig.
the preceding section. Moreover, it was established that thg for the +60° (beam-lefi telescope.

difference in diameter between tté®Pu source(1.27 cm All corrections were then performed individually for each

and the hydrogenous sampl.0 cm has no measurable yetector and each target thickness. Relative angular distribu-
effects on the solid-angle determination, largely because thg,ns were obtained for each target thickness after averaging
source is extremely thin and uniform, and that the whole areg,o peam-left and beam-right values. These distributions
of the deposit was seen by teE-E telescope. were then transformed to the center-of-mass system, using
_ Calculations of proton counting losses from nuclear reacyg|aiivistic kinematics, fitted with a Legendre polynomial,
tions in silicon at the proton energies under considerationiegrated and finally normalized to the total elastic cross
showed that these were less than 0.1%, in agreement Witlhtion of 943.2 mb as given by Hopkins and Bf&i]. It
Refs.[32,33. should be mentioned that ENDF/B{\t2] is the same as the

Various E-AE and E-TOF gates of reasonable sizes andygnkins-Breit evaluation using the Yale phase-shift poten-
shapegan example is shown in Fig) 8vere utilized to ob- 55

tain the raw proton yields. Upon comparison, it appeared that
these yields were, to a large extent, independent of any par-
ticular set of gates, except at 0° where a maximum of 0.9%
difference in proton yield was obtained for different sets of The deduced angular distribution is shown in Fig. 10 and
E-AE gates. This was expected because of the larger level disted in Table I. The angular distribution is peaked in the
background events for this telescope, which was directly irbackward direction, consistent with an exchange interaction,
the path of the neutron beam. THeTOF gate had little a virtual charged pion is exchanged between the proton and
impact on the yields for angles larger than 12° where thehe neutron, thus exchanging their identities. There is no for-
spectra were very clean, but was very helpful in reducing thevard peak that would indicate a scattering from the tail of

IV. RESULTS AND DISCUSSION

TABLE II. List of estimated uncertainties. Other secondary sources of uncertaiM@ste Carlo cor-
rections, foreground-background normalization, and solid-angle uncertaiatesot listed in the table, but
are included in the value of the total estimated uncertainty, which relates to the shape of the angular
distribution and does not include the total cross section normalization uncertainty.

Ocm. Foreground Background Total Gate Total
statistical statistical statistical size estimated
uncertainty uncertainty uncertainty uncertainty uncertainty
(%) (%) (%) (%) (%)
180.00 0.593 0.212 0.804 0.5 0.835
155.94 0.401 0.045 0.450 0.2 0.509
131.89 0.424 0.081 0.443 0.1 0.516
107.86 0.458 0.110 0.471 <0.1 0.554
83.85 0.520 0.160 0.544 <0.1 0.619
59.87 1.410 0.829 1.636 <0.1 1.665
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TABLE IIl. Summary of x* values obtained from the compari- normalize the present data. It should be mentioned that in the
son of the data with the modelg? is obtained from the experimen- comparisons listed in Table IlI, the angular distributions from
tal data points. the predictions(i.e., ™) were renormalized using the
value ot=943.2 mb, thus subtracting any effect due to the

X uncertainty in the total cross section value.
ENDF/B-V 2.17 Good agreement with the present data was obtained for
ENDF/B-VI 2.54 the CD Bonn[11] and Nijmeger 7] potentials, Arndt SM94
Arndt SM94 0.47 (phase-shift analysi§17,18, and the ENDF/B-\V[12] data
Nijmegen-Bonn 0.48 evaluation, with a somewhat better agreement for the CD

Bonn model and Arndt partial-wave analysis. The ENDF/
B-VI [13] angular distribution does not appear to have the
then-p potential in agreement with the results shown in Fig.right angular dependence at this energy. Furthermore, its to-
1. Figure 10 compares the data to some recent theoreticél cross section predictions are lower than most of the ex-
predictions and phase-shift analysg%11,18 and to the perimental data at this energy, for example, in R&b]
ENDF/B-V[12] and ENDF/B-VI[13] data evaluations using g,=948 mb. The ENDF/B-VI evaluation was strongly in-
the total cross section value given by Hopkins-Bii&d4]  fluenced by measurements at about 14-MeV neutron energy
o=943.2 mb to normalize the angular distribution. The[21]. The publication of this work has been investigated and
estimated average uncertainty of the present measurementdgme serious problems were found with the analysis of that
better than 0.8%. Table Il gives a list of of the most signifi- oy neriment. Pulse height distributions for the foreground and
cant sources of errors. The begt/datum is obtained when background measurements indicate that there were tails,
the three lowest-order Legendre polynomials are used 10 fif, ontg of lower pulse height, which have not been explained.
theT?]ata, W'th a small contribution from the third term. It is difficult to evaluate errors associated with this. Also, the
€ quantity measurements were made at a time when it was difficult to

N experiment__model, 2 make corrections for the effects resulting from proton scat-

2o 1 | i tering in the polyethyl d th ional
2= > ering in the polyethylene target and the proportional
N-1i= Ay counters used in the experiment. Unfortunately, the publica-

. ) o . ) tion does not contain all the information necessary to calcu-
is the comparison criterion used to determine which of theate these corrections. Assuming that the drawing of the
models and evaluations arze in better agreement Wl-th theounter telescopéFig. 3 of Ref.[21]) is drawn to scale, an

present datésee Table Ill. x* corresponds to & comparison ggtimate of the error introduced by not including these cor-

to the measured Sxﬁe”m.entfggft?' ggf totd slcattehnng rections was obtained with the Monte Carlo program used in
cross sections and the rat|o§ Jlo( ) are aiso shown 4o present experiment. This error is tentatively estimated at
in Table IV which shows a disagreement in the correct valué,o, "1 error should be added in quadrature with the un-

of the n-p total cross section of the order 6f1%. In Ref. o . o .
. : - . . certainties shown for each data point in the publication. This
[5] in which the Nijmegen potentigand also the Paris po- will represent a lower limit since we have not assigned an

:ﬁm'al [35) was fogn? to ovi(r)estlrgag:t(e)otml\t/lep\;otaldcross N error from the tails in the pulse height distribution. Addition-
€ etnet[]gy range be \éveledn i an h Be ' ‘?3” ‘? CQﬁﬁr}glmré'lly, errors were found in the center-of-mass angles used in
son lo the experimental data using the bonn B pote their analyses, which we have corrected. In summary, uncer-

yielded the Iow_esb(zl datl_Jm. Th_e potential models and the tainties in the results of Ref21] seem to be larger than
Arndt phase-shift analysis predict a larger total cross sectio reviously reported

than either ENDF/B-V or ENDF/B-VI data evaluations. For
this reason the intermediate value of 943.2 mb was used to

TABLE IV. Summary of n-p total cross sections values and V. CONCLUSION

0(180°)/0(60°) ratios at 10 MeV from potential models, phase-  \ye have measured the shape of thenh{ scattering
shift analysis, and data evaluations obtained from R&f®,11— angular distribution between 60° and 180° in the center-of-
13,17. The value listed fowr for the present data is not a new \»qo system with an average uncertainty of better than 0.8%.
measurement, but rather is_the value to which the present relativehe uncertainty in the neutron energy contributed less than
cross sections were normalized. 0.1% to this from variations of corrections with energy. The
angular distribution is backward peaked, an indication of the

Tt (M) o(180°)/r(60%) dominance of the pion-exchange character ofrihe inter-
ENDF/B-V 943.2 1.049 action at this energy. A least-squares Legendre polynomial fit
ENDF/B-VI 938.2 1.083 to the measured differential cross section in the center-of-
Arndt-SM94 946.6 1.060 mass system requiré® P, and a small fraction oD waves
Nijmegen 946.5 1.062 be included for the best fit, and is expressed as
CD Bonn 944.5 1.063
Present data 943.2 1.063

d(Ocm)=ap+a;P1+a,P,,
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whereP, andP, are Legendre polynomials of order 1 and 2, ment with ENDF/B-VI suggests there may be problems with
respectively. The parameters of the least-square fit to the dathe accuracy of the data at 14 Me\21] that are not as

are given(in mb/sp as accurate as claimed.
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