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Measurement of then-p elastic scattering angular distribution at EnÄ10 MeV
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The relative cross sections for scattering of neutrons by protons have been measured atEn510 MeV for
center-of-mass neutron scattering angles from 60° to 180°. Absolute differential cross section values were
obtained by normalizing the angle-integrated relative angular distribution to then-p total cross section. The
angular distribution exhibits a backward enhancement consistent with an exchange component of then-p
interaction at this energy. The relative shape of the angular distribution is in good agreement with the predic-
tion of the charge-dependent Bonn and Nijmegen potential models and with the Arndt phase-shift analysis.
Better agreement is found with the evaluated nuclear data files~ENDF!/B-V than with the ENDF/B-VI
evaluation.
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I. INTRODUCTION

The nature of the nuclear force has been a central issu
nuclear physics especially since the discovery of the neu
by Chadwick in 1932@1#. A description of this force has
proved to be a daunting undertaking, and the first semiqu
titative description@2# did not appear until 1957, a quarte
century after Chadwick’s discovery. However, a great dea
progress has been accomplished since then in understan
the nuclear force. This progress is reviewed in Refs.@3–6#.
Most of what is known today about the nuclear force w
obtained from measurements of the nucleon-nucleon (NN)
interaction and the elastic angular distribution provides a
of the physics built in a given theoretical model. These m
surements are used to refine theoretical models and ph
shift analyses and uncertainties in the results obtained f
such analyses are affected by the limited data base. Ove
last 70 years of investigations, a large body of precisep-p
cross section data over a wide energy range was made a
able. That is not the case for then-p cross section data
which are less accurate than the correspondingp-p data. This
reduced accuracy was not a problem in the past, but, with
advent of high-precision potential models, phase-shift an
ses, and sophisticated data evaluation methods in re
years @7–13#, more accuraten-p cross section data ar
needed for a detailed test of their results. Moreover, the e
tic n-p differential cross section involves both isoscalarT
50) and isovector (T51) components of theNN interac-
tion, while the thep-p cross section involves only the isove
tor component.

Despite the importance of then-p elastic scattering cros
section, there is some disagreement concerning its beha
at neutron energies below 15 MeV. In the past, then-p an-
gular distribution was considered to be isotropic in t
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center-of-mass system, at or below 10-MeV neutron ene
However, theoretical model calculations@7,9,11,14–16#,
phase-shift analyses@17,18#, and data evaluations@12,13# in-
dicate the existence of a degree of anisotropy in the dif
ential cross section, whose magnitude and shape are
open to discussion.

At the present time, data for then-p differential cross
section with 1–2 % overall uncertainty are available in t
energy region above 20 MeV. Below 20 MeV, the best ava
able data sets@19–25# are clustered around 14 MeV an
generally characterized by large error bars. Even accoun
for these large uncertainties, these data sets still differ
nificantly. These discrepancies influence evaluated nuc
data files~ENDF! where, for example, the two ENDF evalu
ations @12,13# show discrepancies of about 2% at 10 Me
The predictions obtained from the Arndt phase shifts@17,18#,
the Nijmegen@7,9,14,16#, and the full Bonn and charge
dependent Bonn~CD Bonn! @11,15# potentials are in excel-
lent agreement at 10 MeV but no elastic scattering data
available to check these predictions or to aid in making
choice between the ENDF/B-V and ENDF/B-VI evaluation
A comparison of these predictions is shown in Fig. 1.

To remedy this unsatisfactory situation, improve o
knowledge of this important cross section, and test the v
ous predictions, a high-precision ('1%) measurement wa
needed. To this end, the present measurements were ma
the shape of the hydrogen differential cross section at
MeV neutron energy. The absolute differential cross sect
is obtained from these data by normalizing the ang
integrated cross section to the total cross section. The o
other open channel is radiative capture that has a very s
cross section of 33mb at this energy.

These measurements were made at the Institute
Nuclear and Particle Physics at Ohio University. The pres
work is a continuation of earlier measurements by this c
laboration @26#. The relative differential cross section wa
measured at six angles simultaneously with telescopes
taining solid-stateDE-E detectors at each angle. To achie
a 1% overall uncertainty in the relative cross section a
accurately use these data to normalize the results to the
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cross section, the following criteria should be met: we
characterized monoenergetic neutron source, uniform
drogenous target, independent consistency checks of
recoil-proton yields, an angular range as large as poss
precise angle and solid-angle determination, left-right asy
metry corrections, accurate background subtraction, rela
neutron fluence monitoring in sample-in and sample-
runs, validated finite-size and multiple-scattering correctio
and a detector system that is optimized for each angle
match the recoil-proton energy.

These considerations were taken into account in the
sign of the experimental setup, data acquisition system,
analysis as described in detail in the following sections.
uncertainties quoted in this paper represent 1s standard de-
viations.

II. EXPERIMENTAL DETAILS

A. Scattering chamber design

Two possibilities exist for measuring then-p elastic scat-
tering cross section depending on which of the scattered
ticles is detected. Most neutron elastic scattering cross
tions were measured in the past by detecting the scatt
neutrons. The precision of this method is highly depend
on an accurate determination of a neutron detection e
ciency that is sensitive to energy. Inn-p scattering, a signifi-
cant fraction of the bombarding energy is carried away
the recoiling proton and the recoil energy varies rapidly w
scattering angle. Contrary to neutron detection, the efficie
of detection of charged particles with solid-state detector
very close to 100% and is nearly independent of ene

FIG. 1. Comparison of the predicted angular distribution for
n-p elastic scattering at 10 MeV~Refs.@12–15,17#!.
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making detection of the recoil proton the preferred and m
reliable method of measurement of this cross section.

Although detection of the recoil proton greatly simplifie
the determination of the detector efficiency, the difficulty r
mains that the proton energy varies between the incid
neutron energy and zero over the angular range of scatte
This has resulted in incomplete angular distributions, w
most experiments around 14 MeV limited to the range
0° –50° in laboratory proton angle.

To decrease backgrounds, it is customary to detect
proton in a counter telescope. The use of a pair of detect
DE and E in coincidence, can significantly lower back
grounds both becausedE/dx and energy are known, an
because the telescope will not detect particles traveling
significant angles relative to the counter axis. Nearly all p
vious measurements utilized a single telescope that was
quentially moved to different angles spanning the angu
range of the measurement. An obvious difficulty with th
procedure is that the thicknesses of theDE andE detectors
cannot be optimized for all angles. This problem is furth
compounded with the need to normalize the data to the i
dent neutron intensity for each angle.

Because of these limitations, it was decided to build
multitelescope scattering chamber specifically for this
periment. This allowed the detector thickness for bothDE
andE counters to be optimized for each angle. The goal w
to obtain an angular distribution for recoil protons betwe
0° and 60° in the laboratory system, corresponding to a n
tron scattering angle ranging from 60° to 180° in the cent
of-mass system. This coverage is more complete than m
of the previous 14 MeV data.

The neutron energy of 10 MeV was chosen for three r
sons. First, there were no data in the literature at this ene
Second, the Ohio University Accelerator offers a stro
source of neutrons at 10 MeV. And third, at an energy bel
14 MeV, fewer partial waves are expected to contribute
the scattering leading to a more isotropic differential cro
section and therefore reducing the problems associated
an incomplete angular distribution. At the same time,
flatter angular distribution makes more stringent demands
the precision of the measurement, since the expected v
tion of the center-of-mass differential cross section over
measured angular range is only 8%.

To provide a check of the alignment, detectors were
cated at 0° and on both sides of the beam at612°, 624°,
636°, 648°, and660°. In addition to the advantage o
allowing more flexibility in the choice of detector thicknes
the multitelescope spectrometer increases the data acq
tion rate. It averages out left-right asymmetries and provi
a redundant set of independent measurements, which
decrease the overall uncertainty. Furthermore, the set o
independentDE-E telescopes removes problems associa
with the necessity of a very accurate monitoring of the n
tron beam intensity, which was required in a number of p
vious experiments for which data were taken one angle
a time.

B. Neutron Production and Collimation

The experimental layout is shown in Fig. 2. Quasim
noenergetic neutrons~full width at half maximum is 250
4-2
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keV! were generated in a deuterium-filled gas cell using
2H(d,n)3He reaction. The centroid energy was 10.04 M
with an uncertainty of 20 keV. A continuous deuteron be
of 7.27 MeV was generated with the Ohio University Acce
erator Laboratory’s TM-11 tandem Van de Graaff accelera
and directed into a 4.42-cm long gas cell containing deu
rium at a pressure of 276 kPa. This pressure was monito
and was not allowed to drift by more than 14 kPa. The g
cell entrance window was a 4.1-mm tungsten foil and a gold
foil was used to stop the deuterons. Deuteron currents u
8 mA were used. The neutron fluence was monitored wit
stilbene detector, positioned at approximately 0° relative
the deuteron beam axis. Neutrons produced near 0° w
collimated with appropriately shaped blocks of copper a
tungsten, as shown in Fig. 2, such that the neutron flux o
the CH2 sample was uniform and its radial ‘‘size’’ wa
slightly greater than the CH2 sample size of 10 mm. Neutro
transport calculations were used in the design of the neu
shielding and collimation system. A radiograph of the ne
tron beam profile was taken and the beam was found to
centered at the center of the scattering chamber, and als
be visibly uniform over a diameter larger than that of t
hydrogenous target. Collimation close to the sample~inside
the scattering chamber! was needed to sharpen the edges
the neutron beam radial profile, and to significantly redu
the number of events in the siliconDE-E telescopes from
stray neutron-induced charged-particle producing reactio
A sheet of tantalum covered the collimator to stop charg
particles produced in the aluminum entrance window of
chamber and the neutron-collimation materials. Furtherm
deuteron breakup in the gas cell was investigated in a s
rate experimental run using a3He-filled gas cell. The neu
tron background from deuteron breakup on3He has been
found @27# to be similar to that from deuteron breakup o
deuterium. A negligible yield of pulses in the identificatio
windows used for analyzing data was found for measu
ments with the3He cell.

C. Targets

In our previous work@26#, the samples were attached to
1-cm diameter tantalum collimator acting as a holder, w
the sample on the side facing the neutron source. The m
rial used to bond the sample to the tantalum was positio

FIG. 2. Diagram of the apparatus used for then-p elastic scat-
tering measurements.
01400
e

r
-

ed
s

to
a
o
re
d
er

n
-
e
to

f
e

s.
d
e
e,
a-

-

h
te-
d

behind the tantalum collimator and any charged partic
produced in that material by neutron interactions would
stopped in the tantalum. Unfortunately, this geometry exh
ited an increasing shadowing effect as a function of an
and was worst for the 60° telescopes. The reason for th
that at angles other than 0°, part of the sample was hid
from the detectors by the edges of the sample holder. Un
tainties in the calculation of the correction for this effect l
to the use of a different target design. This alternate des
used a circular film of polypropylene attached to a 0.5-m
thick tantalum plate, and facing theDE-E telescope. The
tantalum plate, in this design, was merely used as a ta
support, and not a collimator; it helps keep the surface of
sample flat. A flat surface was especially important for t
larger angles where a wavy film would induce a distortion
the detected recoil-proton spectrum and could possibly s
the recoiling proton in the case of the 60° angle.

The targets were made from CH2 samples, obtained from
commercial treated polypropylene, and bonded to the ba
ing with a thin layer of ethyl cyanoacrylate. The charg
particles produced from neutron interactions with the et
cyanoacrylate have less than 0.1% calculated effect on
cross sections obtained in the experiment. Because of
large recoil-proton energy difference between the small
the large angles, two thicknesses were used in the exp
ment, a thick sample (3.831023g/cm2) for all angles except
60° to enhance the signal/background ratio, and a t
sample (1.431023g/cm2) for all angles. This thin sample
was required for the 60° angle where a minimum energy l
in the sample is desired. These films need only be analy
for impurities, which were negligibly small, and not for ab
solute hydrogen content.

D. Alignment and angle determination

The scattering chamber, neutron collimator, and tar
ladder were carefully aligned with the beam line, using
optical telescope and a laser beam. Scattering angles for
individual telescope were then determined with the la
beam shining up the beam line through the telescope op
axis, and reflected from a mirror fitted onto a precision g
niometer located at the center of the scattering chamber.
goniometer mirror was then rotated towards the detecto
question until the reflected laser beam spot was at the ce
of the solid-angle-defining collimator situated in front of th
DE detector. The laser beam was then turned off and
alignment viewed again through the optical telescope. T
scattering angle was read from the goniometer with an e
mated accuracy of60.1°.

Relative solid-angle values for all telescopes were
tained by counting with a very thin and uniform (60.5%
variation over a 12.7 mm diameter! 239Pu a particle source
@28#, placed at the sample position, and which had an a
similar to that of the hydrogen scattering sample. Results
these measurements are shown in Fig. 3 for both of the
dependent data acquisition systems~see below! that were
used in the measurement. There is excellent agreemen
tween these two systems for the common detectors at612°
and 624°, which were used to normalize the two indepe
4-3
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N. BOUKHAROUBA et al. PHYSICAL REVIEW C 65 014004
dent data acquisition systems to each other.
The relative solid angles for the660° telescopes were

smaller in magnitude due to the narrower collimator used
reduce the kinematic energy spread of the recoil proto
This experiment does not require absolute measuremen
the solid angles since only the shape of the angular distr
tion is measured.

E. The detector system

The 11 telescopes consisted ofDE-E silicon surface bar-
rier detectors positioned at 0°,612°, 624°, 636°, 648°,
and 660° to the neutron beam axis. For each telesco
thicknesses for theDE andE detectors were chosen to obta
a maximum signal-to-noise ratio and minimum backgrou
from neutron-induced reactions in silicon. All detectors h
an active area of 150 mm2. This setup provides a good wa
to monitor any asymmetry in the neutron beam, hydrogen
target, or in the alignment.

It was determined, in a preliminary experimental run, th
some modifications of theDE-E telescope geometry used
our previous work@26# were desirable. In that work, th
solid-angle defining aperture consisted of a circular collim
tor located between theDE and theE detectors and flush
against each of the detectors, which were held in place w
Allen screws. Unfortunately, this simple design allow
small variations in the inclination of the collimator with re
spect to the target-detector axis when theDE detectors were
removed to enable the relative solid-angle measurem
since all but the 60°DE detectors will stop 5-MeVa par-

FIG. 3. Measurement of thea particle counting rates from a
239Pu source for the determination of the relative solid angles.
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ticles from the239Pu source. The variation in solid angle wa
estimated with a Monte Carlo program~discussed below!. It
was found that a slight change in the collimator inclinati
with respect to the telescope axis (5° to 10°) could yield
2–10 % variation in the relative solid angle. To improve t
reproducibility of the solid-angle measurement, tight-fittin
aluminum sleeves were inserted flush against the front
DE detector to securely hold theE-DE collimator system.
Another solid-angle-defining collimator was inserted in fro
of the DE detector in addition to the already existing larg
collimator placed between theE andDE detectors. This lay-
out, shown in Fig. 4, allowed the relative solid angle to
determined in a reliable way without the necessity of op
ing the scattering chamber and removing theDE detectors.
For all angles other than 60°, the front solid angle defin
circular collimator had an inner radius of 0.47 cm, while t
second larger collimator had an inner radius of 0.6 cm. T
60° collimator was in the shape of a rectangular apert
with rounded corners. The smaller side of the rectangle w
positioned in the horizontal scattering plane in order to
duce the angular acceptance of the telescope. This con
ration substantially decreased the kinematic energy spr
which is important at this angle and yielded better-defin
recoil-proton peaks.

F. Electronics and data processing

The electronics consisted of two similar data acquisit
systems. A ‘‘slow’’ system for all scattering angles with th
exception of 0° and a ‘‘fast’’ system for 0°,612°, and
624°.

The purpose of these two systems was to reduce the d
time for the smaller angles where count rates were m
higher than at the larger angles. Storing of data for the612°
and624° detectors in both data acquisition systems perm

FIG. 4. Diagram of the detector assemblies and their collima
for the n-p elastic scattering measurements. For the detector
660°, rectangular collimators were used.~See text.!
4-4
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FIG. 5. Two-dimensional display of the puls
height distribution of theDE andE detectors ob-
tained from a foreground run using the thick ta
get and the fast data acquisition system.
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the normalization of the two systems without concern
uncertainties in the calculation of dead time losses. Also,
redundancy allows consistency checks to be made. The m
difference between the two systems was that timing sign
were generated from a zero-crossover discriminator sig
derived from the linear bipolar signal in the case of t
‘‘slow’’ system, whereas they were taken directly from th
timing output of the preamplifier for the ‘‘fast’’ system. Th
two systems consisted of standard NIM@29# electronic mod-
ules. For each system, signals from the various detec
were multiplexed into a separate analog to-digital conve
computer system. Each detector generated pulse heigh
timing information. Pulse height, timing, router, and stilbe
neutron monitor signals were stored in an event buffer
subsequently written to disk for later off-line sorting an
analysis.

A coincidence betweenE and DE signals was set in the
hardware in order to minimize the background due to st
random events. Further background reduction was obta
by using the timing signals to generate relative timing inf
mation. A ‘‘time-of-flight’’ signal, henceforth ‘‘TOF,’’ was
utilized to gate the event stream during off-line analysis. T
purpose of this gate was to eliminate those events that
the DE-E coincidence requirement set in the hardware
fell outside the time window defined by the TOF gate. Th
proved most helpful in the case of the 0° and 12° scatte
angles, where background levels were high and the rat
randomDE-E coincidence occurrences was significant.

III. DATA ANALYSIS

A. Outline

The procedure used in the data analysis is outlined be
The digitized event stream was sorted by detector and
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tons were identified from theDE-E information. Legitimate
events were those corresponding to protons recoiling w
the appropriate energy. Further restriction was imposed
setting a TOF gate on all events that met the particle-t
and energy requirements. The data set consists of sev
runs for both thin and thick target measurements, along w
the corresponding background or blank run. A typical ra
spectrum is shown in Fig. 5. Event data from the ‘‘slow’’ an
the ‘‘fast’’ systems were treated as independent meas
ments and analyzed separately, then normalized to each o
in the final stages of the analysis to obtain the compl
relative angular distribution for a given target thickness. T
normalization constant in this case was obtained from
average ratio of the proton yields for the telescopes at612°
and624° for the ‘‘slow’’ and ‘‘fast’’ systems.

The general procedure used to obtain the recoil-pro
yield was to form raw two-dimensionalE vs DE and E vs
TOF scatter plots and draw polygonal gates around the
gion of interest. The procedure was carried out on both
foreground and the background data. Neutron monitor ra
determined the normalization coefficient used in the subtr
tion of the background from the foreground data. Relat
solid-angle normalization was applied to the backgrou
corrected recoil-proton yields using the relative solid-an
values obtained from the239Pu a source measurements
Typical results are shown in Figs. 6 and 7.

All corrections were then carried out individually for eac
detector and each target thickness. The results show g
agreement between the beam-right and beam-left val
Relative angular distributions were obtained for each tar
thickness after averaging the beam-left and beam-right
ues. These distributions were then transformed to the cen
of-mass system, using relativistic kinematics, fitted with
4-5
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Legendre polynomial, integrated, and finally normalized
the total elastic cross section.

B. Monte Carlo calculations

1. Description

A detailed investigation of the various parameters
volved in this experiment was made necessary by the h

FIG. 6. Plot of the distribution of pulse heights from three d
tectors for events that satisfy the conditions set for legitimate re
protons. The foreground as well as the normalized background
are shown on the left side of the figure, respectively.
01400
-
h-

precision requirement. For this purpose, a Monte Carlo~MC!
simulation program@30# was developed to assist in the d
sign and analysis of this experiment, and to ascertain pro
loss mechanisms. The formalism used in the modeling of
atomic scattering of the ions is that of Ziegler and Biersa
@31#. The program is flexible and can be used to investig
all aspects of the experiment, and can handle various spe
of light and heavy ions, as well as most types of amorph
multilayered scattering media. For the purpose of the pres
measurement, proton recoils are traced as they move thro
the sample, including scattering from carbon and hydrog
atoms within the target, and then, from the silicon atoms
the DE detectors. Statistics for the number of straight-li
proton trajectories are stored, as well as those includ
atomic collisions. The percentage of proton losses due
multiple scattering, and the finite-geometry effects are e
mated from the comparison of these two statistics. This p
gram calculates many of the relevant parameters such as
ergy loss of the recoiling proton in the CH2 sample andDE
detectors, solid-angles subtended by the detectors at the
get, effective scattering angles due to the finite target s
and straggling.

2. Monte Carlo validation

It is customary to test the predictions of a comput
simulation program in a validation procedure consisting o
direct statistical measurement. This was accomplished
separatea particle counting experiment@30#. A brief descrip-
tion of the method used is given here.a particles from the
thin 239Pu source were counted with a single movable silic
solid-state detector, with the same geometry as that use
the n-p cross section measurement. An angular distribut
was taken, with 0.3% statistics, for the angles of intere

-
il
ta
d-
ar-
he
nd
d-
in
FIG. 7. Samples of gated and backgroun
corrected histograms obtained using the thin t
get and the slow data acquisition system. T
hatchs on the left plots illustrate the backgrou
overlay. The right column shows the backgroun
corrected histograms magnified near the orig
for a better view of the residuals.
4-6
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Then thin mylar foils of different thicknesses were insert
in front of the a source, and the measurements were
peated. Mylar was used because it can easily be shaped
a thin flat foil, whereas polypropylene foils tend to sag a
are difficult to maintain in a flat position. A comparison
the measurement without the mylar foils to one with mylar
a good estimate of the multiple scattering of thea particles
within the mylar foils and its angular dependence. This c
figuration was modeled with the MC program whose pred
tions were then compared with the experimental results.

A very important first step was to test the assumption
isotropy of the239Pu a source, the validity of which is es

FIG. 8. Scatter plot of a set of typical two-dimensional ga
~regions of interest! used to select the legitimate recoil protons.

FIG. 9. Distribution of pulse heights for the sum (E1DE) for
telescope160°.
01400
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sential not only to the computer-simulation validation proc
dure, but also to the validity of the solid-angle determinati
method used in then-p cross section measurement. A co
firmation of this hypothesis was made by measuring
open-source angular distribution ofa particles in the forward
direction between260° and160°. No measurable angula
dependencies were found in this case, which indicates
the a source is truly isotropic within the angular range
interest, and that multiple scattering of thea particles within
the radioactive medium and backing was not significant. T
is consistent with the MC predictions for the239Pu source.
Moreover, the calculated thickness deduced from the acti
of the source is in excellent agreement (60.5%) with the
nominal value given by the manufacturer.

The MC predictions for the multiple scattering ofa par-
ticles in mylar agree with the measurements to within 20
resulting in an error of less than 0.1%. These results,
tained for the case ofa particles, indicate that the compute
program is working properly, and should yield reliable pr
dictions for protons.

C. Corrections

Effects that have a bearing on the recoil-proton yie
were explored in detail for each target and telescope.
uncertainty strongly affects the final accuracy of the m
surement. Finite-size effects as well as multiple scattering
the hydrogen target and theDE detectors were calculate
with the MC program, for both the thin and the thick targ
and the results were used to correct the proton yields.

s

FIG. 10. Differential H(n,n) cross section at 10-MeV neutro
energy compared to the predictions of Arndt, Nijmegen, Bo
ENDF/B-V, and ENDF/B-VI.
4-7
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The 239Pu a source used in the measurement of the re
tive solid angles and in testing the MC program, w
checked and modeled to resolve a number of issues relat
the multiple scattering of thea particles in the radioactive
material and the size of that deposit. Multiple scatter
within the source was completely negligible as discusse
the preceding section. Moreover, it was established that
difference in diameter between the239Pu source~1.27 cm!
and the hydrogenous sample~1.0 cm! has no measurabl
effects on the solid-angle determination, largely because
source is extremely thin and uniform, and that the whole a
of the deposit was seen by theDE-E telescope.

Calculations of proton counting losses from nuclear re
tions in silicon at the proton energies under considera
showed that these were less than 0.1%, in agreement
Refs.@32,33#.

Various E-DE and E-TOF gates of reasonable sizes a
shapes~an example is shown in Fig. 8! were utilized to ob-
tain the raw proton yields. Upon comparison, it appeared
these yields were, to a large extent, independent of any
ticular set of gates, except at 0° where a maximum of 0.
difference in proton yield was obtained for different sets
E-DE gates. This was expected because of the larger lev
background events for this telescope, which was directly
the path of the neutron beam. TheE-TOF gate had little
impact on the yields for angles larger than 12° where
spectra were very clean, but was very helpful in reducing

TABLE I. Summary of experimental data. The values given
the table are obtained from a normalization of the measured an
integrated cross section to the Breit-Hopkins@34# total elastic cross
section value after radiative capture correction.

Qc.m. s(Qc.m.) ~mb/sr! Ds ~mb/sr!

180.00 78.95 0.66
155.94 77.81 0.39
131.89 77.07 0.40
107.86 76.22 0.42
83.85 74.59 0.46
59.87 73.98 1.24
01400
-
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to
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number of stray neutron events for the 0° telescope, and
a lesser extent, for the 12° telescope. Its use also resulte
the reduction of uncertainties in proton yield due to the sh
of the E-DE gate when both gates were applied simul
neously. The proton yields were in good agreement for
sets of gates used in the analysis.

Because of straggling, the 48° and 60°E detectors exhib-
ited a residual tail in the recoil-proton peak after backgrou
subtraction. This tail was quite sizable, amounting to ab
5% of the peak sum at 60°, and about 0.8% for 48°, b
values resulting in an unacceptable overall uncertainty in
proton yield for these data points. These two angles are
cial to the accurate determination of the shape of the ang
distribution. To alleviate this problem, theE andDE signals
from the raw data were gain matched using the MC progra
then summed to obtain the total recoil energy for each ev
The analysis procedure outlined above was repeated, re
ing in a dramatic reduction of the residual tail to about 0.6
of the total peak sum for the 60° right telescope, and o
0.2% for the 60° left telescope. The results are shown in F
9 for the160° ~beam-left! telescope.

All corrections were then performed individually for eac
detector and each target thickness. Relative angular distr
tions were obtained for each target thickness after avera
the beam-left and beam-right values. These distributi
were then transformed to the center-of-mass system, u
relativistic kinematics, fitted with a Legendre polynomia
integrated and finally normalized to the total elastic cro
section of 943.2 mb as given by Hopkins and Breit@34#. It
should be mentioned that ENDF/B-V@12# is the same as the
Hopkins-Breit evaluation using the Yale phase-shift pote
tials.

IV. RESULTS AND DISCUSSION

The deduced angular distribution is shown in Fig. 10 a
listed in Table I. The angular distribution is peaked in t
backward direction, consistent with an exchange interact
a virtual charged pion is exchanged between the proton
the neutron, thus exchanging their identities. There is no
ward peak that would indicate a scattering from the tail

le-
t
ngular
TABLE II. List of estimated uncertainties. Other secondary sources of uncertainties~Monte Carlo cor-
rections, foreground-background normalization, and solid-angle uncertainties! are not listed in the table, bu
are included in the value of the total estimated uncertainty, which relates to the shape of the a
distribution and does not include the total cross section normalization uncertainty.

Qc.m. Foreground Background Total Gate Total
statistical statistical statistical size estimated

uncertainty uncertainty uncertainty uncertainty uncertainty
~%! ~%! ~%! ~%! ~%!

180.00 0.593 0.212 0.804 0.5 0.835
155.94 0.401 0.045 0.450 0.2 0.509
131.89 0.424 0.081 0.443 0.1 0.516
107.86 0.458 0.110 0.471 ,0.1 0.554
83.85 0.520 0.160 0.544 ,0.1 0.619
59.87 1.410 0.829 1.636 ,0.1 1.665
4-8
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then-p potential in agreement with the results shown in F
1. Figure 10 compares the data to some recent theore
predictions and phase-shift analyses@9,11,18# and to the
ENDF/B-V @12# and ENDF/B-VI@13# data evaluations using
the total cross section value given by Hopkins-Breit@34#
s tot5943.2 mb to normalize the angular distribution. T
estimated average uncertainty of the present measureme
better than 0.8%. Table II gives a list of of the most sign
cant sources of errors. The bestx2/datum is obtained when
the three lowest-order Legendre polynomials are used t
the data, with a small contribution from the third term.

The quantity

x25
1

N21 (
i 51

N S s i
experiment2s i

model

Ds i
D 2

is the comparison criterion used to determine which of
models and evaluations are in better agreement with
present data~see Table III!. x2 corresponds to a compariso
to the measured experimental data. The totaln-p scattering
cross sections and the ratioss(180°)/s(60°) are also shown
in Table IV which shows a disagreement in the correct va
of the n-p total cross section of the order of'1%. In Ref.
@5# in which the Nijmegen potential~and also the Paris po
tential @35#! was found to overestimate then-p total cross in
the energy range between 10 and 300 MeV, and a comp
son to the experimental data using the Bonn B potential@3#
yielded the lowestx2/datum. The potential models and th
Arndt phase-shift analysis predict a larger total cross sec
than either ENDF/B-V or ENDF/B-VI data evaluations. F
this reason the intermediate value of 943.2 mb was use

TABLE III. Summary ofx2 values obtained from the compar
son of the data with the models.x2 is obtained from the experimen
tal data points.

x2

ENDF/B-V 2.17
ENDF/B-VI 2.54
Arndt SM94 0.47
Nijmegen-Bonn 0.48

TABLE IV. Summary of n-p total cross sections values an
s(180°)/s(60°) ratios at 10 MeV from potential models, phas
shift analysis, and data evaluations obtained from Refs.@7,9,11–
13,17#. The value listed fors tot for the present data is not a new
measurement, but rather is the value to which the present rela
cross sections were normalized.

s tot ~mb! s(180°)/s(60°)

ENDF/B-V 943.2 1.049
ENDF/B-VI 938.2 1.083
Arndt-SM94 946.6 1.060
Nijmegen 946.5 1.062
CD Bonn 944.5 1.063
Present data 943.2 1.063
01400
.
al

t is

fit

e
e

e

ri-

n

to

normalize the present data. It should be mentioned that in
comparisons listed in Table III, the angular distributions fro
the predictions~i.e., smodel) were renormalized using th
values tot5943.2 mb, thus subtracting any effect due to t
uncertainty in the total cross section value.

Good agreement with the present data was obtained
the CD Bonn@11# and Nijmegen@7# potentials, Arndt SM94
~phase-shift analysis! @17,18#, and the ENDF/B-V@12# data
evaluation, with a somewhat better agreement for the
Bonn model and Arndt partial-wave analysis. The END
B-VI @13# angular distribution does not appear to have
right angular dependence at this energy. Furthermore, its
tal cross section predictions are lower than most of the
perimental data at this energy, for example, in Ref.@36#
s tot5948 mb. The ENDF/B-VI evaluation was strongly in
fluenced by measurements at about 14-MeV neutron en
@21#. The publication of this work has been investigated a
some serious problems were found with the analysis of
experiment. Pulse height distributions for the foreground a
background measurements indicate that there were t
events of lower pulse height, which have not been explain
It is difficult to evaluate errors associated with this. Also, t
measurements were made at a time when it was difficul
make corrections for the effects resulting from proton sc
tering in the polyethylene target and the proportion
counters used in the experiment. Unfortunately, the publ
tion does not contain all the information necessary to cal
late these corrections. Assuming that the drawing of
counter telescope~Fig. 3 of Ref.@21#! is drawn to scale, an
estimate of the error introduced by not including these c
rections was obtained with the Monte Carlo program used
the present experiment. This error is tentatively estimate
2%. This error should be added in quadrature with the
certainties shown for each data point in the publication. T
will represent a lower limit since we have not assigned
error from the tails in the pulse height distribution. Additio
ally, errors were found in the center-of-mass angles use
their analyses, which we have corrected. In summary, un
tainties in the results of Ref.@21# seem to be larger than
previously reported.

V. CONCLUSION

We have measured the shape of the H(n,n) scattering
angular distribution between 60° and 180° in the center-
mass system with an average uncertainty of better than 0
The uncertainty in the neutron energy contributed less t
0.1% to this from variations of corrections with energy. T
angular distribution is backward peaked, an indication of
dominance of the pion-exchange character of then-p inter-
action at this energy. A least-squares Legendre polynomia
to the measured differential cross section in the center
mass system requiresS, P, and a small fraction ofD waves
be included for the best fit, and is expressed as

s~Qc.m.!5a01a1P11a2P2 ,

ve
4-9
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whereP1 andP2 are Legendre polynomials of order 1 and
respectively. The parameters of the least-square fit to the
are given~in mb/sr! as

a0575.0660.43,

a1522.5861.19,

a250.6060.95,

x2/d.o.f.50.44.

The present data support the validity of the potentials
the Bonn @11,15# and Nijmegen@7,14# groups, the phase
shift analysis of Arndt@17,18#, and the ENDF/B-V evalua-
tion @12#. Among all these results, the charge-dependent n
local Bonn potential@11# gave the best overall agreeme
with the absolute cross section values derived from
present measurement~listed in Table I!. The poorer agree
d

nd

cu
n,

n,
y

C

01400
,
ta

f

n-

e

ment with ENDF/B-VI suggests there may be problems w
the accuracy of the data at 14 MeV@21# that are not as
accurate as claimed.
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