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The elastic scattering cross section®@¥10(«, «)%’Mo has been measured at energie€pf,~13, 16, and
19 MeV in a wide angular range. The real and imaginary parts of the optical potential for the S\stern
have been derived at energies around and below the Coulomb barrier. The result fits into the systematic
behavior ofa-nucleus folding potentials. The astrophysically relevéiRu(y,«)%Mo reaction rates alg
=2.0 andT4=3.0 could be determined to an accuracy of about 16% and are compared to previously published
theoretical rates.
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[. INTRODUCTION networks[8]. Recently, the complete network of the first
self-consistent study of the process including all relevant
The nucleosynthesis of nuclei above the iron pe&k ( nuclei up to Bi amounted to about 3000 nuclei and all their
~60) proceeds mainly by neutron capture in the so-cadled respective reactiongl3,14. Unfortunately, almost none of
andr processes. In principle, neutron-deficient nuclei in thisthese reaction rates have been measured and the astrophysi-
mass regior(the so-calledp nuclei; see Ref[1] for a com-  cal calculations have to rely completely on statistical model
plete lish can be produced from more neutron-rich seed nu<alculations(e.g., Refs[15—-17]). Of special importance are
clei either by the removal of neutrons or by the addition of(y,a)/(y,n) branchings which determine abundance ratios
protons. However, as a result of the Coulomb barrier, protorof certain nuclides which, in turn, can in some cases be com-
capture is strongly suppressed. There is general agreemgpared to abundances found in meteoritic inclusid&-20.
that heavy neutron-deficient nuclei with masses abBve It has been stated that the uncertainties fpraf) reaction
~100 have been synthesized by photodisintegration of prerates are huge[16,18,2]. The determination of the
viously produced nuclides at sufficiently high temperaturesa-nucleus potential at astrophysically relevant energies helps
of (2-3)x10° K (T¢=2-3, with T4 being the temperature to reduce the uncertainties of the calculations significantly
in 10° deg. This so-calledy process omp process is dis- [22,23. (y,n) reaction rates have been measured in a recent
cussed in detail if1—12]. Several astrophysical sites for the work using a quasithermal photon spectrum, and rough
v process have been proposed, whereby the oxygen- arafjreement between theoretical predictions and the measured
neon-rich layers of type-1l supernovas seem to be good carrates was foundi24,25.
didates [7,10], but also exploding carbon-oxygen white  The overall agreement between the calculated and the ob-
dwarfs have been suggestédl]. However, no definite served abundance patterns of thauclei is relatively good.
conclusions have been reached yet. However, the mass region ZM <100 is generally under-
Nucleosynthesis calculations for theprocess require a produced in the nucleosynthesis calculatipfg2,13. The
huge number of reaction rates. Up to about 1000 nuclei angroduction among others depends on the neutron-producing
10000 reaction rates have been included in previous reactioffNe(«,n)?®Mg reaction rate (which may enhance the
s-process seed nuclei for the process[12]) and on the
photodisintegration rates in the process but it remains un-
*Corresponding  author.  Electronic  address:  Redondcclear whether the underproduction can be cured by a change
@ikp.tu-darmstadt.de in those rate$26]. Other explanations for this discrepancy
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i 2 close as possible to the astrophysically relevant energy

2 . o @ range.

f In the following paper we first present our experimental
7 setup(Sec. I). The experimental results are analyzed using
n n systematic folding potentials, and discrete and continuous
=0 i - @ ambiguities are discussed in detedlec. 1l)). The optical po-
a, tential at astrophysically relevant energies is determined by
extrapolation using the systematic behavionefhucleus po-

90 =1 oo @ tentials[31,32, and the f/,«) reaction rates are calculated
(Sec. V). Finally, some conclusions are givéBec. V). A
preliminary analysis of this experiment was presented

N =50 already in[33].

FIG. 1. Nucleosynthesis path fdfMo and %Mo in the astro-
physicaly process. Stable nuclei are gray shaded. The ndé\éd
and %°Ru are marked; in this paper we determine an improved re- The experiment was performed at the cyclotron laboratory
action rate for the™®Ru(y,«)*Mo reaction. Note that theyn)  at ATOMKI, Debrecen. We used the 78.8 cm diameter scat-
reactions stop at the magic neutron numhber 50. The circles at  tering chamber which is described in detail in H&84]. Here
the right end of the diagram mark several other stable nuclei. e discuss only those properties which are important for the
present experiment. A similar setup has been used in our
previous **Sm(a, ) 1*'Sm experimeni22].

Il. EXPERIMENTAL SETUP AND PROCEDURE

include additional production mechanisms like neutrino-
induced nucleosynthesfj27] and additional production sites
like the rapid proton capture ) process on accreting neu-
tron starge.g.,[28,29). However, it is still an open question
whetherrp material can be ejected into the interstellar me- The %Mo targets were produced by evaporation of
dium in sufficient quantities from these x-ray burstg38]. 97.33%-enriched®Mo0; on a thin (20 wg/cn?) carbon
The motivation of the experimental determination of thebacking directly before the beam time at the target laboratory
a-nucleus potential foPMo is twofold. The determination of ATOMKI. The target was mounted on the target holder in
of the a-nucleus potential at energies below the Coulombthe center of the scattering chamber. The surface of the
barrier is limited in general becaué¢ the experimental data evaporated®?MoO; turned out to be not very flat, leading to
show only small deviations from the Rutherford cross secrelatively broad low-energy tails in the spectra of the elasti-
tion and(ii) the optical potentials have ambiguities. An ex- cally scatteredr particles(see Fig. 2 The target which was
periment on®?Mo allows one to extend the systematic studyused during the whole experiment had a thickness of about
of a-nucleus potentialf22,23,31,32to lower energies. The 200 ug/cn?. The target stability was monitored during the
second motivation refers directly to the production of the whole experiment to avoid systematic uncertainties from
nuclei Mo and %Mo. A possible reaction path leading to changes in the target foil.
the production of®Mo and ®*Mo is shown in Fig. 1. Pho-

A. Targets

todisintegration reactions of the nucletfRu can lead to the B. Scattering chamber
production of(i) Mo by %°Ru(y,«)%Mo and i) *Mo by ) .
%6RU(,n)®Ru(y,n) ¥Ru(2x 8" )*Mo. If this reaction path A remote-controlled target ladder was placed in the center

of the scattering chamber. Additionally, two apertures were
mounted on the target holder to check the beam position and
the size of the beam spot directly at the position of the target.
The two apertures had a width and height 6@ mn? and
6X6 mnt, respectively. The apertures were placed at the
(fgrget position instead of th&#MoO; target before and after
each variation of the beam energy and beam current. The
beam was optimized until no current could be measured on
the larger aperture, and the current on the smaller aperture

The choice of the measured energies at about 13, 16, a Y g :‘AnItrggfnd(iyuelr%ﬂy#ﬁzsv\t,?;ﬂ tfn@]golr)nep;a;;eci;gta\?vggt
19 MeV has the following reasons. The astrophysically reI—Smaller than 2 mm during the whole experiment, which is
evant energy window fory, e) reactions affg~2-3 is of ery important for the precise determination of the’scatter'n
the order ofE ,~8-10 MeV corresponding to 6—-8 MeV for very imp prect inat ng

o 96 _ _ angle. Note that the relatively poor determination of the
the reverse reactiol Mo(a, 7) Ru.IScattenng experiments height of the beam spot does not disturb the claimed
at_the.se low energies are _poss_lbl_e, howgver, a reliable detz&ecision of the scattering anglsee Sec. Il D
mination of optical potentials is impossible because of th
dominating Coulomb interaction. The height of the Coulomb
barrier is about 15 MeV. We decided to measure at several
energies above and below the Coulomb barrier to extract the For the measurement of the angular distribution we used
optical potential and its energy dependence at energies dsur silicon surface-barrier detectors with an active afea

were the only production mechanism f&iVio and Mo, the
abundance ratio betweeliMo and ®**Mo would be directly
related to the ratio of ¢,«) and (y,n) reaction rates of
%Ru. In this case the ratid"Mo/*’Mo could be a thermom-
eter for they process because of the temperature dependen
of the (y,n)/(y,a) branching ratio. However, for a quanti-
tative analysis contributions of thg process toMo and
%Mo and the weals-process contribution td“Mo have to
be known.

C. Detectors and data acquisition
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turntable two detectors were mounted at an angular distance g
of 10°. Directly in front of the detectors apertures were § )
placed with the dimensions 1.25 mm5.0 mm (lower de- ©
tectorg and 1.0 mnx 6.0 mm (upper detectops Together 10"
with the distance from the center of the scattering chamber
d=195.6 mm(lower detectorsand d=196.7 mm (upper
detectorg this results in solid angles fromA()=1.63
X104 to AQ=1.55<10"*. The ratios of the solid angles 10
of the different detectors were determined by overlap
measurements with an accuracy better than 1%. E
Additionally, two detectors were mounted at the wall of 3
the scattering chamber at a distancedef351.3 mm and at
a fixed angle ofd=15° (left and right sides relative to the
beam directioh These detectors were used as monitor detec- 10° T L
tors to normalize the measured angular distribution and to 800 1000 1200 1400 1600 1800 2
determine the precise position of the beam spot on the target. channel
The solid angle of both monitor detectors () =8.10 FIG. 2. Typical spectra aE~19 MeV and &,=25° (upper
X10°°. diagram and E~13 MeV and 9,=145° (lower diagram. The
The signals from all detectors were processed usingeak from elastic ®Mo-a scattering is well separated from
charge-sensitive preamplifief®As), which were mounted 2C-¢, %0-« elastic scatteringuppe and from inelastic®’Mo-a
directly at the scattering chamber. The output signal was furscattering(lower diagran.
ther amplified by a main amplifigMA) and fed into analog-
to-digital converterADCs). The data were collected using 1 mm, leading to corrections ift of the order of 0.1°. How-
the commercially available system WinTMCA which pro- ever, because of the minor beam quality at the 16 MeV mea-
vides an automatic dead time control which was found to beurement, larger corrections had to be applied to this angular
reliable in a previous experimeh85]. For the coincidence distribution leading to larger uncertainties in the determina-
measurementéSec. 1l D additionally the bipolar signals of tion of the optical potential.
the MAs were fed into timing single-channel analyzers The position of the four detectors was calibrated using the
(TSCAS, and the unipolar outputs of the MAs were gatedsteep kinematics ofH(«,«)*H scattering at forward angles
using linear gate stretche(cGSs. (10°<Pp<15°) [22]. The results of our previous
The energy resolution of the detectors was tested beforexperiment could be confirmed within the uncertainfi23)|.
the experiment using a mixed source and values better  Finally, we measured a kinematic coincidence between
than 20 keV were measured. During the experiment thelastically scattered particles and the correspondingC
achieved energy resolution is determined mainly by the enrecoil nuclei using a carbon backing without molybdenum as
ergy spread of the primary beam and by the thickness antirget. One detector was placeddgg, ,= 70° (left side rela-
flatness of the target. Depending on the measured angle, thige to the beam ax)s and the signals from elastically scat-
achieved energy resolution was between 0.5% and 2% cotered o particles on'?C were selected by a TSCA. This
responding tAAE~200 keV atE,~20 MeV. Two typical TSCA output was used as gate for the signals from another
spectra are shown in Fig. 2. The relevant peaks from elastidetector which was moved around the correspondif@
9Mo-a scattering are well separated from inelastic and fronrecoil angled iy recoi=45.5° (right sidg. The maximum re-

=50 mnt and thicknesses betwedd=300 um and D 10° g1 L i ' I
=1500 u m. The detectors were mounted on an upper and a 4 | =25 e
lower turntable, which can be moved independently. On each E~19MeV =

E =13 MeV

=
=]

background peaks. coil count rate was found almost exactly at the expected
angle(see Fig. 3.
D. Angular calibration In summary, the overall uncertainty of the angte this

The anaular calibration of the setun is of crucial imoor- experiment is about 0.1° for the measurements at 13 and 19
9 P PO Mev and about 0.2° for the 16 MeV measurement.

tance for the precision of a scattering experiment at energies
close to the Coulomb barrier because the Rutherford cross
section depends sensitively on the angle with §i#/2). A
small uncertainty of 0.1° in the determination#®fleads to a Three angular distributions have been measured at ener-
cross section uncertainty of 2.004.0%, 0.6% at an angle gies ofE,=19.50, 16.42, and 13.83 MeV. The beam current
¥=20° (40°, 60°). The following methods were applied to was between 80 nA and 320 nA. The experiment covers the
measure the precise scattering angle full angular range from forward angles &f=20° to back-

The position of the beam on the target was continuouslyvard angles of3=170° in steps of about 1° at all three
controlled by two monitor detectors. The precise position ofenergies. The statistical uncertainties of each data point vary
the beam spot was derived from the ratio of the count rates ifrom <0.1% at forward angles to about 1%-2% at back-
both monitor detectors. Typical corrections were smaller thaward angles.

E. Experimental procedure and data analysis
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FIG. 3. Relative yield of'?C recoil nuclei in coincidence with
elastically scattered: particles. The shaded area shows the angle
and the uncertainty which is expected from the calibration using the I
steep kinematics ofH(«,a)H. The dotted line is a Gaussian fit to —
the experimental data points to guide the eye.

E =13 MeV |

The count ratedN() in the four detectors have been g U8

normalized to the number of counts in the monitor detectors € 06

oy. |
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with AQ being the solid angles of the detectors. These mea- FIG. 4. Experimental cross sections 8fMo(a,a)%Mo at
sured cross sections have been transferred to the center-&em~13, 16, and 19 MeV normalized to the Rutherford cross sec-
mass system. The cross section at the monitor positioﬁon-The lines are the result of optical model calculatitsee Table
Ymon=15° is given by the Rutherford cross section. The-

relative measurement eliminates the typical uncertainties of . _

absolute measurements which come mainly from changes in A. Folding potential

the target and from the beam current integration. Neverthe- The real part of the optical potential was calculated by a
less, the beam current was measured by standard current ideuble-folding procedure:

tegration in the Faraday cup, and the absolute value of the

cross section was consistent with the measured relative cross _
sections. Vi(r) = pe(rp)pr(r1)ver(E,p
The three angular distributions are shown in Fig. 4. The s e o
lines are the result of optical model calculatiofsee Sec. =pptpr,s=[r+rp—ry)d°rpd’ry, (3.2

[II'). The measured cross sections cover five orders of mag- - o
nitude between the highefforward angles aE=13 MeV)  Wherepp and py are the densities of projectile and target,
and the smallest cross sectidbackward angles aE=19  respectively, and is the effective nucleon-nucleon inter-
MeV) with almost the same accuracy. Further details of thection taken in the well-established DDM3Y parametrization
experimental setup and the data analysis can be found in Ré3 7,38 Details about the folding procedure can be found in
[36]. Refs. [39,31]. The folding integral in Eq.(3.2 was
calculated using the codsroLD [40].

The resulting real part of the optical potent(r) is
derived from the folding potentiaM¢(r) by two minor

: . ) modifications:
The theoretical analysis of the scattering data was per-

formed in the framework of the optical modéDM). The V(r)=NVi(r/w). (3.3
complex optical potential is given by

Ill. OPTICAL MODEL ANALYSIS

First, the strength of the folding potential is adjusted by the
U(r)=Ve(r)+V(r)+iw(r), (3.1)  usual strength parametarwith A~1.1—1.3. This leads to
volume integrals of the real potenti@ee Eq(3.4)] of about
whereV(r) is the Coulomb potential, and(r) and W(r) Jr~320-350 MeVfmi in the analyzed energy range
are the real and imaginary parts of the nuclear potential,22,31,33. Second, the densities of the particle and the
respectively. 92Mo nucleus were derived from the experimentally known
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for the real part of the potentia¥(r), and corresponding

E T E
; E~I9Mev D3 2: g’)E equations hold fow/(r). Ap andA+ are the nucleon numbers
r — Fit3 (x4) | of projectile and target. Note that in the discussion of volume

L o --- Fit2 (x 2) integralsJ usually the negative sign is neglected; also in this
T — Fitl paper all J values are actually negative. The values
for the folding potential V; (with A=w=1) are Jg

i =267.88 MeV fnf andr ,sg=4.989 fm.

The Coulomb potential is taken in the usual form of a
T homogeneously charged sphere where the Coulomb radius
T Rc is chosen identically with the rms radius of the folding

) potentialVi: Rc=rnsp=4.989 fm.

B. Imaginary potential

0‘I3O‘I6O‘ 90‘I120‘I150II180 . e . .
B, (deg) Different parametrizations of the imaginary part of the

optical potential were chosen. Volume and surface Woods-
FIG. 5. Calculated cross sections ¥Mo(a,@)*Mo atE.,,  Saxon (WS) potentials are defined by the following
~19 MeV using five different parametrizations of the imaginary equations:
part of the potential. These five fits look very similar; however, fits
1, 4, and 5 have a significantly smallgf (see Tables | and Il Wy (r)=Wof(x), (3.6

charge density distributiongl1], assuming identicgél proton g

and neutron distributions. FAd~Z nuclei up to >*Zr (Z W

=40, N=50) this assumption worked wdlB1]. However, We(r) Wodxf(x)’ 3.7

to take the possibility into account that the proton and neu-

tron distributions are not identical in the nuclet®io (Z with

=42, N=50) a scaling parametex for the width of the

potential has been introduced, which remains very close to

unity. f(x)=(1+e)"! with x=(r—R)/a. (3.9
For a comparison of different potentials we use the inte-

gral parameters volume integral per interacting nucleon pair . .
Jr and the root-mean-squafems) radiusr g, which are  The depthWy, the radius parametét, and the diffuseness
’ have been adjusted to the experimental elastic scattering

given by
data.
1 Fourier-Besse(FB) potentials are given by
J =—fv r)d3r, 3.4
= aAr) V(D (34 n
P WFB(r)=k21 ay sink7r/Rep)/ (K7rIReg),  (3.9)
f V(r)r2d3r
rrms,R: s ) (35) . . . . .
V(r)ddr with the cutoff radiusRgg. Again, the Fourier-Bessel coeffi-
cientsa, are adjusted to the experimental data.

TABLE |. Potential parameters of the imaginary part of the optical pote(a@hbination of volume and
surface WS parametrizationslerived from the angular distribution 8fMo(a, «)%Mo atE=13, 16, and 19
MeV, and its integral potential paramete¥andr s Of their real and imaginary parts.

Fit E Wy(MeV) Ry/(fm) ay(fm) Wo(MeV) Ro(fm) ap(fm)

1 19 —1.584 1.7667 0.2659 334.25 1.2605 0.2073
- 16 —9.558 1.668 0.248 308.20 1.348 0.099

- 13 —5.128 1.656 0.002 467.06 1.369 0.071
Fit E A w Jr M msR J, I ms X°IF

(MeV) (MeVim®  (fm)  (MeVfmd) (frm)

1 19 1.257 1.003 337.2 4.991 86.2 5.806 2.15

- 16 1.346 0.9974 357.8 4.976 85.9 5.992 4.84

- 13 1.352 0.9758 336.7 4.869 67.3 6.043 1.26
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TABLE II. Potential parameters of the imaginary part of the optical potefwialume and surface WS
parametrizatioy) derived from the angular distribution 8fMo(«,a)%Mo at E=19 MeV, and its integral
potential parameterd andr s of their real and imaginary parts.

Fit Wy (MeV) Ry(fm) ay(fm) Wo(MeV) Ro(fm) ap(fm)

2 —10.806 1.7116 0.3601

3 121.76 1.4947 0.4206

Fit A w Jr M msR J, I ms X2IF

No. (MeV fm?) (fm) (MeV fmd) (fm)

2 1.237 1.010 341.1 5.037 57.9 6.131 3.67

3 1.188 1.021 338.9 5.095 80.6 6.957 4.28

C. Results and continuous and discrete ambiguities was found that it is not possible to get a good fit to the data

when thew parameter deviates from 1.0 by more than a few
) . ) percent. However, a variation of leads to the known so-
The elastic scattering cross sections were calculated fromy)|ied “family problem.” It is possible to obtain comparable

optical potentials with the computer code MP]. The code  fiis (g the experimental data with varionsparameters. This

allows a variation of the potential parameters and determineﬁhenomenon was discussed in detail for a similar experiment
the best-fit values from &? test.

: ; . in [22]. In Fig. 7 2 i -
In the first analysis the potential parametarand w of in [22] 'g. 7 we present thg” values which were ob

tained from the following procedur€) the parametex was
the real part were kept close to the expected values from th\?aried from about 0.5 to 3.5 an) the width parametew
systematic study22,31,32: A~1.1-1.3 andw~1.0. Sev- ' ' b

eral parametrizations of the imaginary potential were teste(f.;_nd t_he imaginary part of the potentigbnsisting of a com-
It was found that different imaginary potentials reproduced matlon_ of volume and s_urface Woods-Saxon potentials
the experimental data with similar quality. Five different fits Were adjusted to the experimental data for each value of the
are shown in Fig. 5 and the potential parameters are given iair€ngth parametar. One can clearly see the families 2, 3, 4,
Tables I, I, and Ill. It turns out that the real potential is @d 5 as minima inx?, corresponding tox values of
practically identical in all these fits, but the shape of the0.81-1.52. Note that the minima are more pronounced than
imaginary part shows strong variations. The five imaginaryin the previous**Sm(a,)**Sm experimen{22] because
potentials are shown in Fig. 6. the ratio E/V. between the energf and the Coulomb
Since we want to determine the optical potential at astrobarrierV¢ is much higher in this“Mo experiment.
physically relevant energies, we have to extrapolate from the It is not possible to extract the correct family from these
present measurements. Because of the oscillating behavior ekperimental data only. But together with the systematic be-
the Fourier-Bessel potentials we decided to use the combindravior of the volume integrals found {22,31,32 we can
tion of a volume and surface Woods-Saxon potential as basiecide that “family No. 4” (\ =1.256) should be used for
for the extrapolation. The? obtained with this potential is the description of the experimental scattering data and for the
practically identical to they? obtained from the Fourier- extrapolation to astrophysically relevant energisse Sec.
Bessel potentials. The calculations with a pure volumdV). As mentioned above, family No. 4 withJg
Woods-Saxon or a pure surface Woods-Saxon show signifi=340 MeV fn® corresponds to the values of aboii
cantly worsey? values. ~320-350 MeV fri which are expected from the system-
In a second analysis the strength parameteand the atics of @-nucleus potentials and also from other systems
width w of the real potential were varied in a wider range. It[43—45. Neither family No. 3 withJz~280 MeV fn? nor

1. 19 MeV data

TABLE Ill. Potential parameters of the imaginary part of the optical poteris® parametrization
derived from the angular distribution 8#Mo(«,«)%Mo at E=19 MeV, and its integral potential parameters
J andr s of their real and imaginary parts.

Fit Rgg (fm) a a, as a, as ag ay
4 12.8 15494 —311.98 839.41 —325.97 880.41 - -
5 12.0 167.94 —329.11 1103.43 —592.10 1666.61 —346.79  1118.06
F|t )\ W JR I’rmS‘R J| I’rmSJ X2/F
No. (MeV fm) (fm) (MeV fmd) (fm)
4 1.272 0.998 338.8 4.979 68.2 4.524 2.23
5 1.287 0.991 336.0 4.947 53.9 4.319 2.14
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r (fm) 0 15

r (fm)
FIG. 6. Imaginary potentials of fits 1-5 8fMo(«,«)**Mo at
E.n~19 MeV. The potential parameters are given in Tables I, Il,
and lll. For further details, see the text.

FIG. 8. Real potentials for the different families 1-10 from Fig.
7. The potentials from families 2—5 which are well defined as
minima in y? (see Fig. 7 have the same dept(r)=—2.66 MeV
at the radiug =8.52 fm.
family No. 5 with J;=400 MeV fn? fits into the systemat-
ics. Numerical prOblemS in the flttlng routine showed up forfor all energies is taken as a combination of volume and
very shallow and very deep real potentials, and a cleagyrface Woods-Saxon potentials. The potential parameters
determination of families 1 and 610 was not possible.  are |isted in Table I, and the calculations have been compared
One further interesting fact has to be mentioned. The real the experimental data already in Fig. 4. However, the 16
potentials corresponding to the families 1-10 are shown ilveV data do not fit very well into the systematic behavior
Fig. 8. The potentials from families 2—5 which are well de- shown in Fig. 9. The potential extracted from the 16 MeV
fined as minima iny® (see Fig. 7 have the same depth data has larger uncertainties than at the other energies
V(r)=-—2.66 MeV at the radius =8.52 fm. However, not pecause of experimental problerfsge Sec. Il D
all potentials which have this depth do describe the data
equally well; additionally, one has to find a minimum 3 3. 30 MeV data from the literature
in Fig. 7. This behavior of a so-called “one-point potential”
has been observed in several experiments, and the relevazm
radius has also been called “sensitivity radiusee, e.g.,
[46]); however, to our knowledge the additional restriction of
a significant minimum iny? has only been observed in the
analysis of the'*'Sm(a, @) ***Sm data so faf22] which has
been performed at a similar energy.

Two angular distributions at energies of about 30 MeV are
ailable in the literaturg47,48. Unfortunately, both angu-
lar distributions show systematic deviations between each
other, and both distributions have not been measured in the
full angular range, but in the ranges ¥%9.,,<75° [47]
and 15%< 9 ,<95° [48]. If one adjusts the potential param-
eters to these discrepant angular distributions, discrepant op-
tical potentials are obtained. The potential parameters are
labeled in Table IV. However, the potentials extracted from
The procedure described in the previous Sec. Ill C 1 washe data off47] fit into the systematics, whereas the data of
repeated for the lower energies of 13 and 16 MeV, and simif48] do not fit. In both cases the limited angular range re-
lar results were obtained. The imaginary part of the potentiastricts the sensitivity of the potential parameters significantly.
In Fig. 9 only the volume integrals derived fropd7] are

2. 13 and 16 MeV data

a5 ./‘ i'. T .‘ ‘. T T T T T ] shown.
40 ' . . 4. Backward angle excitation function
- e \ - o .
wo3s L SPER T A R U O U A 0 The excitation function for®Mo(«,«)%Mo has been
T AR S T B O \ \ 1 measured by Eisept al. [49] at ¥,,=170° from 7 to 16
- ST S T R A B R MeV. We have calculated this excitation function from our
sl \ \ (- best-fit potentials at 13, 16, and 19 MeV, and we find excel-
L A N T PR ¥ : . lent agreement between the experimental and the calculated
2000 L bbb e T excitation function. The measured and the calculated excita-
0o 1 2 3 7 8 9 10 Il

tion function atd,,,=170° are shown in Fig. 10. The calcu-
lation with the 13 MeV potential underestimates the devia-
FIG. 7. The variation of the strength paramekeof the real  tion from the Rutherford cross section at higher energies.
potential in a wide range shows the so-called “family problem.” Such a behavior can be expected because of the smaller vol-
Several minima in? can be found. For further details, see the text. ume integral of the imaginary part in the 13 MeV data cor-

4 5 6
No. of family
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FIG. 9. Volume integrals of the redhA, uppe) and imaginary
part (B and C, center and lower diagraraf the optical potential
derived from Mo(a,«)%Mo scattering. For comparison volume

integrals

derived

from

0zZr( v, ) °°Zr, ***Sm (e, ) 14Sm,

2%k (a, ) 2°%Pb scattering31,22, and froma emitters[32] were
added. The lines in the upper diagram show Gaussian parametri2ﬁe|pfu| in order to confirm our predictiorisee Sec. IV.
tions of the new®Mo(«,a)*Mo data(solid line) and from Ref.
[32] (dotted ling. The lines in the center diagram show the results
of BR parametrization$52] of the imaginary part. In the lower
diagram the lines are the result of a Fermi-like parametrization from Volume integrals for variousx-nucleus potentials in a
Grama and Gorielf(GG) [53], using the parameters proposed by
the authors and the ones derived in this wdgsblid line). For
details, see the text.
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10
Elab (MCV)

12

FIG. 10. Excitation function ofMo(a,a)%Mo scattering at
tap=170° normalized to the Rutherford cross section. The experi-
mental data are taken from Ré#9]. The dotted(dashed, solid
curves have been calculated from potentials which were adjusted to
the 13(16, 19 MeV angular distributions.

responding to weaker absorption. However, the measured
scattering cross sections at one special backward angle do
not contain enough information to fix the optical potential
and its energy dependence.

5. (a,n)-induced reactions

A set of experimental data corresponding to the reaction
9Mo(a,n)*°Ru is available in50] [Sec. IVB, Fig. &a)].
We have calculated the cross section from our model in the
measured energy range, and found very good conformity be-
tween our calculations and the existing experimental data.
However, the available data from the different experiments
show discrepancies, which make it difficult to fix the energy
dependence of the optical potential. Also the existing reac-
tion data do not cover the astrophysically interesting energy
range(between 7 and 9 MeV; see Tablg,Wvhich would be

D. Discussion

broad range of masses and energies are shown in Fig. 9 for
the real Fig.(9A) and the imaginary part Fig$9B and 9G
of the optical potential. The systematic behavior of volume

TABLE IV. Potential parameters of the imaginary part of the optical potet@hbination of volume and
surface WS parametrizationslerived from the angular distribution §fMo(a,«)%Mo from Refs.[47,48,
and its integral potential parametelsandr s of their real and imaginary parts.

Ref. Wy, (MeV) Ry/(fm) ay(fm) Wo(MeV) Ro(fm) ap(fm)
[47] —-4.91 1.78 0.40 183.13 1.13 0.36
[48] -3.51 1.72 0.95 337.06 1.26 0.23
Ref- A w JR r rmsR JI r rms)|

No. (MeV fm?) (fm) (MeV fmd) (frm)
[47] 1.19 1.022 334.76 5.098 90.95 5.704
[48] 1.15 1.014 315.49 5.056 107.91 6.014
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TABLE V. Extrapolated values of the potential paramters of the imaginary part of the optical potential at
the astrophysically relevant energieg=5.8 MeV (Tq=2.0) andE;=7.6 MeV (T¢=3.0), and its integral
potential parameterd andr ¢ of their real and imaginary parts.

E Wy(MeV) Ry(fm) ay(fm) Wo(MeV) Ro(fm) ap(fm)
7.6 —1.466 1.717 0.268 36.86 1.295 0.419
5.8 —-1.091 1.720 0.270 27.44 1.297 0.420

E A w Jr MmsR Ji lrms) X2/F

(MeV) (MeV fmd) (frm) (MeV fm3) (frm)
7.6 1.219 1.000 327.1 4,991 26.2 6.085 -
5.8 1.209 1.000 324.3 4,991 19.6 6.095 -

integrals is also confirmed for lighter target nud@p,51  with the excitation energ¥, of the first excited state. The
and in various other systems which have been analyzed raaturation parametdg and the rise parametér are adjusted
cently[43—45. For the extrapolation of the optical potential to the experimentally derived values. Another Fermi-like pa-
to astrophysically relevant energiéSec. I1\) parametriza- rametrization of the imaginary volume integral, first
tions of the real and imaginary volume integrals are neededntroduced in Ref[20], reads

As can be seen from Fig. 9A, there is only a weak energy
dependence of the real volume integialat energies below
the Coulomb barrier. As well as in Ref32], a Gaussian 3,(Eqm)= Jo (3.12
parametrization is adjusted to the new data hEeml T 4 ex (E* —E, ,)/a*] ' )

JR(Ec.m)zJR,Oexni_(Ec.m._ EO)Z/Az]v (3.10

with  Jo-=337 MeVfrP. E.=2155 MeV. and A  With asimilar saturation valué, and the parametefs* and

—147 Of'(l)VIeV leading to :';1 cur?/(solid line) whi’ch is some- & - The latter shape was also used for an attempt to derive a
. 4 . e " ;

what flatter than the one proposed in R&2] (dotted ling. global « potential[53], with E* anda” depending orE,.

The uncertainties for extrapolations to lower energies are o owever, the I|n9 qenved with the parameters giveipS8|
the order of less than 5%, corresponding to aboutShOWS clear deviations from the ne¥¥Mo data. Therefore,

10-20 MeV fnf. Furthermore, the shape of the real poten-We have adjusted this Fermi-like function to the experimen-
1 : L : tal data. Both parametrizations utilizing our fit parameters
tial is given by the folding procedur¢Sec. Il A). This . -

means that the real part of thenucleus optical potential can are shown in Figs. 9&Brown-Rhg and 9C(Fermi-like) for

be determined at energies below the Coulomb barrier witfPur nNew Mo data. The parameters are listed in Table VL. In

relatively small uncertainties becauggcontinuous ambigu- ';Eetftolgw;ng,ﬂ:/vi W|Ildalwa_yf_ use thle param(_aft_e:js %;]ven n
ities can be avoided using the folding potential diiyl dis- at table for the two descriptions uniess specified otherwise.

crete ambiguities can be resolved from the systematic I_n general, t_he S_hapes of the_ BR and th(_a Fermi parametri-
behavior ofa-nucleus potentials. zations are quite 5|m|.Iar: there is a sgturatlon valgand a

The situation for the imaginary part of the potential is pframeter that d_escrlbes the steep risd,ofA for BR and
much worse. The volume integrd| of the imaginary part a for the Fermi shape. However, th_ere_are also important
depends strongly on the energy because many reaction cha(?\'{]feri'lqces bgcau?e tr;]e Bthare;mﬁtnzanor? :ceads: toa sc()jme-
nels open at energies around the Coulomb barrier. Differenf/nat flatter rise ofJ; than that of the Fermi function, an
parametrizations have been propo$2f,52,53. As an ex- consequently, the extrapolation to lower energies is lower for

ample we present the so-called Brown-RIBR) parametri- the Fermi pa_rametrizatio_n than for_BR. Consequences of
zation[52] these small differences will be given in Sec. IV C. Neverthe-

less, it should be noted that the BR parametrization only
0 for E.m<Ey, contains two free parameters, becatseis fixed, whereas
2 the Fermi shape has three free parameters, in principle.
Ji(Bem)= Jn- (Ecm—Eo) for Eq;m>Eo, The shown ambiguities do not allow to determine the
0 (Eem—Eg)2+A2 o shape of the imaginary part. These ambiguities reduce the
(3.1) reliability of extrapolations to lower energies. A more strin-

TABLE VI. Parameters of the BR and Fermi parametrizations of the imaginary volume intkdiad
2Mo(a, a)*Mo.

Parametrization Saturation value Rise parameter Other parameters
BR Jo=99.8 MeV fn? A=7.68 MeV Ey=1.51 MeV
Fermi Jo=91.0 MeV fn? a*=2.78 MeV E*=10.24 MeV
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TABLE VII. Most effective energie€, for the *Mo(«, y)*°Ru TABLE VIII. Ratio é=r,/r, of the astrophysical reaction rates
and the®*Ru(y, a)%Mo reactions. r, obtained with different imaginary potentials to a standard rgte
[15,17.
Ty Eo(a,v) Eo(y, @)
To GG* ESWP A°(Ty=2) BY(Ty=3) AB®
2.0 5.81 7.51
2.5 6.75 8.44 2.0 0.014 0.121 0.453 0.497 0.503
3.0 7.62 9.31 3.0 0.012 0.140 0.546 0.579 0.585

3Potential from Ref[53].

gent determination of the shape of the imaginary part resEqU"_’alent square well potential, e.g., as in H&6]. _
quires extremely precise scattering data over a wide range ofaginary part from the extrapolated valuesat5.8 MeV in
energies. A scattering experiment at about 50 MeV mighthab'e_V' :
help to reduce these uncertainties and to find the besTfQE)Tg'”ary part from the extrapolated values e 7.6 MeV in

parametrization of the imaginary volume integrals. e V
®Potential depths are from A, the geometry parameters from B.

IV. EXTRAPOLATION TO ASTROPHYSICALLY case thex capture as well as the photodisintegration with
RELEVANT ENERGIES emission. This relation is valid provided that stellar rates are
A. Astrophysically relevant energy for (y,a) reactions used in both directions, accounting for thermal excitation of
) R the respective targets. Because of that fact, in the following
The astrophysical decay rate  is given by sections we make use of rate ratios so that the conclusions

apply to the forward and inverse rates as well.

71 — *
(M J'o cny(ENo(y,q(B)AE, (4.9 B. Extrapolation of the optical potential

_ _ _ As stated in Sec. lll D, the extrapolation of the real po-
with the speed of light, the cross sectiorr(, ,,(E) of the  tential can be performed reliably leading tdg

(y,) reaction, and the photon density(E,T) of athermal  ~325 MeV fn? at astrophysically relevant energies with an
photon bath at temperatufie uncertainty of about 5%. The corresponding strength param-
eter ish~1.2. The width parameter was fixedwat=1.0.
112/ 1\3 E2 The extrapolation of the imaginary part was performed as
n,(ET)= (—) (ﬁc) W' (4.2 Iollows. In a first step the yolume |nte.gr3>,'l was detgrmmed
rom the BR and Fermi parametrizations leading ip

=23.9 MeVin? (BR) and J,=15.4 MeVfnt (Fermj at
E.n=5.81 MeV(corresponding t@y=2.0). The average of
these values i§,=19.6-4.2 MeV fn? which was used for
the following calculations.

The shape of the potential was taken as sum of volume
and surface Woods-Saxon potentials where the radius param-
T\ 23 eterR and the diffuseness were estimated from the experi-

) ) (4.3 mental data. The contribution of the volume termJois
assumed to be 30%, and the surface term contributes to 70%.
This ratio is determined from the experimental scattering
data atE=13, 19, and 30 MeV. The effect of a variation of
the relative contributions of volume and surface termjto
will be discussed below. These and other variations of the
potentials allow an estimation of the uncertainties of the
calculated reaction rates.

The integrand of Eq(4.1) can be analyzed under the as-
sumption that the astrophysic@factor of the reversed, vy)
reaction is constang, ,)(E) = const. Then the maximum of
the integrand in Eq(4.1) is found at the energy

Eo(7,@)=Ep+Eg]

2

with Eg=2u(7ZpZe?/1)? and the threshold energg,
for the (y,a) reaction. The most effective ener@y(y,a)
for (y,«) reactions is given by the energy of the well-known
Gamow window Ey(«,y) for the inverse &,vy) reaction
plus the separation enery, of the « particle. Note that the
energy Eq(y,a) is the energy of the photon, whereas the
energyEq(a,y) is the center-of-mass energy in the system
9Mo-a. The astrophysically relevant energies for the system
9Mo-a are listed in Table VII. The variation of the reaction rates when using various
In all astrophysical applications reaction rates are inpupotentials is shown in Tables VIII and IX. In Table VIII the
only for reactions with positiv€) value and the inverse rate ratios of rates obtained with the different potentials in respect
is then computed by applying detailed balarsee, e.g., to a standard ratéaken from Refs[15,17] and using anx
[15]). That way, numerical stability of the reaction network potential from Ref[54]) are shown. As can be seen, the rate
is guaranteed and the proper equilibria of forward and reealculated with the global potential of R¢b3] is lower by
verse rates can be attained for a given channel. The rates about two orders of magnitude than the standard rate. How-
the two directions depend linearly on each other and thus thever, it was already stated above that this potential does not
change of, say, the potential equally influences both, in our describe the®Mo data at higher energies. A simple equiva-

C. %Ru(y, a)*Mo reaction rate
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TABLE IX. Variation of the imaginary part of the potential derived fbg=2.0. Rate ratios are shown in
respect to the rate obtained with the parameterEfe5.8 MeV (J,=19.6 MeV fn¥, 70% surface contri-
bution) from Table V.

Variation of J, Surface contribution

T J,= J,= J,=19.6 MeV fn?

10° K 15.4 MeV fn? 23.9 MeV fn? 90% 80% 60% 50%
0.5 0.942 1.077 0.952 0.976 1.019 1.043
1.0 0.949 1.070 0.949 0.975 1.032 1.057
1.5 0.913 1.078 0.937 0.968 1.029 1.057
2.0 0.902 1.077 0.937 0.969 1.029 1.056
2.5 0.918 1.062 0.945 0.974 1.026 1.049
3.0 0.945 1.050 0.958 0.981 1.020 1.040
35 0.968 1.027 0.966 0.984 1.016 1.030
4.0 0.991 1.013 0.977 0.988 1.010 1.021
45 1.007 1.001 0.983 0.992 1.006 1.014
5.0 1.019 0.995 0.989 0.995 1.005 1.009
6.0 1.028 0.991 1.000 1.000 1.000 1.009
7.0 1.031 0.985 0.999 0.999 1.000 1.000
8.0 1.026 0.987 1.000 1.000 1.000 0.996
9.0 1.020 0.990 1.004 1.002 0.998 0.996

10.0 1.011 0.994 1.005 1.002 0.998 0.994

lent square well potentidb5] also yields a factor of 8 lower |ower value of);=15.4 MeV fit a suppression by about
cross sections but neither does it describe the data nor is 10% is obtained. Thus, the error introduced by the different
considered to be reliable for this applicatif?6]. When us-  shapes of the parametrizations used for the extrapolation of
ing the two potentials with the extrapolated parameters foy, to low energies is dominating but still within satisfactory
T9=2.0 andTy=3.0 from Table V, a reduction of the rate of accuracy.
about 40-50% is found. Closing this section we conclude that the recommended
Case AB explores the dependence on the geometry of thtes are case A fof,=2.0 and case B folfg=3.0 from
potential. A change in the geometry parameters of onlyraple VIl with an error of 16%, mainly introduced by the
0.1-0.7% leads to a variation in the ratio of 7%—10% in theampjguities of the extrapolation of the imaginary part down
rate ratios which underlines the importance of additionakg the relevant energies. The recommended rate is roughly a

scattering experiments to determine the shape of the imagjsctor of two lower than the standard rate given in previous
nary optical potential. However, it should be mentioned thatgpylationg15,17.

case AB is not fully consistent within our approach because
it has a slightly different volume integrd} and rms radius

due to the unchanged depths of the volume and surface V. SUMMARY
terms, but the differences are only of the same order of
magnitude as those in the geometry parameters. We measured the elastic scattering cross section of

The sensitivity of the rates to variations in the extrapo-°’Mo(a,)%Mo in a wide angular range at energies of
lated volume integral, and the relative contributions of vol- E.,~ 13, 16, and 19 MeV. Additionally, data from the
ume and surface term are studied in Table IX. Here the variterature have been analyz¢d7—-50. The real and imagi-
ied rates are compared to the rate obtained in case A of Tableary parts of the optical potential for the systeMo -a
VIII. The ratios are given in the temperature range<0T5 have been extracted from the data and extrapolated down to
=<10.0 in order to show the temperature dependence of thogle astrophysically relevant energies around and below the
effects although strictly speaking the potential was derivedCoulomb barrier. The result fits well into the known system-
assumingTy=2.0. atic behavior ofe-nucleus folding potentials. The extrapola-

The contribution of the surface term t was varied tion of the imaginary part is not unique but our study shows
within a reasonable range of Z20%. This resulted in a that the use of two different energy dependences introduces
variation of the rate of about 6 %. Another uncertainty is an error in the obtained rate of not more than 15%.
introduced by the fact that we assumed the extrapoldtéal The derived stellar ratdgor *Mo(a,v)%Ru as well as
be the mean between the value obtained by the BR an®Ru(y,«)%Mo] are 50%60% of the rates given in
Fermi parametrizations. Using the higher BR valueJpf Refs.[15,17] at stellar temperaturéby=2.0—3.0. Assuming
=23.9 MeVn? increases the rate by 8% while using thethe *®Ru(y,n)%Ru rate to remain unchanged, this would
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