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A precision measurement of absolute p elastic differential cross sections at incident pion laboratory
kinetic energies fronT ,=141.15 to 267.3 MeV is described. Data were obtained detecting the scattered pion
and recoil proton in coincidence at 12 laboratory pion angles from 55° to 155# fprand six angles from
60° to 155° form~ p. Single arm measurements were also obtainedsfop energies up to 218.1 MeV, with
the scatteredr™ detected at six angles from 20° to 70°. A flat-walled, supercooled liquid hydrogen target and
solid CH, targets were used. The data are characterized by small uncertaintles? % statistical and
~1-1.5% normalization. The reliability of the cross section results was ensured by carrying out the measure-
ments under a variety of experimental conditions to identify and quantify the sources of instrumental uncer-
tainty. Our lowest- and highest-energy data are consistent with overlapping results from TRIUMF and LAMPF.
In general, the Virginia Polytechnic Institute SM95 partial-wave anal{RWA) solution describes our data
well, but the older Karlsruhe-Helsinki PWA solution KH80 does not.
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|. INTRODUCTION sigma term3. [3—5] and thewNN coupling constant?,,
[3,6]. The #N sigma term is fundamental to low-energy
The pion-nucleon £N) system at energies up to the first QCD since it quantifies the explicit breaking of chiral sym-
(A) resonance continues to be an area of keen theoreticatetry due to the nonzero up and down quark masses. The
and experimental interest. This is due in large part to theoupling constant? is the fundamental free parameter in
intimate connection of low-energymN scattering to ChPT involving nucleong?]. It also appears in the well-
SU(2)quantum chromodynamid€CD) at low energies. By known Goldberger-Treiman relatidr8,9], which relatesf?
studying the low energy interactions of pions and nucleonsto the accurately known pion decay constént, nucleon-
one is able to probe the confinement scale structure of QCbhassM, and axial-vector coupling constagh . The analo-
[via an effective theory, chiral perturbation thedi@hPT) gous Dashen-Weinstein sum rii@e—11] relatesf? to cou-
[1,2]]. Two key areas of interest in low-energyN QCD  pling constants involving kaons, sigma, and lambda baryons
center on determinations of the precise values of 4  and is closely connected to the quark condenggtgl2,13.
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FIG. 1. Left: differential cross sections ne@r.=117 MeV of Busseyet al. [26] (open symbolsversus Bracket al. [28,29 (solid
symbols plotted as a ratio to the KH80 PWA soluti¢t7] at their respective energies. Right: total cross sections as a function of energy
showing the results of Cartet al.[27] (open symbolsversus Pedrongét al. [31] (solid symbol$.

Despite many years of investigation, there is still no broaddifferential cross section data characterized by reliable esti-
consensus regarding the precise values of these importantates of systematic uncertainties at energies spanning the
quantities. The “sigma term puzzlg4] refers to the his- resonance. Experimental details such as the apparatus, the
torical discrepancy between the phenomenologically deterdata acquisition system, and the data-taking techniques are
mined value[15] and the theoretical predictidri6], a dis- described in Sec. Il. The off-line data analysis and the Monte
crepancy which could imply a large strange quark content ofCarlo simulations are detailed in Sec. Ill, and the results are
the proton. The puzzle has yet to be resolj@8]. The value  presented in Sec. IV, followed by a discussion in Sec. V.
of the coupling constant? has been controversial as well Additional details can be found elsewhéB&s)].

[6], with recent results split roughly into two group&?
~0.0795[17,18 and 0.07556,19,20. The ~5% difference
has significant implications for the aforementioned
Goldberger-Treiman and Dashen-Weinstein relations, as well The experiment was conducted on the M11 pion channel
as for any model employing theNN vertex(e.g., the Bonn at TRIUMF. Data were obtained for both™p and = p

NN potential[21,27)). elastic scattering at incident pion laboratory kinetic energies

A major reason for the difficulty in determining and f2 of T,=141.15-0.6, 168.8-0.7, 193.2:0.7, 218.1-0.8,
arises from historical incompatibilities in theN scattering  240.9+0.9, and 267.30.9 MeV and, forz*p at 154.6
databasg¢?23]. As the determination of these parameters re-=0.6 MeV as well. These energies were chosen to span the
quires extrapolations of the scattering amplitudes to nonA resonance, to overlap the highest energy used by Brack
physical kinematic points, an internally consistent databaset al. [28] and the lowest of Sadlegt al. [30], and to coin-
of precision data is crucial for reliable results. The mostcide with those of ther™p analyzing power measurements
trustworthy analyses employN dispersion relation$24].  of Sevioret al.[34] since the availability of both differential
Since theP3;; 7N partial-wave amplitude in the delta reso- cross sections and analyzing powers at the same energies
nance Q) region dominates the dispersion relations used tdacilitates single-energy partial-wave analyses. For all ener-
obtain3 andf? [24], it is crucial that the data in this energy gies, 7 p two-arm coincidence data were obtained at middle
region be reliable, mutually consistent, and of high quality.and near-backward angles, while single-arm res(itgh
Differential cross-section data are of particular importancepnly the scatteredr™ detected were obtained at near-
yet to date only one comprehensive data set exists spannirigrward angles at 141.15, 168.8, and 218.1 MeV.
the A resonancé,the work of Busseyet al. [26]. Unfortu- Although the main goal of the experiment was to obtain
nately, the data of Bussest al. data and those of the com- statistically precise results, a study of the various sources of
panion total cross section work of Cartfral.[27] are gen-  systematic uncertainty was also an important feature of this
erally at variance with partial-wave analygd®,2(] based work. As pointed out by Bug§35], the six elements essen-
on recent differential cross section data below 140 MeV ki-tial to a measurement of absolute differential cross sections
netic energy[28,29 and above 267 MeV30], as well as are accurate knowledge of tti&) beam intensity(2) beam
with the other total cross section data of Pedrenal. [31] composition,(3) beam momentum(4) target thickness(5)
across the resonan¢Eig. 1). solid angles, and6) backgrounds. To ensure confidence in

The goal of the work described in this paper was to prothe results, the uncertainties claimed for the measurements
vide a new comprehensive set of precisiofip absolute should be based on the extent to which the values at each

fixed kinematical point are independent of measured varia-

tions in the experimental conditions. In this way systematic

I0ther data sets exists in this region, e[g@5], but the data are uncertainties can be more accurately and reliably determined.
much more limited in number. The general layout of the experiment is illustrated in Fig.

Il. EXPERIMENT
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detected by the phototube, since such muons could hit only
one of the two S2 light guides, and so such events were
eliminated by the coincidence requirement. Although the ex-
act spot sizes depended on the settings of the rate-defining
aperture(jaws) at the front end of the channel, the beam
distributions at the target were typically ¥ mn? and
1°X4° at half-maximum.

Two counter telescopes, each with two scintillators in co-
incidence, were used to monitor beam intensity relative to
the beam counters. One set above the M11 beam pipe exit
was used to detect muons from pion decay in the channel.

The other set was mounted at beam height in the experimen-
tal area and oriented to view particles backscattered from the
S2A,B counters.

\"f’ \ A'>QA“1A To determine the fraction of beam bursts containing only

o Pion Arms one pion(see Sec. Il B} it was necessary to know the full

% beam rate on target, which was somewhat larger than the rate
_ “° e M2A measured by the beam counters. For this purpose, a 201
i iy X 201x6.35 mnt VETO paddle was placed 1230 mm
' downstream of the target position. This counter intercepted
>95% of the incoming pion beam.

FIG. 2. Plan view of the TOF spectrometer, showing the dis- Each beam counter signal was electronically fanned out
tances between center lines of the counters and target, and the piamd fed to a constant-fraction discriminat€FD). The
arm angles for “set A.” Proton arm angles vary with enef@ee  counter voltages and CFD thresholds were set so that all
text). The pion beam enters at center left. minimum ionizing particles were detected but the thermionic

tube noise was not. A second signal from the S2B counter

2. A complete description of the detector elements is prewas fed to a leading-edge discriminator in which the thresh-
sented in the following sections. old was set to detect only very large pulse height signals
(S2BH), corresponding to the proton contamination in the
incident beam during=* running. Inversion of the S2BH
output (S2BH) thus indicated a “no—proton” event. Use of

For our experiment, the pion beam originated at a berylthis signal together with a differential absorber at the channel
lium target in the 140uA primary proton line, BL1A, midplane reduced proton contamination in the beam defini-
which yields a proton beam consisting of pulse8—4 ns tion to <0.1%.
wide occurring with a repetition rate of 23.06 MHz. After  An incident particle was identified electronically by the
momentum selection in the M11 pion channel, the pionsourfold coincidence BEAM:=S1X S2AX S2BX S2BH. The
were brought to a doubly achromatic double focus at thdogic signal S2B defined the timing for the entire system.
target location. The tight angular definition of this telescope of beam

The incoming pion beam was detected by three beamdezounters ensured that all BEAM coincidences corresponded
fining scintillators(S1, S2A, S2B operating in threefold co- to a particle at the targeéexcept for those pions which de-
incidence and placed upstream of the target. All consisted afayed or suffered hadronic interaction prior to reaching the
1.59-mm-thick NE110, wrapped by a single layer of 0.025target, as described in Sec. Il B.4Particle identification
mm aluminum foil and 0.263 mm electrical tape. These(see Sec. Il B 2 was realized by measuring the relative
counters were connected by short straight lucite light guideimes of flight(TOF) of the particles down the pion channel,
to photomultiplier tubes mounted on high-rate transistorizedralues obtained from the time differences between the
baseq36]. Alignment of the counters was carried out using BEAM coincidence and the TCAP signal, the latter a signal
an optical transit. The 25.4-mm-wide by 102-mm-high Slproduced by a capacitive pickup in the primary proton beam
counter was placed 903 mm upstreanf the target center line.
and 187 mm from the exit of the 200-mm-diam M11 beam In order to monitor the incident beam, a special “beam
pipe. The 12.7-mm-wide by 44.5-mm-high S2A and S2Bsamples” triggef SAMPLE) was constructed which utilized
counters were placed 410 and 405 mm, respectively, upsnly BEAM coincidences selected randomly by an adjust-
stream of the target location. They were mounted so that thable clock pulse. Since the vast majority of BEAM triggers
S2A phototube was above the scintillator and the S2B phodid not causerp events, this trigger provided an unbiased
totube below. This ensures that muons from pion decagample of events striking the beam counters.
downstream of S1 would not cause erroneous coincidences In order to assess the fraction of BEAM coincidences
by producing @renkov light in a S2 light guide that could be consisting of more than one pion, pions detected in the two
buckets following the one that triggered the spectrometer
were also monitored. Circuits were constructed to detect
BEAM hits in 2 and 3 consecutive beam buckets after an

S

j i

A. Pion beam

2All distances are between centers, unless otherwise stated.
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o . S which used the technique of measuring the energy of light ions in
coincidence ratésee texk In practice, the two determinations were the beam when stopped in a silicon counter
nearly identical, and latter value was used to determine the single- '
pion fraction of the beam.
doscope paddle was continuously monitored and written to
initial BEAM event. According to Poisson statistics, the the data acquisition stream throughout the experiment.
probability of at least one hit occurring in each mf con-
secutive beam buckets is {le~*)™, where is the prob- Beam momentum
ability of a pion occurring in a single beam bucket. This  As the central pion momentum transmitted by the channel
relationship was found to be very well reproduced through-s linearly related to the magnetic field strength of the first
out the experimentas demonstrated in Fig).3As discussed channel dipole B1) measured by an NMR probe set at the
in Sec. Il B 5, such information was required to correct themagnet midplane, momentum calibrations were carried out
beam rate for those events characterized by more than ontiring the tuning phase of the experiment and again near its
pion in a beam bucket. completion, using the traditional techniqgsilicon surface
For all of our =™ measurements, the channel slit width barrier detector, SSB}38] of stopping light ions produced
was set at 18 mm, corresponding to a 1% full width at halfat the production target in a silicon counter in vacuum at the
maximum (FWHM) Sp/p momentum spreaf37]. For the beam pipe exit. However, after the experiment, we were
7~ runs where the fluxes were lower, the momentum spreachade aware[39] of a pulse-height defect issUel0—45
was set at 2%, except for 267 MeV, where it was 2.5%. Thevhich rendered these results unreliable. Consequently, an-
channel jaws were adjusted at each energy to provide typither detailed calibration was performed subsequent to the
cally 1.5 MHz and 2 MHz target rates far* and 7, re-  experiment by measuring pion-electron TOF differences be-
spectively. tween scintillators contained within an evacuated beam pipe
A comprehensive beam tuning and calibration programin the experimental area, and also between the capacitive
[33] was undertaken immediately prior to the experiment inpickup (TCAP) signal from the proton bunches in the pri-
order to gain a detailed understanding of the pion beam chamary beam line and a scintillator in the experimental area.
acteristics. Two issues which arose from those studies déFhe technique exploits the fact that the electrons travel at
serve particular mention. The spot size and divergence of thessentially the speed of light and so provide an absolute ve-
beam at our target location were found to vary slightly withlocity scale. Details are provided in Rdf33]. Data from
the aperture of the front-end rate restricting jaws in the chanthese measuremen(sig. 4) yielded the M11 channel mo-
nel. Consequently, the values of the jaw apertures were renentum calibration
corded for all data-taking runs, since knowledge of the beam
size and divergence was required for accurate modeling by
the Monte Carlo simulation progranisee Sec. Il and Ap-
pendix A). It was also found that although the pion beam
trajectory and size were rather insensitive to the horizontalvhere B1 is the magnetic field strength in tesla and the
position of the primary proton beam on the beryllium pion +0.2% uncertainty in f;; corresponds to the spread in the
production target, they were somewhat sensitive to the veralibration points from the best fit line shown in Fig. 4. The
tical position. To monitor beam movement, a square, fourpreviously accepted M11 calibratid88] (which employed
paddle hodoscope centered on the beam was placed 248 SSBD methodis shown in Fig. 4 as well. The-0.25%
mm downstream of the target location. The rate on each hadiscrepancy in momentum between this calibration and the

Py [MeV/c]=326.7<(B1—0.00172+0.2%, (1)
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new one is consistent with the size of the pulse-height defealetection arms. These scintillators were viewed from both
effects discussed in Refst0-45.2 the top and bottom by phototubes coupled to Lucite light
For each run in the experiment, the energy loss througlyuides bent at 90° so that the phototubes pointed radially.
the midplane absorber, the beam pipe exit window, and thehe scintillators were situated 928 mm from the target.
in-beam countersincluding tapg, air, target windows, etc. The base plates for these counters were positioned also on a
(for the LH, target, and half the target material at the ap- machined table using a transit, with slight adjustments pro-
propriate angle were determined using the full Bethe-Blochjjgeq in order for the proton counters to be moved after
equation[46]. The uncertainty in this energy loss was esti- every energy change to the angles conjugate to the scattered

mated as 19% of the total losa T, typically 2 MeV) and pions. An accuracy of about 0.1° was achieved in the an-
was added in quadrature to the0.20% momentum uncer- gular positions.

tainty calibration to give the total uncertainty. Although the

pion beam energy was fine-tuned for each different target 1. Two-Arm ap coincidence detection

configuration to give the desired energy at the target center,

the energies weraot similarly adjusted for the correspond- ~ Pions scattered into the pion arms were identified by a

ing background runs, since the backgrounds were small ag1X 72 coincidence between counters in the same arm, in

was the energy dependence of the background itself. Thany one of the six telescopése., Il;=1;- 72;). Phototube

variations in the cross sections associated with the resultingoltages and discriminator thresholds were set just above the

momentum uncertainty are less than about 1.7% for both oumoise signals and at about 35% of the smallest pion pulses to

m*p and 7~ p data. ensure that no good pion events would be lost. Particles were
identified by their TOF to ther2 counters relative to the
BEAM signal. Although neither the timing nor pulse-height

B. Time-of-flight spectrometer information from 72 could distinguish pions from those

The TOF spectrometer shown in Fig. 2 consisted of thenuons arising from pion decay between the target a@d
beam monitoring scintillators, six arms consisting of pairs ofthis small muon contribution could be accurately accounted
thin scintillation counters to detect the scattered pions, anéPr by Monte Carlo simulations. Thel counters were po-
six conjugate arms of thin scintillation counters to detect thesitioned such that pions passing through them would not
recoil protons during coincidence running. Use of thin trans-trike thew2 light guide near the phototube junction, which
mission scintillators ensured virtually 100% detection effi-would enable forward-going €enkov radiation to be de-
ciency with negligible edge effects for botht and =~ as  tected, but nevertheless a check was made with ttie
well as protoné.A pion arm consisted of a two-counter tele- counters out of the EVENT coincidence. In this case the
scope viewing the target, with each telescope comprised dfise events produced by theef@nkov radiation were easily
two 3.2-mm-thick NE102 scintillators wrapped by a single discriminated against with a timing cut, since the the light
layer of 0.025 mm aluminum foil and 0.26 mm polyvinyl- arising from true events hitting the2 scintillator counters
chloride electrical tape. The scintillators were attached to théad a longer path length to traverse before reaching the pho-
phototubes via lucite light guides. The telescopes werdotube.
bolted onto a machined table, with both scintillators of each Proton arm events were signaled by a coincidence be-
arm positioned using a transit located at the target centeiween the up and down tubes of each of the P1 counters.
enabling the angular positions to be known to better tha-0gic signals obtained by discriminating with CFDs were
+0.2°. The solid angle defining2 counters were on aver- then fed to a mean timer to establish the timing gate. Prior to
age 40.030.06 mm wide by 99.980.09 mm high[47] performing the actual experiment, each counter was placed
and were mounted 12313 mm from the target center. The in the beam, and the phototube voltages and discriminator
1 counters were 49 mm by 165 mm, and situated 792 mnihresholds were adjusted to cut halfway into theinimum
from the target center. These dimensions and separatiof@nizing) electron signal, thus ensuring that all protons were
were chosen in order to define a projected spot size ofietected. Candidatep scattering eventéARM) were iden-
~60 mm horizontal~200 mm vertical at the target, large tified by the coincidence of BEAM with the coincidence out-
enough to cover the whole interaction region while not se-Put of signals from a pion arm and its conjugate proton arm
verely restricting the acceptance to muons arising from deca}-€-, ARM;=BEAM X II; X P;). The timing was set such that
of scattered pions. only relatively fast particles in the pion arm and relatively

For those runs involving coincidence detectiomp) of ~ Slow particles in the proton arm would satisfy thex P
both pions and protons, a set of six 90 mm by 400 mm by 3.Zoincidence.

mm thick (P1) scintillators were used as the recoil-proton _ The 7p scattering yield was obtained from the spectra of
TOF differences of particles to the pion counters relative to

those to the proton counters. The tight geometry of the
3As an uncertainty in the M11 calibration of about0.5 Mev ~ COunter pairs greatly suppressed the dominant three-body
was quoted by Brackt al. [28] for their differential cross section quasflel_astlm-r*A—> m~pX background and, Combllned with
results at energies up to 140 MeV, their old calibration is within thethe timing requirement, also suppressed the quasifree absorp-

0.2% momentum uncertainty of the new one at 140 MeV. tion m*A—ppX background. These backgrounds for the
“The pion detection efficiency of the Lucite light guides attachedtwo-arm coincidence measurememisver exceeded 7% of
to the scintillators was measured to be negligible. the foreground at any angle or energy. Figure 5 shows the
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and an additional set at 55, 65, 85, 105, 125, (48t B")
for a few 7' p energies with,,=50.6°. The proton angles
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FIG. 6. Top: am2 timing spectrum §,=20°) showing the soft-
ware gate used to extract thep yield from a 169 MeVz*p

di d hb h . | single-arm run. The background level was maximal here and de-
were adjusted at each beam energy to the appropriate va UERased with larger angle. The protons shown, corresponding to

conjugate to those of the pion arms. backward going pions, were fast enough to satisfy the hardware
The possibility of an ARM coincidence being generated EVENT timing requirement. Bottom#2 foreground pulse height
by the detection of a proton in the pion arm and a pion in thesersus timing spectrum, showing clear separation of pions and pro-
proton arm was completely eliminated in all but a single caseons. Thewp yield was defined using the one-dimensional gate
by the tight kinematical constraints imposed by the pion-shown. The solid line enclosed region defines the software back-
proton counter pairs. The one case where such events coudiound box.
occur was in the “set B” configuration where both the pion
and proton angles were-55°. These events were easily
separated from the trugp events by the TOF timing differ-
ence, and therefore did not present a problem in the analysi
As shown in Fig. 2, the targets were arranged such th
the pion arms faced the upstream surface of the taugih
respect to the incident beapwhereas the proton arms faced
the downstream surface to minimize proton energy loss an

2. Forward-angle single-arm pion detection

For pion angles less than about 50°, the corresponding
groton energies were not large enough for the protons to
scape from the liquid hydrogen targ@tescribed in the
ollowing section. Consequently, a set ofr* runs at
forward pion angles was undertaken até,

{20°,30°,40°,50°,60°, 7¢°with the proton arms removed

X _ ~" from the EVENT coincidence. In this case an ARBvent
multiple scattering. The target angles were chosen to minig, o« yefined by the coincidence BEAMI,
I

mize_ the target thickness for the lowest-energy prqtons. The Candidaterp events were identified by the TOF to the
requirement that these p.rotons not suffer excessive energys counter. In these single-arm liquid hydrogen target runs,
loss and multiple scattering on the way to the P1 countethe foreground-to-background ratios were considerably
limited the proton angle to a maximum of about 55° at thepgorer than in coincidence mode, ranging from about 1.5:1 at
lowest energy141 MeV), corresponding to a minimum pion 20° to about 7:1 at 70°. A sample spectrum is illustrated in
angle of ~55°. For most rung*set A" ), the forwardmost Fig. 6. The reactions which contributed the bulk of thép
pion arm was set at 60°, corresponding to a P1 counter angkingle-arm background included pion elastic scattering from
of 53° at 141 MeV. The backwardmost pion angle was lim-the Mylar windows and domes in the targearbon, oxygen,
ited to 155° by the requirement that the corresponding proand hydroge)n pion quasielastic scattering from these mate-
ton counter angle at 267 MeV (8.6°) be situated safely outrials (mainly carbon, and =" absorption on quasideuterons
side the cone of the incident beam. in these same nuclei, producing two fast protons which could
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TABLE I. Areal densities of target nuclei for the carbon, J,H weights measured using a Mettler balance. The uniformity of
and CH targets used in the experiment. the linear thicknesses was checked using a machinist's com-
parator, specified to be accurate to>2 B > mm[48]. The

Target Thickness H T?'Ckn?fs hydrogen and carbon contents of the {#rgets were deter-
[mg/ent] (107" mb™] mined to 1% accuracy by chemical analyses provided by a
LH, 106.2-0.5 63.43-0.32 commercial laboratory48]. The stopping power for pions
CH, “A” 44.0+0.1 3.78-0.04 and protons in the graphite background target was midway
CH, “D” 185.8+0.7 16.00-0.16 between those of the GHD andE targets, the solid targets
CH, “E” 204.2+0.3 25.36-0.25 which were most often used in the experiment. Incidentally,
Graphite 285.7 +. these were the same targets used in the experiments of Brack

et al.[28,49.

The targets were supported by thin aluminum frames at-
satisfy thell timing gate. However, despite the sizable back-tached to an aluminum support bracket, and the whole as-
grounds, reliable background subtraction was possible. Theembly was mounted onto a machinist’s rotating table to pro-
single-arm runs were set up with the target oriented at vide accurate and reproducible angular adjustment. A transit
—39.4° so that the downstream window faced the middlenounted downstream of the target position was used to
pion arm. The pion angles were chosen to fill in the anglesheck the 90° orientatiof‘edge on”) of the target after
not already covered by the two-arm coincidence runs, witlevery change or adjustment of the target angle. The 0° ori-
some overlap to provide a consistency check. The forwardentation was set by attaching a mirror to the target, and then
most angle was limited by the requirement that muons arisshining a He-Ne laser through the transit viewpiece with the
ing from decay of beam pions would not cause a pion arnteflected light required to project back onto the laser exit
coincidence. aperture. In this way, the target angles were determined to
+0.25° (68% confidence The CH, target angle was fixed at
53.0° at all energies except 218.1 MeV, where it was 50.0°.

A key element in the experiment was the development of

Since the use of solid targets #p elastic scattering ex- the thin, flat-walled, super-cooled liquid hydrogen target.
periments has been the subject of some critic[85], the  This target was thick enough to provide protons at high den-
coincidence measurements were taken with both thin solidity within a cell of accurately known thickness, yet thin
CH, and a novel flat-walled, supercooled liquid hydrogenenough that energy and interaction losses to the incoming
(LH,) target in order to lay this concern to rest. Although and scattered beams were minimal, as were the corrections to
most of the measurements described in this paper were doniee effective solid angles due to extended source size effects.
using the LH target, several measurements were repeate8ome construction details of the target, including relevant
using the solid targets as a check on systematic uncertaintigshysical parameters, are displayed in Fig. 7. The tiiget

The solid CH targets consisted of 1%7127 mnf square was contained within the 14.99.03 mm thick hollow
slabs of p=0.93 gm/cmi CH,, with a slab of 100 stainless steel ring and two prestressed Mylar windows. The
X100 mnt square carbon graphite used for backgroundiquid hydrogen in the target was cooled by a separate source
measurements. The targets used and their respective thic&t liquid hydrogen flowing inside the hollow stainless steel
nesses are shown in Table |. The densities were obtainathg. This cooling hydrogen was liquefied once at the begin-
from measurements of the linear dimensions together witming of the experiment and then maintained at 15.6-16.0

C. Targets

464mm-
| I Vacuum Vessel

cooler

Toner Assembly
Assembly 20K Shield ?-W
L. ]

STAINLESS STEEL ki LS

ST F
cooling ring VACUUM
w lL—"(outside target dome)
//

T 0.127mm
KAPTON Vacuum Window

MYLAR dome
HELIUM Gas
18.0psia

Pre—stressed
MYLAR window

LH, Target Cell
15.04+0.06mm thick
20.68+0.03K 18.0psia

—
540mm 159munr
PR —

Target Coolant
(LH,)

0.03mm
77K COPPER Shield
& ALUMINIZED MYLAR
0.03mm
20K COPPER Shield
& ALUMINIZED MYLAR

9.5mm STAINLESS STEEL

Vacuum Vessel

FIG. 7. Left: LH, target inner flask assembly, showing target dimensions and operating temperature and pressure. Right: target assembly
showing placement of target flask assembly within outer vacuum vessel.

064611-7



M. M. PAVAN et al. PHYSICAL REVIEW C 64 064611

contained within a large cylindrical stainless steel vacuum , 2]

vessel. An inner copper heat shield at the target hydrogerg =03

psia. The liquid hydrogen in the target itself, however, was o4 tr.2 60" lab 75’ lab _ 95° lab
maintained at 18.050.05 psia, i.e., approximately 2.2 psia _, gﬁ: o o
overpressuréi.e., “supercooled’ in order to prevent boiling g giz- % I % ] % % ]
11 ] L
: BRI AEREF

0.4
temperature and an outer shield at liquid nitrogen tempera:g -os

ture, both surrounded by aluminized-Mylar superinsulation, & 5 ......11% 1ab 135° 1ab | 155" lab

and bubbling in the target. The entire target assembly wasg oo l}

prevented transmission of infrared radiation onto the target§ 4] %

and thus further ensured that no bubbles formed. Two gaps irg 021 o I o %

the vacuum vessel covered by Kapton windows provided? 00] L ] % L 1 1{1

beam access and egress. 8 0] 1 ;F Eo } E ] |
Prestressed Mylar windows on the target cell were used tc® 33 i S Fo F

keep the linear thickness of the target as uniform as possible -05 et At ek,

The deflection due to differential pressures across the win- c08(Ous 1e1)

dow was measured on a test bench at liquid nitrogen tem- ) .

peratures as 1.83 mm/psf80]. Although quite small, this FIG. 8. Two-arms* p cross sections at 169 MeV taken with the

would still cause unacceptable bulging if the target cell were-Hz target at angles of 45.6°, 50.6°, 53.6°, and 60.6°. Bpr
=60° lab, there is an additional point at39.4°. Each graph rep-

contained in vacuum. Consequently, the cell was capped 0rrésents one pion detection arm. TheX.3%) uncertainties shown
h si .229-mm-thick Mylar dom ntainin - e ; D :
both sides by 0.229 thic ylar domes containing gas re statistical only. A target offset of 0.6°+0.4° was inferred

eous hellgm ata pressure_ regulatec_i to within 10 mpsid of th%rom a combination of these results together with an independent
pressure in the cell, causing a maximun®.0356 mm fluc- target thickness measureméFig. 9)

tuation in the cell width. A 146 10 mm liquid hydrogen
column above the target center to the pressure regulation . .
point produced a 1% 1 mpsid hydrostatic head resulting in a run. The target densities at each temperature were inferred
net 0.026-0.002 mm outward window deflection at the bot- Tom molar volume versus temperature tatlbs]. The av-

tom of the target. The helium pressure and target-heliurﬁ)_rage of the normal- and para-hydrogen dgnsities was used
pressure differential were digitized and read-out on line at'"c® the exact value of the normal/.para ratio was unknown.
Although for most runs the conversion from normal to para

regular intervals by the data acquisition system. The linea i
thickness of the LKl target between the inside surfaces of the(abom 0.5%/h for the first 1_0_0) twould not have pro_ceeded
very far under normal conditions, unknown catalytic effects

Mylar windows was 15.040.06 mm, comprised of 14.99 ight have sped up the process. This introduces a 0.2% un-

mm from the machined depth of the ring, a correction takin . ) X
P 9 g?ertamty to the target density, a value which completely

into account shrinkage when cooled to 20 K, bulging of the ominates that arising from the temperature uncertainty of
windows due to the hydrostatic head, and also a thin layer 0 02% (0.01 K). Combining the measured linear thickness

epoxy bonding the windows to the ring. The total uncertainty y .
is the sum in quadrature of the individual uncertainties. together with the known average target density throughout

Target empty data for background measurements were OBhe run, the target areal density was determined to be 106.2

— 6 —1
tained by evacuating the target cell of all the LHnd re- *0.5 m%"”ﬁ' or 63'.43t O'.?’ZX 107" mb™. .
sidual gas, and replenishing it with helium from the domes. The 0° angular orientation of the target was set during the

The helium pressure was adjusted to maintain the same are periment by using a transit to view markers Wh.'Ch were
thickness as in target full operation: 15.8 psia at a targeP aced onto the lower rim of the vacuum v_essel during target
angle of 53.6° and 16.1 psia at39.4° assembly. An overall target angle uncertainty+00.3° was

Due to a failure of the target vapor bulb transducer at theestimated based on these mechanical measurements. The tar-

beginning of the experiment, the target cell temperatureget angle was set by rotating the entire cryostat, with the
could not be monitored continuously, but was determinedang.Jles read off a Igrg_e disk on _the S“pp‘j” structure to an
instead at four occasions spanning the entire experiment b timated rgprodumbmtz uncertalpty of”O._Z - The 4 drget
using the target cell itself as a vapor bulb. The vapor pressurdnd'e was fixed at 53.6° for the “set A" pion angle settings
at the LH, boiling point when the target was half full was and 50.6° for the “set B settings.

provided by the helium pressure transducer together with the
differential pressure transducer, both of which were regulat-
ing throughout this process. The resulting temperatures, in- To check whether there was a systematic offset in our
ferred from vapor pressure tablgsl], were 20.63, 20.58, nominal angles, two-armr*p coincidence data were taken
20.56, and 20.550.02 K, respectively, where the last value at 168.8 MeV with nominal LH target angles of 45°, 53°
includes a small correction which reflects the roughly 8%(“normal”), and 60°. The “set B’z data(at 50°) at this
ortho- (normaly to para-hydrogen conversion which oc- energy were also considered by interpolating the data to the
curred during the 16 hours after the target was filled. The'set A’ angles. Small uncertainties from the interpolation
observed temperature drop is consistent with normal- tavere added to the interpolated data. The effect of a 0.2°
para-hydrogen conversion in the cooling condenser fluidtarget angle reproducibility uncertainty was added to all
which was kept at a constant average pressure throughout tipeints. The results are shown in Fig. 8, which include one

1. Tests of the LH target angléthickness
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e e source of normalization uncertainty in all data taken with
? 109 3 E that target(as indicated in Table )I
ﬁ, 108_5 2. Foreground and background running
51977 Several hours were required to fill or empty the liquid

106 3 X h
2 3 hydrogen target, so it was not possible to conduct a target
F 105? empty run immediately after completion of each target full
,g 104 3 run or vice versa. Therefore, a series of target full runs was
g 1033 carried out for each configuration of the TOF spectrometer
< 1024 : and target, followed by all the respective target empty runs.
2 1013 - During target emptyindfilling), the target would be moved

w+— out of the beam and the time used to conduct measurements

-60 -40 -20 0 <0 40 60 with the solid targets.
Target Angle [deg] For the case of the CHargets, data runs were followed

FIG. 9. Results from the two different LHarget thickness mea- |mmed|<:;r1tely by the graphite ba(_:kground runs, except durlng
surement methods. The solidpen symbols data points are the 0S€7 " runs at 169 MeV designed to explore systematic
proton energy loss results includitignoring the effect of a 0.6°  €ffects. As only the two-arm coincidence configuration was
angular offset. Thex1.6% normalization error band doestin- ~ €mployed for the solid targets, the effect of a relative
clude the contribution from the statistical errors. The hatched areforeground/background normalization uncertainty on the
represents the quoted target thickness uncertainty from our vapéif0Ss sections was negligible<0.1%) due to the very low
bulb result ¢,4,=106.2- 0.5, Sec. Il G as a function of angle, com- level of background characterizing this arrangement.
bining the 0.5% thickness uncertainty with the0.4° zero-offset-
angle uncertainty. D. Data acquisition

) b 3 . The pulse-height and timing signals from every scintilla-
point at ¢°=60° from the forward-angle single-arm data tor in the system were recorded using CAMAC electronics
using a nominally—40° target angle. The results for each of and read out by computer to 8 mm video tape using the
the six pion angles were then fitted to a form @gs( TRIUMF VDACS [53] data acquisition program. Both the
+ 6p)/cosg). The fit yielded a common offset of 0.86° individual and the mean time signals from the proton
+0.36°. Neglecting the outlier point aﬂ’;’;‘b= 115° for Oy counters were time digitized and scaled. As well, all the vari-
=60°, the offset became 0.60.4°. ous counter coincidences were counted by scalers. In particu-

Midway through the experiment, an independent meaiar, the BEAM output was fed into two independent scalers
surement of the target thickness was performed, involvingas a consistency check. The scalers accumulated continu-
the use of silicon countef$2] to measure the energy loss of ously when the data acquisition was active and were read out
beam protons passing through theJ tdrget. The technique by the CAMAC system at approximately 1 min intervals
is described in detail in Ref33]. The target was rotated to during a run as well as the end of a run.
four nominal settings=—40.0°, 0.0°, 38.5°, and 53.0°, this  The EVENT gate consisted of the logicak of all six
last angle being the setting for most of the two-arm producpion-proton pair coincidence®r just pion arms for single-
tion runs. Fitting the data to the expressidn=Xy/cos@@  arm rung together with the beam sample sigt&8AMPLE) :
+6p) yielded X,=104.4+0.8 (staty-1.7 (norm) mg/cn?, EVENT=ZX,_; {ARM;+SAMPLE}. The LAM signal,
0o=0.7°=0.4°. Although the results from the latter three which formed the analog-to-digital convertékDC) gates,
settings were perfectly consistent with that of the vapor bulktime-to-digital converter(TDC) starts, and triggered the
technique(Fig. 9), the —40.0° point was substantially lower, event readout, was the EVENT signal gated by additional
implying a systematic overall 0:70.4° angular offset.Ad-  “inhibits” depending on whether or not the computer was
ditional evidence for a systematic angle offset was providedusy BUSY), whether the beam was turned d¢tfetected
by the single-arm results, which overlap better with the two-using a rate metgror whether another EVENT signal had
arm results at their respective energies if an offset of abotinmediately preceded the current oftetected using a fast
0.5°-0.7° is assumed. Final compromise valuegp#0.6  inhibit). The live time(or duty factoy (f,) of the data ac-
+0.4° with Xo=106.2-0.5 mg/cn (from the vapor bulb quisition system was determined from the ratio of LAMs/
resul) were adopted and applied to all the data taken withEVENTS.
the LH, target. This value is consistent with all the available The ADC gate widths were set at approximately 30 ns,
evidence, while discounting to some extent the effect of thevide enough to include essentially all the signal, but smaller
outlier points ate'f,‘bz 115° for 6,,,=60° in Fig. 8 and the  than the beam repetition period of 43 ns to avoid the possi-
—40° point in the target thickness measurement. The resulbility of pileup and random coincidences. The TDCs oper-
ing uncertainty in the Lkl target angle is the dominant ated in common start mode, with the LAM as the common

START.
In order to reduce the number of ADC and TDC channels
*The data could also be explained in terms of 4.5° shift at the ~ required to accumulate all the data from the six pion and
—40° setting, since during the thickness measurement, the targ@roton arms, a multiplexing scheme was employed, whereby
was positioned to that angle with some difficulty. the only ADC and TDC wordg¢from 71, 72, and PJ] re-
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TABLE Il. Beam normalization corrections and their uncertainties, as well as the angle-dependent uncer-
tainties, for the 168.8 MeV cross sections. All columns except the first refer to the two-arm configuration. The
normalization factors are defined in E¢8) and(3). Note that the beam factors and uncertainties are similar
at the other energies.

Beam normalization correctior(8o)

m'p TP

Factor 1arm LH LH, CH, “D” LH, CH, “D”

f. 1.2 1.2 1.2 7.5 7.7

fo 3.7 3.7 3.7 3.8 3.8

fL 1.5 1.8 1.1 1.0 0.9

fg 4.8 4.4 4.1 55 5.6

fir 8.8 1.8 0.7 0.3 0.1
Summed beam corrections 20.0% 12.9% 10.8% 18.1% 18.1%

Normalization uncertaintie€b)

Tp T p
Factor 1arm LH LH, CH, “D” LH, CH, “D”
Nprot 0.5 0.5 1.0 0.5 1.0
COSfhy 0.6 1.1 0.6 1.1 0.6
B <0.1 <0.1 <0.1 <0.1 <0.1
fr 0.2 0.2 0.2 0.6 0.6
fo 0.2 0.2 0.2 0.2 0.2
fL 0.3 0.3 0.2 0.2 0.1
fg 0.4 0.4 0.4 0.6 0.6
fir <0.1 <0.1 <0.1 <0.1 <0.1
Edge effect 0.1 0.1 0.1 0.1 0.1
\/E(Ai)Z 1.1% 1.3% 1.3% 1.4% 1.5%

Angle-dependent uncertainti¢%)

+

TP T p
Source 1 arm Lk LH, CH, “D” LH, CH, “D”
Typical yield® 1.6 1.0 1.4 14 1.7
Solid angle:
MC statistics 0.4 0.4 0.4 0.4 0.4
R,>*=3mm 0.5 0.5 0.5 0.5 0.5
w2 Area 0.3 0.3 0.3 0.3 0.3
Hadronic losses 0.3 0.4 0.3 0.3 0.3
VE(5)? 1.8% 1.3% 1.6% 1.6% 1.9%

4ncluding uncertainty from background subtraction.

corded by CAMAC were those for the arm which detecteddences. In practice, the largest number of multiple events
the wp EVENT. To determine which arm caused the observed for any run was two out of many thousand events.
EVENT, the ARM timing signals foreachof the six arms,

as well as the beam SAMPLE signal, were fed to separate I1l. DATA ANALYSIS

channels of an input register and processed by the CAMAC

J11 Starburst controller. This system also indicated whether The center-of-mass differential cross section at laboratory
more than one arm recorded a hit for the same EVENT, thukinetic energyT, at center-of-momentum scattering angle
giving another measure of the rate of accidental coincif.,, was determined using
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FIG. 10. Left: results of &EANT solid angle simulation for a 141 MeX* p run usirg a 2 mm CH target oriented at 53°. No hadronic
interaction losses are included at this stage. Note thatrthsolid angle equals the geometric solid angle as expected. Right: ratios of the
simulated solid angles to the simulate@ solid angle, showing the equivalence of the high-statistics simulation with the lower one used in
the analysigsee text Note that inclusion of therl and P1 counters reduced the solid angle by enl§26 from the geometric value,
decreasing to-2.5% at 267 MeV. The lines merely serve to guide the eye.

o Y(T 7, 01ap) COSOgd (T 1, Oyap) tive solid angle. A pior(proton could sufferinteraction loss
E(Twaec.m): N_AQ (T, 0N 2 by hadronic elastic or inelastic scattering on the way to the
T T TlanTprot w2 (P1 counter, and thus escape detection. The resultant

whereY = number of detectedp events at laboratory angle decrease in the effective solid_angle was substan.tial, ranging
O, Oigi=target angleN .= number of beam pions incident from about 2% to 5% depe_ndlng on target and pion scatter-
on target A Q) 4= effective laboratory solid angle farp de- N9 angles. The nonzero pion begm size resulteq irexan
tection, N,o=number of target protons/@ne= scintillator te_no_led source the targ_et from which a scattered pion could
efficiencies, and) is the Jacobian transformation from the Originate, making the distance to the2 counter(hence the
laboratory to center-of-mass reference frame. The target pr&:©lid angle different for each pion. Although the effect was
ton densities are listed in Table I. Each of the other terms jMall, <0.2%, nonetheless the determination o) ¢ in-

Eq. 2 are discussed separately in the following sections. Deolved the weighted average over the extended source. A
tails of the Monte Carlo determination afQ. are pre- scattered particle that would othe'rW|se have m|§sedﬂtﬁe
sented in the Appendix, while the techniques employed fofPD counter could suffetCoulombic and hadronjaescat-
analysis of the scintillator signals are presented in this sed®ring from an experimental structusnd subsequently hit a

tion. The final cross section results are presented in Sec. Ngounter. This effect was significant only when using the,LH
target in the single pion arm setups or for the most forward

pion arm in the two-arm setup. In the former case, pions
could rescatter hadronically from the stainless steel target
The effective solid angle of a pion arffior single-arm  vessel and subsequently cause a pion arm coincidence. In the
operation or pion and proton arm combinatidfor two-arm  latter case, pions that would have missed the pion arm
coincidence modewas determined by Monte Carlo simula- counter could have scattered off the target ring and subse-
tions. As the time-of-flight difference spectra were unable toquently hit the counter. In the worst cases, rescattering
distinguish between scattered pions and those muons arisirigqused up to-2% effect in the effective solid angl®ion
from the decay of scattered pions, the agt yield consisted decaywas another source of pion loss, amounting to a net
of those events in the pion arm involving a piona muon,  reduction ofA Q4 by 2%—4%(see Fig. 1D The presence of
and a proton in the proton arm in the case of two-arm runsthe intermediatew1 counters constrained the number of
all of which needed to be modeled as faithfully as possibledaughter muons detected from pions that would not have
The consistency of the simulation results with the many exbeen detected otherwise. The TOF spectrometer was de-
perimental checks that were carried out was an importargigned so that in the absence of decay and multiple scatter-
check of the procedure used and provided a useful measuieg, for a monochromatic, point scattering source, every pro-
of the magnitude of many of the systematic errors charactetton conjugate to a pion that hit the2 counter would hit the
izing the experiment. corresponding P1 counter. However, the combination of an
In both the two-arm and single-arm operational modesextended source, beam momentum spread, multiple scatter-
the solid angle subtended by the2 counter (2.646 ing, and pion decay spread out the recoil proton distribution.
*+0.013 msr) defined the geometric solid angle(Xyen) The net result of thgroton counter constrainivas a~ 7%
for detecting scattered pions. However, some of the scatteregduction in the effective solid angle at 141 MeV using the
pions (protong that should have struck @2 (P1) counter CH, target(illustrated in Fig. 10, ~6% with the LH, target,
failed to do so, whereas some outside the geometric solidecreasing to~2.5% at 267 MeV. At 141 MeV about half
angle were actually detected. Consequently, an effectivéne decrease is due to the recoil proton distribution spreading
solid angleAQq+ was introduced to compensate for thesefrom the multiple scattering of the low-energy protons,
competing effects. Various factors contributed to the effecwhereas at the highest energies the decrease and spread is

A. Solid angle
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primarily due to scattered pion decay. Finally, particles en- 1.05 ————t—
tering near the edge of the scintillator could exit out the side,
thus reducing the path length and consequently the light out-
put in the scintillator. However, as most events of this kind

would have still yielded a detectable signal due to the low

thresholds used in this experiment, such corrections were
expected to be<0.1%.

o—Arm Cross Section
-
o Q
- N
L1
—
—
S
| —

0.99 -
o . £ 0.98 - J -
1. GEANT Monte Carlo determination of solid angles 2 097
As a result of the correlations among the various effects % 0.96 - L
described above, the only way(Q .4 could be determined & 0.95
accurately was by &ll Monte Carlo simulation of therp 50 70 90 110 130 150 170
: ; Pion Lab Angle [deg]
scattering process in the TOF spectrometer. All the relevant
physical processes associated with scattering(multiple FIG. 11. =" p cross section ratios to the normal two-arm value

scattering, pion decay, etdogether with the details of the at 169 MeV using the Lkitarget, measured for various configura-
experimental configuratior(scintillators, target, air, etc. tions at different times during the experiment. For clarity, the angles
were included. By generating a numidéy,. of wp scattering  are offset from one another, and the uncertainties shown are statis-
events, where the scattered pion was randomly and unfical only. The boxedcrossed diamondsefer to runs when the
formly distributed within a solid angl& Q. chosen to be Proton arm radiusangle was shifted, the stargircles when the
large enough to accommodate all events which could possPrOton Pl_(plon 1) counter was removed from the commplence,
bly result in a=2 hit, the effectivesolid angleAQ; was and the triangles when the beam momentum spread was increased
. to 3% (from 1%). These results demonstrate the insensitivity of our
given byAQes= (N*.‘ /Ning) A,ch WhereNH was the,num,ber technique to such systematic effects.
of 2 counter hits in the simulation. The uncertainty is that
expected from the Poisson limit to the applicable binomial
statistics. the systematic uncertainty introduced by these various ef-
The GEANT [54] detector description and Monte Carlo fects should b_e smaller than about 1P&., 10% uncertainty
particle tracking program was used to simulate tiescat-  Of the correctiong o _ _
tering reaction in the TOF spectrometer for every target, tar- Neverthelgss, to test the reliability of the effective solid
get angle, pion angle, and trigger configuration. All elementgingle determinationsy*p data sets at 168.8 MeV were ob-
of the TOF spectrometer were accurately modeled, includinl_?a'ned under various experimental setups which differed
composition, dimensions, and positions of all in-beam, pioffom the standard two-arm configuration. For example these
arm, and proton arm counters as well as relevant characteficluded deliberately misaligning the proton P1 counters by
istics of the CH targets(when employed The LH, target +0.25°, changing the Pl-target distance from 920 mm to
was also faithfully modeled, including all windows, dome, 855 mm or 1020 mm, removing thel counter from the
heat shield and superinsulation layers, stainless steel vacuuYENT coincidence, removing the P1 counter from the
vessel, target cooling ring, and liquid hydrogen coolant in theEVENT coincidenceli.e., single-arm mode and increasing
ring (see Fig. 7 and others [83]). Accurate modeling of this the incident beam momentum spread to 2%p/p (from
kind ensured proper treatment of the effects due to interfer1%0). The resulting cross sections are shown in Fig. 11. Al-
ing structures that were discussed previously. All the relevanihough the effective solid angles varied by as much as 5%
physical processes were included in the simulation, though i@mong the various configurations, it is evident that all the
most cases the hadronic interaction routine was not, since ftata are consistent at better than the 1% level.
was found to be too imprecise for calculating nuclear absorp- N addition, two-armm *p coincidence runs at 168.8 MeV
tion losses in the low-energy region relevant for this experi-utilizing different solid CH targets were obtained to provide
ment. These small interaction losses were subsequently inaformation concerning the relevant sizes of the uncertainties
troduced by hand to obtain the final results. Details of theassociated with the target proton dengitfo), the effect of
simulation are described in Reff33], while some details hadronic interaction losses in the target on the incident beam
concerning the hadronic interaction corrections introducednormalization, and the effect of varying scattered particle

subsequent to the discussion found in R88] are presented mulltiple scattering.anql hadronic interaction losses on the
in the Appendix. solid angle determination. Data were accumulated fop, CH

target thicknesses 6£0.5 mm(targetA), 2.0 mm D), 3.2
mm (E), and 5.2 mm D+E). The relative cross section
differences for each of the targets are shown in Fig. 12. The
The solid angle results from theEANT simulations error bars shown are purely statistical. The beam pion losses
showed that effects of the1l and/or P1 counters affected the varied from 1.2% for targeA to 2.4% for targeE+ D, while
geometric solid angle subtended by th@ counter by no the modification of the effective solid angles associated with
more than~9% in theworst case and more typically by these targets varied between 6.5% and 1.5% at the extremal
only ~5%, while the other effecténultiple scattering, ett. angles, due to different proton energy losses and hadronic
were even smaller. Thus priori it would be expected that interaction losses. The results are completely consistent

2. Tests of the effective solid angle determination
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FIG. 13. Left: normal pion beam time structure measured with
FIG. 12. ="p cross section differences at 169 MeV for the respect to the TCAP probe as exhibited during a 141 Me\p run.
two-arm setup using Cjtargets of various thicknesses. The uncer- The electrons are clearly separated, but the muons are totally ob-
tainties shown are purely statistical. Not shown are normalizatiorscured under the pion and electron peaks. Right: TCAP time spec-
uncertainties dominated by the target proton denif$) and the  trum, obtained during a dedicated run using phase-restricted pri-
*+0.2° target angle errof0.5%). The horizontal solid and dashed mary proton beam on the pion production target. In this case, the
lines represent the weighted average and uncertain@.§%) for  pions, muons, and electrons are all clearly distinguished.

the three targetd, B, D. The solid points are the data used for the
final _results at _thls energy. These results confirm the quoted 1% 2. Pion fraction f,
density uncertainty for these targets.

Determination of the pion fractiof proceeded in two

within the relative normalization uncertainties. The solid andSt€PS: removal of the proton contribution in the beam and
dashed horizontal lines in Fig. 12 are the weighted average&etérmination of the beam contamination due to muons and
of the cross section using the three thinnest targets and afeeCtrons originating near the pion production target. Protons
included to better visualize the results. Considering the ordef/€re effectively removed from the BEAM by means of dif-

of magnitude change in target thickness between taxgeid ferential energy loss within the channel provided by a mid-
E+D, these results provide confidence that the solid angleBl2ne absorber before the second bending magnet and a

and other target-dependent uncertainties are well understood2BH upper level discriminator used to reject the residual
(large pulse heightprotons. However, at the highest two

beam energies involved in the experiment, some protons

B. Beam intensity determination managed to leak into the BEAM definition. These protons

The number of incident pionww, per run involved a were easily identified by the TCAP SAMPLE spectrum and

product of six terms: large pulse heights in all the in-beam counters. As the cor-
rections due to these protons were never larged.6%),

N,=BXf X f XfpXf Xfg, (3)  their presence only introduced a small additional uncertainty

tof. (<0.1%).

The muon and electron contamination of the pion beam
arising from pion decay near the pion production target was
readily determined using particle TOF to the S2B counter. At
low beam energies<£110 MeV), the length of the channel
dalllowed all three components to be easily resolved during
normal operatiori28]. However at higher energies, the poor
H’me resolution imposed by the normal 3 ns width of the
proton beam buckets limited the clean separation of particles,
and for most of the energies involved in the experiment, this
limitation meant that the muofand at the highest energies
even the electroncomponents were obscured by the domi-

The number of BEAM coincidence®, was counted in  nant pion peak. Consequently, a series of runs with a reduced
two separate CAMAC scaler modules. As mentioned in Secproton pulse width was dedicated to measuring the beam
Il D, the live time f,+ was measured as the ratio of the CA- composition. As illustrated in Fig. 13, thee1 ns wide
MAC scalers LAMSs/EVENTs. These values were checkedGaussian distribution achieved in this “phase-restricted”
using visual scalers. Since all three scalers recorded largpode of operation was significantly narrower than the
values with no discrepancieB,and f + were considered to ~3 ns double-Gaussian time structure seen during normal
be virtually error free. runs.

where B=BEAM coincidences recorded by hardware scal-
ers, fir=data acquisition live time fractiorefficiency), f .
=pion fraction to the channel exity=pion survival frac-
tion (decay from channel exit to target centdi,= pion sur-
vival fraction after interaction losses to target center, an
fs= correction factor accounting for multiple pions travers-
ing the target. Each of these factors is discussed in detail i
the following sections.

1. Beam B and live time fr

064611-13



M. M. PAVAN et al. PHYSICAL REVIEW C 64 064611

100 4 . . . 100 . . . 1600 . . . . .
gg F 1500 ’ii\ 141 MeV m  Production Runf
o 3 1400 ( ] 1 { Beam SAMPLE Event
oe 2 1300 ] y' h{\ ,}/} ) pion tail
24 E
- 1200 { }) ‘ F
93 L ‘
— o2 E 1100 P[ i \ Phase Restricted Beam w : u : e %}
8¢ 91 F E -y - Series 1 fit: 89.9 : 06 : 95 |
ke 2 F 1000 T ]
3 | L — — — Series 2 fit: 875 : 0.8 : 117
oo 9001 i ' E
g 88 - [72) ~/ ~ ~ ~
S 87 L, o84 H =
15% " s ~~ Z
S O N =) s ~r ~s ~s
s 12 L =2 - 35 2001 | f ,~ =
11 r &) 1 N~
s - ; ' i et
S o L 1 1 }H{ RN
=] 3 3 | f\ }l}l {“\
E 1 N 100 | ; -
8 1 t ! i/. e i,
5 = g )
a4 L / f\ i;/ N
s 3 i A By gt 3 B,
3 : - ol , , S
1 - __ 1200 1250 1300 1350 1400 1450 1500
o =1 o AJ
120 160 200 240 280 120 160 200 240 280 TCAP_TDC [50ps/ch]

Pion Kinetic Energy [MeV]
FIG. 15. Example of a beam sample TCAP timing spectrum
FIG. 14. Percentage of pions, muons, and electrons in the M1iaken during normal production running. Two Gaussians are fit to
beam as defined by the in-beam scintillators during two (ums 1 the pion peaks, and the electron and mmCured by ther and
open symbols, run 2 solid symbplwith phase-restricted primary e peaks contributions are estimated using the results obtained from
proton beam. The differences between the series are due in part fRe phase restricted beam rufiseries 1 and 2. This technique
changing electron contamination from different midplane slit set-was used to determin, for the production runs. The tail to the
tings (see text The relative m/(7+pu) fraction is constant pjon timing distribution is inferred from truerp coincident events
(<0.2% difference at 141 MeMbetween the two series. The beam gssociated with only a single beam pion per bucket.
composition was found to be insensitive to typical drifts of the
proton beam location on the production target. The lines merelfthe 77~ beam than were the muons. The experimental results
serve to guide the eye. confirmed this. As there were many fewer muons and posi-
trons in themr* beam, such effects were much less signifi-
Two sets of phase-restricted runs were carried out at altant there. The&kEvmoc [55] simulations also showed that
the energies involved in this experiment, using the same piothe fractions depended on the geometry of the beam
production target and midplane absorbers employed in theounters, since largeismalley counters would intercept a
data production runs. The midplane slits were set to 0.5%arger (smalle) fraction of the muons and electrons which
Ap/p in the first series of measurements and 2% in the sectend to form a halo around the pion beam. Because of this
ond, with the jaws set at a value midway between those usedependence, our results cannot be compared directly to those
in the normalz* and ™~ runs. In addition, some runs were of Ref.[56] where the phase-restricted beam technique was
obtained with the momentum slit widths varied betweenalso used. However, the trends observed here are consistent
0.5% and 2.5%. Since only beam counter information wasvith those shown in that work. Tests with the position of the
required for these tests, all pion and proton arms were reproton beam deliberately varied on the production target
moved from the EVENT definition. Ther: u:e ratios were  showed that the above results were insensitive to the typical
determined from Gaussian fits to the TCAP timing spectraamount of beam variation monitored by our beam hodoscope
All three peaks were cleanly separated except at the higheduring our runs.
two energies, where the muon peak was obscured by the tail The results shown in Fig. 14 demonstrate that the
of the pion distribution. However, by fixing the muon peak fraction was=98% at all energies, and the results of the two
position using the expected-u and u-e TOF differences at  series were consistent te =0.1%. These results were used
those momenta, robust fits were found. The electron compder f _+ at all energies. However, in the caseof p, mul-
nent could be clearly separated at all energies. tiple Gaussian fits were performed on the TCAP spectra dur-
The pion fraction resultsf(;) from the two series are ing normal operation in order to fine-tune the results of the
summarized in Fig. 14. Immediately obvious is the differ-run in question. Although the muon contribution in the
ence in ther™ results between the two series, ranging fromTCAP spectra was obscured by the pion peak during normal
2% at 140 MeV to 0.5% at the highest energy. On the otherunning, the electron peaks could be easily identified for in-
hand, ther™ results from the two series differed by less thancident pion energies up to 218 MeV. Because the time struc-
0.2% at all energies. Such results are not unexpected. As thare during normal operation resulted in tweometimes
muons originate from a more distributed source at the prothree well-defined timing peaks, multiple Gaussian line
duction target and so are not focussed as well as the pions shapes were fit to the pion peaks, with the phase-restricted
the midplane, ther/( 7+ w) fraction should depend on mid- beam results used to constrain the muon and electron peak
plane slit setting. Consequently, narrow slit settings favor themplitudes and centroids. A typical fit overlayed on the
pions over the muons. This effect was expected to be eveMCAP beam SAMPLE spectrum is illustrated in Fig. 15.
larger for the electrons, since their source was even morBuring hormal beam operation, the timing spectra possessed
spatially distributed, and they were a much larger fraction ofsmall “right hand” tails. The fact that these tails were due to
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pions and beam contamination was inferred from the facproduction target. Since the-u TOF difference for muons
that they were apparent for singtep events, of the form originating after the last channel magnet was smaller than the
IIXPXVETO, since only pions could yield épion arm-  instrumental timing resolution, they would consequently ap-
(proton arm coincidence. By fitting the electron peak to- pear under the pion peak. Muons originating between the
gether with the pion tail, the electron fraction could beproduction target and the last magnet would have a timing
readily determined. As the phase-restricted beam results irlistribution spread between these two extremes. The results
dicated that ther/(7+ ) ratio varied by less than 0.2%,  from the lower-energy phase-restricted beam fits show that
could be reliably estimated. In all cases, the results were the size of this contribution was significantly smaller than
within the range of values of the two phase-restricted bearthat from the muons originating from the production target,
series, whereas the™ results were within 0.2% of the Since a clear gap existed between the pion and muon peaks.
phase-restricted beam values. At the lower energies wherEhe contribution was expected to be small since most decay
the electron component could be reliably estimated, the remuons emerge at an angle to the direction of the incident
sults forf . extracted in the above manner were used in the?ion (the “Jacobi angle,” varying fron~9° at 140 MeV to
cross section calculations, whereas at the higher energies, theb® at 270 with a momentum different from the pion, so
phase-restricted beam results were used. Since theesults ~ these muons would either strike the beam pipe walls or be
were always between the results for the two phase-restrictéeent away from the rest of the beam by the magnets. Fur-
beam series, the estimates at the higher energies were rfbermore, the beam counters subtend a very narrow solid
expected to vary by more than0.5% from those shown in angle, restricting the acceptance of particles reflected from
Fig. 14. the beam pipe to a narrow vertical strip in-él.7 m section
The precise nature of the quantitx_ should be empha_ |mmEd|atEIy downstream of the last dlpOle To cause a
sized here. Since muons from those pions which dedy ~ BEAM coincidence, a muon would have to undergo very
the channel exit could not be distinguished from pions bylarge angle multiple scattering which has a very small cross
TOF (see Fig. 17, the “pion fraction” defined above con- section; thus the contribution of these muons to the beam
tains a contribution from these decay muons. The fradtion Contamination was negligible. . .
thus represents the fraction of the beam at the last channel Nevertheless, a Monte Carlo simulation of the pions and
element that consists of those pions, muons, and electrofg€ir decay muons from the production target through the
that would subsequentlgause a BEAM coincidence. How- beam line to the in-beam counters and scattering target was
ever, to obtain the fraction of BEAM coincidences due toundertaken using theevmoc [55] beam transport program
pionsin thetarget, f_. had to be corrected for pion decay in [33]. Figure 16 shows the pion beam phase-space parameters

the channel and downstream of the channel &) @and for ~ for two settings of the rate restricting jaws, demonstrating
hadronic interaction losses,(). that the channel was well understood. This simulation con-

firmed that the contamination from muons originating be-
tween the production target and the last channel magnet was
small, amounting to only about 0t2.1%. This is seen
Pion decay downstream of the last channel elemignt,  clearly in Fig. 17, which shows the time distribution of pions
was calculated in a straightforward fashion by Monte Carloand muons originating from various points in the channel.
simulation using theseANT [54] program. Neglecting had- Therefore the correctiori ,—0.998 . was utilized in the
ronic interaction losses, the factty represented the fraction beam normalization factor for all data-taking runs.
of the pions at the exifquadrupole¢ magnet midplane which
would subsequently produce a BEAM coincidence and hit
the target. Since this factor was dependent on the beam Although the simulations discussed above neglected pion
counter geometry and beam phase space, the simulatioisss through hadronic interaction since neither Beymoc
were carried out for each run using the beam phase-spac®r GEANT simulations of these interactions were sufficiently
parameters measured during the channel tuning phase of theliable for this application, the factdr, already included
experiment. The decay correction downstream of the lashadronic loss effects to the S2B counter, since it was mea-
channel magnet up to the S2B counter was 0.8%, virtuallysured experimentally in the phase-restricted beam runs.
independent of the energy and beam size. Adding the corred-herefore, the only hadronic losses of pions that remained to
tion for 7 decays between S2B and the center of the targetye accounted for in the beam normalization factor were those
the total result forfy varied between 0.961 at 141 MeV and in the CH, or LH, targets(and shields, windows, etc., in the
0.973 at 267 MeV. As the energy increases, fewer pions dezase of the LH targe}, in the air, and in the S2B counter
cay, but since the muon cone angle is smaller, more of théafter a hit had been registered by the electronidsl the
decay muons are detected. ThesaNT results for the pion pions which interacted in the air and in the various shields
decay to the S2B counter and to the target were checkeand windows surrounding the LLHarget were assumed lost,
using therevmoc [55] beam transport program, with the two since it was very unlikely that such pions would continue
simulations agreeing to better than 0.1% at all energies. forward to the target. For the S2B counter, pion losses in the
One source of muons not yet discussed was that originatape on the downstream face of the counter and in the final
ing from pion decaywithin the channel. As the muons ap- third of the scintillator were included. The maximum total
pearing in the muon pedkig. 13 possessed the largest TOF hadronic loss correction calculated in this way wa&.0%
difference with respect to the pions, they originated near théor the case of 168.8 Me&" in the LH, target oriented at

3. Pion decay §

4. Pion beam interaction losses f
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FIG. 16. Comparison of the incident pion beam size and divergence measured just prior to the experiment for two settings of the channel

front-end rate-restricting jaw&arrow. H=50 cm,V=30 mm;wide H=140 cm,V=120 cm). Overlayed are predictions fronrav-
moc simulation of the channel. The satisfying agreement lends confidence to our beam-related coffegtipimschannel pion decay, Fig.

17).

60°, with the largest contribution being that of pion loss toevents had to be rejected outright from the analysis. As a
inelastic channels in the target. The uncertainty in this valueonsistency check, both approaches were employed when
due to the various assumptions and hadronic cross sectiafetermining the single-pion beam correction fadtgr

estimates was estimated to be about 10% arising from the The first of these methods, involving correcting the beam
uncertainties in the pion-nucleus cross section estimates witfountsB, was called the “Poisson” correction scheme since
an additional 10% due to the assumptions concerning theghe number of pions occurring in a single-beam bucket was
interaction losses, implying a loss correction for the abovgjescribed by Poisson statistics. In beam counter geometries

case 0f~2+0.3%. where all the pions which could have reached the target must
) _ _ have passed through the counters, the correctidwwould
5. Multiple-pion correction fs have been straightforward: if the probability of a pion occur-

For a~1 MHz pion rate, implying delivery of a pion to ring within a beam bucket iag (typically several percent
the target area in only one out of every 25 beam buckets, thand v is the frequency of the beam bucké23.058 MH2,
problem of signal pileup characteristic of high-intensity, low- then the actual rate of pions traversing the beam-defining
duty factor accelerators was negligible, since at these ratespunters would bexgv, whereas the rate indicated by the
using Poisson statistics, the probability of multiple pions in acounter scalers would be the rate of one or more pions per
single-beam bucket was only about 3%. bucket orv(1—e~*8). Therefore, the correction factor for

A BEAM coincidence would indicate only that least the beam-defining counters would have befd=\g/(1
one particle had passed through all the beam counters, re- e *8)
gardless of how many pions were delivered in a single-beam In our case, however, a small portion of the pion beam
bucket. Therefore, when calculating cross sections, either thmissedhe beam-defining counters, yet still traversed the tar-
total beam countd8 had to be increased appropriately to get. Consequently, if one or more pions traversed the target
correct for events with more than one incident pion or thesén addition to the one which traveled through the beam
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Production | Septum | 1 First | Channel
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FIG. 17. Revmoc simulations of 274 MeW m-u time-of-flight differences starting at different points along the pion channel. Most of
the muon peak at right originates near the production target, with little contributidh206) between the septuffirst magnet after
production targgtand the channel exit. After the channel exit, the muon contamination under the pion peak is easily deterrrinediy
or GEANT. The number of simulated events in each spectrum is not identical.
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counters, the chance of ap interaction would have in- 6, = 60° lab 6, = 75 0, = 95°
creased correspondingly. If the probability per beam bucket; 0] L {210% change in f,
of finding a pion able to traverse the target was(thus a &5 92 [ ] p
true pion rate on target of;v), then the probability that the B o1 % ﬁ ?i } } ﬁ i
pion also passed through the beam-defining counters was g o1 l 1 E % {
=\g/At and the probability that it missed was=1—p. In 5 o3 1 "
this case, the actual pion rate traversing the taagetasso- 8 s PN - -
ciated with a count in the beam countersRg,=vAt(1 & . 8 =115 9, = 135° 6, = 155"
— ye~*8), which replaces th&gv used previously. Thus the 5 o4; 1 Fo
multiple-pion beam correctiorf? for the case where the < o2 I ] % L] }
beam counters do not intercept all the incident beam is é o0 % {{ ] L] }
2 oz ] { { }: ] }
_ yea M8 8 -0.3- 1 L
S W 3 . - -
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Pion Rate on Target [MHz]

To use Eq(4), \g was obtained in a straightforward fash- ~ FIG. 18. #*p cross section differences for 168.8 MeV coinci-
ion from the observed rate of pions hittitgpth the BEAM  dence runs using the LHarget, as a function of incident pion rate.
countersandthe target Rf,,». Determination of the rate of The uncertainties shown are purely statistical, and the dotted lines
pions traversing the targevX ;) had to be inferred from the show the effect of a- 10% uncertainty in the multiple pion correc-
observed VETO counter rafe/(1—e V)], with y given as  tion factor. The independent correction methods using the VETO
above. The VETO counter was designed to intercept the erfounter (¢ solid) and incident BEAM correctionf open differed
tire pion beam in the idealized case of no decay and interad?y at most 0.3% at the highest rate, where the multiple pion correc-
tion losses. These losses were accounted for usingeur tion was~26%. The s_olld double arrow signifies t_he incident pion
Moc [55] beam simulation to obtain the correct target pionrate range for production runs, where the correction was 4.5%.
rate and fraction from the observed VETO rate. These simu- _ ) _
lations showed that forr* beams, where the electron con- 6. Test of multiple pion corrections
tamination was very low, the pion rate at the target was 97 To test our two prescriptions for the multiple-pion correc-
+0.3% of the VETO rate for all energies involved in the tion factor, two-armz " p data at 168.8 MeV were obtained
experiment. The simulation results were confirmed by tesior five pion beam rates on the LHarget: 0.34, 0.87, 1.4,
runs using a 15-cm-diam scintillator targéte same size as 3.1, and 6.7 MHz. One empty target run with a 1.5 MHz rate
the LH, targe} with two different beam intensities 1 and 2 was used for background subtraction in all cases. Since the
MHz. For 7~ beams, the pion rate on target varied frombeam rate was adjusted using the front end jaws of the pion
about 85% of the VETO rate at 140 MeV to about 95% atchannel, the pion beam size on target also changed. How-
267 MeV. The multiple-pion correction factdf was quite  ever, GEANT simulations showed that the effect of the jaw
insensitive to the approximations involved in thRevMoc  changes on the experimental solid angle was less than 0.2%.
modeling for the beam intensities involved~{ MHz  Consequently, the solid angles corresponding to the normal
through the in-beam counters ardl.5—-2 MHz on target ~ beam size were used in all cases. The cross section results
At these intensities, & 5% variation in the target rate cor- are displayed in Fig. 18. The beam correction factors varied
responded ta5f8~ +0.4%. from 1% at 0.34 MHz and 4% at 1.4 MHz to 26% at 6.7

The second of the multiple-pion correction methods, out-MHz. The maximum difference between the cross sections
right rejection of such events, also was realized using thgorrected by the VETO and Poisson schemes was 0.3% at
VETO counter. Since the chance of two pions in a single6.7 MHz, and smaller at the lower rates. As is evident from
beam burstboth interacting in the target was exceedingly this figure, no monotonic systematic variation within the sta-
small, then if one pion interacted causingm® event, the tistical uncertainties£ 1.3%) was observed in the cross sec-
other would pass through the target and be detected by tHions over this range. For all two-arm productiefi p runs,
VETO counter. Such events were readily eliminated from thghe cross sections corrected by the Poisson and VETO
ap yields and the accumulated BEAM hiswere corrected schemes never differed by more than 0.3%, the former being
appropriately. Using similar notation to that of the previoususually slightly larger than the latter, consistent with expec-
section, the appropriate multiple-pion “veto” correction fac- tation based on those events which should have been vetoed
tor wasf4=(BEAM events hitting target with only 1 pion in but were not, as discussed in Sec. Ill C 1. The average of the
buckej/(measured BEAM That is, Poisson and VETO corrected cross sections were used for the

two-arm results.
(Are " )p However, for the single-armr*p runs at 141.2, 168.8,
- (5) and 218.1 MeV, a much larger variation in the cross sections
1-e s calculated with the two correction schemes was observed.
The Poisson correction factors for these runs were the same
Since Ag was known and\; and p obtained as described as those for the two-arm rungt the same beam rate and
above, Eq(5) was easily evaluated. energy, whereas the VETO-correction factors were consid-

v

S
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erably larger, especially for the target empty runs. Althoughbetween the foreground and background targets, arose
the average discrepancy between the Poisson and VETO canostly because of different proton multiple scattering and/or
rected cross sections averaged only about 0.7%, a systemagiion and proton hadronic interaction losses in the two tar-
dependence with angle was observed, with the VETO-gets. The differences in the foreground and background solid
corrected cross sections 1-2 % smaller than the Poisson caingles for the two-arm coincidence setups could be reliably
rected results at 20°, increasing to be similarly larger tharjetermined by the Monte Carlo simulation. Also, the particu-
the Poisson at 70°. Since the Poisson scheme relied solely @8 value of ¥ used in the cross section calculations also
the measured beam rates, the resulting correction Shoulﬂ’epended on which multiple pion correction schefReis-

have been independent of pion angle as indeed was Oy or VETQ was used, since they used different beam cor-
served. The most likely explanation is that pion reactions ONections

the background nuclémostly carbon resulted in more than For the two-arm coincidence technique, the foreground

one charged patrticle in the final state, with one of them a&OF difference peaks were narrow Gaussians with

pion detected by the TOF spectrometer, and one of the others
a particle detected by the VETO counter. The fact that the_ 300 ps. Most of the observed background under the fore-

most forward angles were associated with the largest baclground peak stgmmed. from piqn quasielastic_ scattering from
ground is consistent with the most forward angle yielding the?rotons bound in heavier nuclgnhostly carbonin the target
largest discrepancy. This is also consistent with the abnof©9ion. This background was almost negligible for the
mally large correction required for the empty target runsSmaller angles at 141 MeV, and rgach_ed a maximum level of
where the yield is almost solely from reactions A4  about 7% for 218 MeVa " p reactions in the Chitarget at
nuclei. Since the VETO correction technique was less relibackward angles, as illustrated in Fig. 5. The fing scat-
able for these single-arm runs, only the Poisson correctiotering yield was determined using wideeveralo) gates
scheme was used in that case. Such effects wera con-  placed around the relevant spectra.
cern for the two-arm runs, since in that case the backgrounds For the single-arm runs, the candidat€ p scattering
were very much lower, and the coincidence requirement beevents were identified by the TOF difference betweenitBe
tween the pion and proton arms severely restricted the phasgunter and the BEAM coincidence. Without the proton arm
space available for background reactions yielding anothegoincidences to discriminate against™+A— " +p+X
charged particle with a trajectory intercepting the VETO quasi-two-body events, pion quasielastic scattering and ab-
counter. sorption on carbon contributed much larger backgrounds
than in the two-arm runs. Although the timing resolution was
C. Yield extraction adequate for separating pions from all but the fastest protons,
the elastically and quasielastically scattered pions on carbon
had very similar velocities to those from*p and so could
not be separated except via a background subtraction. Figure
6 is an example of such @2 timing spectrum at the most
forward angle (20°), where the background was the largest.
As for the two-arm case, the foreground/background normal-

the single-arm case. The desiredp scattering yield 7. . ) ;
Y(T..0) in Eq.(2) was obtained by subtracting an appropri- ization factor was deter_mlned using Eq. 6. However, in the
’T’ ) single-arm setup, the pions scattered in the full,Ltidrget

ately normalized background yield from the foreground, as

. . o could rescatter in the surrounding target materide.g.,
the foreground yield contained contributions from batp yacuum vessel, target ripgvith the resulting final state pions

scattering on the hydrogen nuclei and other pion scatterlr::?r protons detected by the pion arms. This serv nce

The 7p scattering yield at the pion scattering angle spe
cific to a particular TOF spectrometer arN(T ., 6. ,), for
a given number of incident pions onto the targdt,, was
obtained by accumulating2-P1 TOF difference events in
the two-arm coincidence case or by th@ TOF events in

reactions on the surrounding material which managed to saf; "~ .
he pion arm acceptance when the target was full relative to

isfy the kinematical and geometrical constraints of the TO . ;
. o : - ~_when it was empty. The added acceptance due to pion res-
spectrometer. Noting that the incident pion kinetic energies

in the foreground and background runs were within 0.5 Mevqatter!ng was deterr_mned by Montg Carlo S|mulat|qn as out
) X : . lined in the Appendix. The uncertainty in the net yield aris-
in all cases, therp scattering yield was determined from . o L

ing from the uncertainty in the normalization factfnom the

N9 AQ 9 cosgld N counting statistics and the uncertainty in the relative target
- c (ot _back) ybg _ v yb angle between foreground and background yumas added
N?Tg A QP9 b9 cos¢9{gt Nggc pack 710 pack in quadrature to the other statistical uncertainties. Despite the
(6) sizable backgrounds, the foreground-background subtraction
resulted in a cleanm*p yield peak. An estimated 0.2
where Y9 are the yields €@ the efficienciesN®* the  +0 20 residual proton backgrouriilom the adjacent peak
number of incident pionsN{%" the areal target densities, was subtracted from the yields. Since the positions of the
AQMPIthe solid angles, and c@%gbg the target angles of the background peaks were often a few channels different from
foreground and background targets. those of the foregroun@ue to small energy loss differences,
Apart from the obvious dependence on target and beantiming drifts), the peaks were shifted appropriately before
the foreground/background normalization facte(T,6.) subtraction. In practice, such shifts made no statistical differ-
also depended on the pion angle. This dependence, due to teace to the yields. The extracted net yields were defined by a
fact that the effective solid angleA@).y) differed (<1%)  software gate placed around the p peak. Slightly wider

y=Yfo—
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and narrower gates were used to check the sensitivity to the  1.10
cut placement, and any differences were included in the

overall statistical uncertainty. < 1.05 o % -
= ] - r
Yields and multiple-pion correction - 1.00 W T T % r
o L
When dealing with multiple-pion events, due care had to= T

be directed to the yield definition as well as to the beam* 0.95
normalization. In the Poisson correction scheme, the numbe2

of incident pions detected by the in-beam counters imas o 0.90
creasedby the factor in Eq(4) to account for the multiple & ] %
pion events. In this scheme, the2-P1 TOF difference spec- ® .85

TT T T[T T T T[T T 11T gr?

TTT T[T T T T (W [T 117

tra included contributions from both single- and multiple-
pion BEAM events, so no additional constraints needed to be 4.0 13— SN SN s S :
applied to the yield spectra. 120 180 © 60 120 180
In the VETO correction scheme, a multiple-pion event Pion CMS Angle [deg]
was 'd.em'f'ed by a partlcle hitting _thg VETO. paddle at the FIG. 19. Differential cross section results at 141.15 Me¥
same time as detection ofléx P coincidence in one of the left and 7w~ p right) plotted as ratios to the KH80 PWA solution
TOF spectrometer arms' These events Were_ thgn remov . The solid diamond, circle, triangle, and star points represent
from the w2-P1 TOF dlf_ference_z spectra, resulting in a yu_ald the single-arm LH, two-arm LH, set “A” and set “B,” and two-
corresponding to only single-pion BEAM events. Correctingarm cH, results, respectively. The error bars shown are statistical
the resulting incident beaN ;. for these rejected events Us- only. The results of Bussest al. [26] (asterisks and Bracket al.
ing Eq. (5) resulted in cross-section values appropriate tq2g,29 (open points are shown as ratios to KH80 at their respec-
single-pion beam events. In thi§¥ETO) correction scheme, tive energies. The double line is the prediction of the V.P.I. SM95
however, two special cases had to be considered, one whep&VvA [19]. The height of the hatche@olid) horizontal areas repre-
an event was vetoed but should not have been, and viceents the necessary shift in the data points fowadécreasein-
versa. creasg in the beam energy. The hatched areas onythgis repre-
In the first case, the extra parti¢se in the beam bursts sent the typical= 1o normalization uncertainties fazach of our
could have been muons or electrons, which passed throughsplayed data sets.
the target and hit the VETO counter, while a pion in the same
burst caused thdlx P event. Although theserp events Both single-arm and two-armw "p scattering data were
were rejected using the VETO cut, the incident BEAM countObtained at 141.2, 168.8, and 218.1 MeV, as shown in Figs.
was also corrected for such events, so the effect cancels, ti&, 20, and 21. In general the agreement between the single-
net result being simply a loss of statistics. and two-arm results in their angular region of overlap is ex-
In the second case, where tar more pions were inci- cellent. The set “B” 7" p scattering data were obtained at
dent on the target in a beam burst, with one causiig a 141.2, 168.8, 218.1, and 267.3 Me¥s shown in Figs. 19,
X P event, and the other continuing on to the VETO paddle 20, 21, and 2Rin the middle of the experimental running
the latter pion could have interactéd.g.’ decayehprior to periOd, and necessitated remOVing and repositioning the TOF
reaching the VETO counter with the interaction productsSPectrometer pion arms. The target angle was slightly differ-
(e_g_’ decay mudnescapingdetection by the VETO. Here, ent as well, 50.6° Compared to 53.6°. The excellent agree-
the events should have been rejected but were not. Resufident of the set B data with the corresponding set A data
from GEANT simulations showed that of the beam pions tra-provides additional confirmation of the positional accuracy
versing the target, only about 6% failed to cause a VETO hiff the counter arms and the accuracy of our solid angle de-
by either the pion or its decay muon. Thus for a typical 3%terminations. _ _ _ o
multiple-pion correction, only about 0.2% of the events Datawere obtained using both solid and liquid targets for
should have been identified as multiple-pion events, but wer@ P scattering in the two—arm configuration at 141.2,
not, a small effect consistent with observation. 168.8, 193.2, and 218.1 MeV and fer™p scattering at
141.2, 168.8, and 193.2 Melds shown in Figs. 19, 20, and
21). In general, the agreement between the solid and liquid
target results is well within the ascribed normalization uncer-
The many systematic checks that were performed to teggainties. However, at 193.2 MeV, the solid target results were
our determinations of the effective solid angles, target thick-consistently larger than the liquid target results for bathp
nesses, and beam normalizati@s illustrated in Figs. 8, 11, and# p at a level slightly larger than their respective 1.2%
12, 14, and 18indicated that the system was well under- and 1.4% normalization uncertainties. Even without taking
stood. In all cases the test results were well within the norinto account the energy uncertainty, the 4 tdrget data are
malization uncertainties ascribed to them. In fact, for theconsistent with an accurate prediction of the cross section at
case of the LH target angle, the test datalong with the the A resonance £W=1232 MeV or T,=190 MeV)
overlappingz* p single-arm and two-arm datavereessen- where the P53 partial wave heavily dominates the other
tial to help determine the magnitude of the systematic anglevaves. Neither the beam normalization constarif§ (g,
offset and to estimate its uncertainty. etc), the foreground and background yields, the effective

(]
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o
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4 z
FIG. 20. As Fig 19, but showing our 154.6 Me¥" p data(top) data(top) and our 218.1 MeVar™p and 7~ p data(bottom.

and our 168.8 MeVir"p and =~ p data(bottom). in the errors associated with each data point, but are listed
_ ) separately. All the data of each type were obtained from runs

solid angles, nor the beam energy in the Qdta sets appear characterized by a fixed experimental configuratide.,

out of line with respect to the adjacent energies, so the sourqgaam rate, target angle, efcexcept for the 168.8 MeV

of the discrepancy is unclear. Possible reasons include errg:+, | H, and CH two-arm results, which are weighted

neous settings of the GHarget angleswhich were read-  ayerages of runs taken with three different beam rates and

justed for each energyand/or the momentum selecting slits, three different target thicknesses, respectively. The justifica-

which if mistakenly adjusted off center, could cause the centjon for this averaging is provided by Figs. 12 and 18, which

tral beam energy to shift. Neither of these would have causeghdicatedno systematic dependence of the cross section on

any change in our diagnostics or our data and thus wouléhese parameters. The final cross sections had statistical un-

have escaped detection. Since at every other energy thtainties of~1-1.5% form*p and~1.5-2 % fora p,

agreement among the various experimental configurations is;ch with~1—1.5% normalization uncertainties.

excellent, there is no indication that significant problems oc-

curred outside this one energy setting. Consequently, the nor- 1. Uncertainties in the absolute normalization

malization uncertainties for just these four data sets at 193.2

MeV were increased, somewhat, to 2% for the twop runs

and to 2.5% for the twar* p runs to bring them into agree-

ment at the limit of their & normalization uncertainties.

The beam and target normalization uncertainties quoted in
the tables are based on the following considerations.

(i) Target angle cosfy: +0.4°zero offset
+0.2°(reproducibility for the LH, target, corresponding to a
*+1.1% (1.0% uncertainty in co#g for 6;,="53.6°(50.6°)
in the two-arm setups antt 0.6% for 6;q;= —39.4° (single-

The final results for ther™p and =~ p elastic absolute arm setup. For the CH targets, we estimate an uncertainty
differential cross sections in the center-of-mass system aref +0.25° corresponding t@ cosé,=0.6%. These esti-
listed in Tables llI-1X. The uncertainties quoted are themates are based on the results discussed in Sec. Il C 1.
usual 1o values. Common uncertainties such as those asso- (ii) Multiple pion correction £: A conservative estimate
ciated with beam energy and normalization aatincluded  of +10% is ascribed to the value ¢ —fg determined for

A. Absolute differential cross sections
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241 MeV 0 periment(see Sec. Il € The uncertainty in the proton den-
sity of the CH targets wast 1%, as measured by chemical
analysis by a commercial laboratd®8] (see Sec. Il ¢©

(vii) Beam and computer live time, B ang;f The un-
certainties in both these quantities were negligibi€).1%,
since the particle counting was done with several indepen-
dent scaler modules with no discrepancies observed. The live
time f 1 was 0.98 or better for the two-arm data presented in
the tables and typically 0.91 for the single-arm data.

All of the normalization uncertainties outlined above were
combined in quadrature to yield the values quoted in the
0.90 rr— e T T tables. As an example, Table Il shows the uncertainties and
0 60 P;zo CM1§°A 01 ;0 120 180 their sum for the 168.8 MeV data. Table Il also lists the

ton ngle [deg] various factors entering into the beam normalizatj&y.
(3)] and the sum of the corrections in percent. Note that the
ol e normalization uncertainties are 5-10 % of the overall correc-
]

1.10 4 e S i e S S from the vapor bulb measurements conducted during the ex-
Tr t

1.05

7/ LI S B B B B

1.00

/]

0.95

Ratio to KH80 PWA
T T S N T I O Y Y N M
T T T S Y T T T T I Y Y Y T N T

LENSLENLE B B B B 77 [ N U B ) B B B

tion factors. The uncertainties and corrections listed in the
table are similar at other energies, the largest change being in
the pion fractionf,, which increasegdecreasesat larger
(lower) energies.

2. Angle-dependent uncertainties

The experimental uncertainties which depended on the
pion scattering angle are the counting statistics in the fore-
ground and background runs, the statistics in the Monte
Carlo determinations of the solid angles, the uncertainties in

the hadronic loss corrections of the scattered pions and recoil
0.90 LARRAN s 130 180 o . 50 30 protons, and the uncertainty in the distance from the_ relevant
Pion CMS Angle [deg] 72 counter to the target center-0.5% corresponding to
+3 mm).

FIG. 22. As Fig. 19, but showing our 240.9 Me¥'p and7 ™ p The uncertainty in the net yield given by Eq.(6) is
data(top) and our 267.3 MeVir' p and 7~ p data(bottom), where
the LAMPF data of Sadleet al. (263 MeV) [30] are also shown Sk 2 SYbe 2
(open boxeps AY = (6Yfg)2+(KY (_) +( bback) ’

K Y29
each run, a value justified by the excellent agreement exhib- back
ited by the results discussed in Sec. Il B 6 and shown in Figwhere the uncertainties in the foreground and background
18. yields are Poisson distributed and the foreground/

(iii ) Pion fraction f . : For thew ™ p data the uncertainties background normalization uncertainfx arises mainly from
ranged from+t0.3% at 141.1 MeV ta-0.1% at 267.2 MeV, the target angle uncertainties in the foreground and back-
as inferred from direct measurements during the phaseground runs. In practice, the resulting uncertainties due to the
restricted beam operation described in Sec. Ill B2 andackground contribution were negligible in the two-arm
shown in Fig. 14. For ther™ p data, the uncertainties ranged measurements where the backgrounds were very small.
from 0.9% at 141.1 MeV to 0.3% at 267.2 MeV. Up to 193 However, in the single-arm runs, backgrounds ranged from
MeV, the uncertainties are associated with the fits to the-20% (at #'%°=70°) up to ~50% (at 20°) of the fore-
TCAP spectra as discussed in Sec. Il B 2. ground yields(relatively insensitive to beam eneigygo the

(iv) Pion decay §: =0.2% in all cases, since the results uncertainty in the background contribution arising from the
of the GEANT andREvVMOC simulations used to generate theseforeground/background normalization uncertainty actually
corrections agreed te:0.1%. Another 0.1% was added for dominates the error bar in the net yield for the three forward-
the uncertainty in the contribution from pion decay within most angles, reducing to be approximately equal to the sta-
the channel as discussed in Sec. Il B 3. tistical uncertainty at 70°. Also, for the single-arm runs, there

(v) Hadronic interaction loss f: This uncertainty was was some uncertainty in the yields arising from the place-
estimated to be 15% of the calculated loss of incident pionsnent of the software cuts, uncertainties which were added in
to the center of the target, varying from 0.3% for 168.8 MeV quadrature to the others. In practice, these variations were
7" p on the LH, targets, to 0.1% for 193.2 Me¥ p onthe  never larger than half of the original uncertainties. The had-
2 mm CH, target. ronic loss uncertainty was estimated to be 10% of the actual

(vi) Target proton density No: The uncertainty in the loss suffered by the pions and protons. The hadronic loss
proton density of the LK target, =0.5%), was estimated corrections varied from about 1.5% to 3% fer p runs, to

——
—o—
| 777 L
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TABLE Ill. Center-of-mass absolute differential cross sections at 141.15 MeV. All the stated uncertainties

are at the & level. The angle-dependent uncertainties and the normalization unceddihtye quadrature
sums of the various contributiorfas exemplified in Table )JI The labels indicates thdinear sum of the
individual normalization uncertainties. The uncertainty in the scattering angle, ;= +=0.1°.

T,=141.15-0.6 MeV

Absolute differential cross sectiofrmb/sy

Selp Pems 8 (p) 2 (= p)
[AN=1.1% (=2.3%)] (N/A)
LH, 25.3 15.17%40.45 -
Single arm 37.7 13.720.23 -
49.8 11.1%0.17 -
61.6 8.77-0.15 -
72.9 7.27%0.17 -
83.8 6.610.13 -
[AN=1.3% (C=2.7%)] (N/A)
LH, 67.3 7.92£0.14 -
Two arm 78.4 6.7£0.12 -
99.4 7.68£0.13 -
118.6 11.76-:0.18 -
136.2 17.240.24 -
152.7 21.630.29 -
[AN=1.3% (&=2.6%)] [AN=1.6% @ =3.4%)]
LH, 72.9 7.22£0.10 0.936:0.012
Two arm 89.1 6.6%0.08 0.695-0.010
109.2 9.37%0.11 0.66%0.010
127.6 14.5%0.15 0.944-0.014
144.6 19.7%0.19 1.247-0.017
160.7 23.26:0.23 1.426-0.020
[AN=1.3% (& =2.6%)] [AN=1.6% (=3.4%)]
2 mm CH, 72.9 7.19-0.11 0.944-0.016
Two arm 89.1 6.620.11 0.686-0.015
109.2 9.31-0.14 0.7280.016
127.6 14.5%30.19 0.9730.020
144.6 19.56:0.24 1.27%0.025
160.7 23.87%0.28 1.509-0.030

1.5% to 4% form* p runs. The final angle-dependent uncer-  TABLE IV. Center-of-mass absolute™ p differential cross sec-

tainties were obtained by summing in quadrature all theséons at 154.6 MeV.

separate components. Referef88| provides details includ-

ing a sample calculation of all the solid angle corrections.
T,=154.6-0.7 MeV

Absolute differential
cross sectiongmb/sp

3. Radiative corrections
. A . Setup 0°cms. do +
In experiments utilizing magnetic spectrometers to detect aa (7P

scattered charged particles, the fraction of events lying out
side the spectrometer energy acceptance due to bremsstrah-

[AN=1.4% (3=2.9%)]

lung energy loss would have to be considered. In our meakH, 73.4 8.97-0.12
surements, however, the times of flight of the pions andrwo arm 89.6 7.8%0.10
protons were measured, not the energy, and so energy losses 109.6 10.740.14
would manifest themselves as tails in the timing distribu- 128.0 16.66:0.20
tions. No such tails were observed in any of our spectra. As 144.9 22.880.26
the cross section for the bremsstrahlung proces® ( 160.8 27.280.32

—mpy) is known to be very small€0.1 mb/sr)[57], any
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TABLE V. Center-of-mass absolute differential cross sections at 168.8 MeV.

T,=168.8-0.7 MeV Absolute differential cross sectiofrab/sp

Setup 0°cms. 3_; (7 p) 3_; (7 p)
[AN=1.1% (& =2.5%)] (N/A)
LH, 25.8 25.5¢:0.51 -
Single arm 384 22.050.32 -
50.6 17.04-0.24 -
62.5 13.26-0.19 -
73.9 10.34-0.16 -
84.9 8.48-0.15 -
[AN=1.3% (E=2.7%)] (N/A)
LH, 68.3 11.42-0.18 -
Two arm 79.4 8.950.15 -
100.4 9.090.14 -
119.4 14.140.20 -
136.9 20.830.27 -
153.2 26.7%0.33 -
[AN=1.1% (=2.3%)] [AN=1.4% (=3.1%)]
LH, 73.9 10.19-0.12 1.176:0.018
Two arm 90.2 8.46:0.08 0.846-0.013
110.1 11.15-0.10 0.960-0.015
128.4 17.26:0.14 1.475-0.021
145.2 23.9¢:0.19 2.06%-0.028
161.0 28.82-0.23 2.43x0.033
[AN=1.3% (=2.6%)] [AN=1.5% (=3.2%)]
2 mm CH 73.9 10.130.15 1.163-0.020
Two arm 90.2 8.570.14 0.884-0.018
110.1 11.2#¥0.18 0.999-0.021
128.4 17.780.25 1.468-0.029
145.2 23.830.32 2.0910.037
161.0 28.930.37 2.516:0.043

radiative corrections would have been negligible comparegdange of energies up te-139 MeV, whereas those of the
to the other uncertainties characterizing the experiment. Con-AMPF group of Sadleet al. [30] were at higher energies,
sequently, no radiative corrections were applied to the dataextending down to 263 MeV, both of which overlap our en-
ergy range. Although there are alsd p data up to 140 MeV
by Ritchieet al.[58], the 140 MeV data were not included in
Fig. 19 for reasons of clarify.Of particular interest are the

In Figs. 19-22, the cross section results are shown assults of Bracket al. which employed a spectrometer simi-
ratios to the Karlsruhe-Helsinki KH80 PWA solutidd7]. lar to that used in our experiment. Whereas their first experi-
Also shown are the results of the last published partial-wavenent[28] used solid CH targets in arp two-arm coinci-
analysis(PWA) from the V.P.I. group, SM95319] and the dence configuration, their secon®9] used an active
data of Bussey et a[26], Brack et al. [28,29, and Sadler scintillator target to detect the recoil proton. The pion arm
et al. [30], all plotted as ratios to KH80 at their respective scintillators used in their experiment were also different from
energies. The use of such ratios enables meaningful companurs.
sons since the data sets were measured at somewhat differentOur lowest-energy results agree within uncertainties with
energies and also highlights differences between the data satse earlier two-arm coincidence measurements of Brack
which would not be visible on an absolute scale.

Prior to this work, the results of Bussey al.[26] consti-
tuted the only comprehensive set of differential cross sec- %Other data seti25] also were excluded in Figs. 19—22 due to the
tions for energies spanning tieresonance. The two previ- few energies covered and the large error bars associated with the
ous TRIUMF experiments of Bracét al. [28,29 covered a data, which limits their impact in partial-wave analyses.

V. DISCUSSION
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TABLE VI. Center-of-mass absolute differential cross sections at 193.15 MeV. As discussed in Sec. 1V,
the normalization uncertainties were increased to 2.5% and 2.0%'fprand =~ p scattering, respectively,
to account for the systematic difference between the @hktl LH, results at this one energy. To mimic the
results at other energies, the linear sum uncertaiblywas arbitrarily set to double thesluncertainty.

T,=193.15-0.7 MeV Absolute differential cross sectiofrmb/sy
Selp Pems 8 (p) 2 (= p)
[AN=2.5% (=5.0%)] [AN=2.0% (E=4.0%)]
LH, 74.8 10.0%0.12 1.10%0.018
Two arm 91.0 7.52-0.09 0.824-0.014
110.9 9.290.11 0.987-0.018
129.0 14.82-0.16 1.5810.025
145.7 20.4%30.21 2.2110.034
161.3 25.04:0.25 2.72%0.040
[AN=2.5% (=5.0%)] [AN=2.0% (5 =4.0%)]
2 mm CH 74.8 10.36:0.14 1.166-0.020
Two arm 91.0 7.9%0.13 0.835-0.019
110.9 9.86-0.15 1.00%-0.023
129.0 15.510.22 1.6910.034
145.7 21.730.28 2.342-0.042
161.3 26.150.33 2.776-0.051

et al. [28], although the latter are systematically lower thanthat the data of Bussest al.[26] were included in the KH80
ours by 1-2%. The results of the forward angle active targetlatabase with no normalization uncertainties, but were as-
experiment of Braclet al. [29] are also consistent with our signed 5% normalization uncertainties in the SM95 database
data, although at the edge of the relative normalization un¢compared to the 0% quotd@6] and the 1% provided sub-
certainty of about 3%. Our " p results at 141 MeV are also sequently[32]) in order to resolve an inconsistency between
in good agreement with the data of Ritcleieal. [58] at 140 the single-energy and global fits in the SM95 solution. The
MeV. Our highest-energy results at267 MeV are com- ncreased uncertainty, hence reduced weight, of the deta of
pletely consistent in both normalization and shape with thosgsseyet al. resulted in a solution more consistent with the
of Sadleret al. [30] which have 3% and 5% normalization yi5pa) database. The generally good agreement between our
uncertainties for ther"p and«~ p data, respectively. COm- yoqits and the SM95 predictions demonstrate that our results
p_arlson7 of our data with those of Bus_se’yal.yleld a m|_xe_d are more compatible with the global database in the vicinity
picture.’ Above the resonance, there is consistency within th%f the delta resonance than were the previous measurements.

stated uncertainties. However, at energies below the resQq addition, we have provided data with superior statistical
nance peak, our results are systematically lower than theirs

particularly form— p. with the largest disagreement occurring precision. The precision is such that shape differences due to

at 141 MeV. It is noteworthy that at the lower energies, thethe d|ﬁeren§:e in the smal waves.between the SM95 _and
KH80 solutions are clearly seen in the data at the highest

cross sections of Bussey al. [26] are systematically larger )
than the results of Brackt al.[28,29, with our data slightly =~ ©N€r91€s. _ ,
below halfway between the two sets at 141 MeV. Also, our Although the full impact of our data can only be appreci-
data have better statistical precision than any of these oth@ted after a new global PWA fitthe consistency between
data sets. our data and the SM95 PWA solution permit some prelimi-
Our results are systematically lower than, and in cleahary observations. The SM95 solution provides a good fit to
disagreement with, the KH80 PWA solution at energies bethe total cross section results of Pedrenal.[31], but much
low the resonance, though there is better agreement witlgss So to those of Cartet al. [27] (which are larger than
KH80 above the resonance. Our results agree rather weftedroni on the left wing of the resonancso our data sup-
with the predictions of the SM95 solution at all energies,port the former data set. Our data also support the value of
even though our data were not used in the SM95 fitting. Notéhe 7NN coupling constant derived from the SM95 solution,
f2~0.076, over that of KH8@0.079, a result which can be
traced to the larger mass and narrower width of the delta
"We refer to the~1% normalization uncertainties ascribed to the
data of Busseyet al. after publication[32] and not the larger 5%
value adopted in the SM95 analy$iE9]. No value was quoted in 8preliminary solutions which include our data can be found at the
the original papef26]. SAID site[59].
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TABLE VII. Center-of-mass absolute differential cross sections at 218.1 MeV.

T,=218.1+0.8 MeV

Absolute differential cross sectiofr®b/sh

Setup

o
0 c.m.s.

do

do _
aa (™ P aa (™ P
[AN=1.2% (=2.6%)] (N/A)
LH, 26.5 26.16-0.46 -
Single arm 39.3 20.580.30 -
51.8 15.75:0.22 -
63.9 11.38&0.19 -
75.4 8.29-0.15 -
86.4 6.110.13 -
[AN=1.3% (=2.6%) [AN=1.5% (E=3.0%)
LH, 75.6 8.04-0.10 0.923-0.015
Two arm 91.9 5.620.06 0.663-0.011
111.8 6.72-0.07 0.8470.014
129.7 10.59-0.11 1.353:0.020
146.2 14.850.14 1.948 0.027
161.5 18.410.17 2.395-0.033
[AN=1.3% (C=2.8%)] (N/A)
LH, 69.9 9.49-0.13 -
Two arm 81.2 6.780.10 -
102.1 5.60-0.08 -
121.0 8.62-0.11 -
138.1 12.86:0.16 -
154.0 16.980.20 -
[AN=1.5% (=3.1%)] (N/A)
3.2mm CH 69.9 9.610.12 -
Two arm 81.2 6.8860.095 -
102.1 5.6210.090 -
121.0 8.40:0.13 -
138.1 12.87%40.18 -
154.0 16.810.22 -

resonance in the SM95 solution compared to KH80. TherN sigma term from SM95 and subsequent preliminary so-
lower value of the coupling constant is known to resolvelutions which include our datg60] seem to indicate a sigma
long-standing inconsistencies in the Goldberger-Treiman distermlarger than the canonical resylt5], therebyincreasing
crepancy[8] and Dashen-Weinstein sum ryE0,12,13. The  the discrepancy with the theoretical res[di6]. However,

TABLE VIII. Center-of-mass absolute differential cross sections at 240.9 MeV.aTheoint at 130.3°
has been deleted since the proton counter for this run was found to be seriously misaligned.

T,=240.9:0.9 MeV Absolute differential cross sectiofrmb/sy

Setup 0°cms. g_g(w+p) g—g(w’p)
[AN=1.3% (=2.8%)] [AN=1.4% (=2.9%)]

LH, 76.3 6.35-0.08 0.822-0.013

Two arm 92.7 4.080.05 0.585:0.010
112.5 4.68:0.06 0.675-0.012
130.3 +- 1.127+0.018
146.6 10.65:0.11 1.634-0.024
161.8 12.93-0.13 2.046-0.029
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TABLE IX. Center-of-mass absolute differential cross sections at 267.3 MeV.

T,=267.3:0.9 MeV

Absolute differential cross sectiofrab/sp

Setup 0 c.m.s. 3_;(7_‘_+p) g_g(’rr,p)
[AN=1.3% (=2.7%)] [AN=1.2% (& =2.5%)]
LH, 77.2 4.7730.057 0.71&0.011
Two arm 93.5 2.7930.036 0.50&0.010
113.3 3.025:0.041 0.5750.011
131.0 4.812-0.059 0.835:0.016
147.1 6.959-0.081 1.2630.023
162.1 8.526-0.098 1.542-0.031
[AN=1.3% (=2.8%)] (N/A)
LH, 71.4 5.77%0.075 -
Two arm 82.8 3.8750.058 -
103.7 2.565:-0.045 -
122.3 3.862-0.062 -
139.2 6.134-0.088 -
154.7 7.930.11 -

since the sigma term is a very difficult quantity to extractsupport by the Wescott Fellowship and E.W. Vogt, and
from the wN data, definitive conclusions cannot be reachedhanks G. Stinson and R.A. Pavan for assistance with the
at this time. REVMOC andTRANSPORTbeam transport codes. |.S. acknowl-
edges the hospitality of TRIUMF, the support of E.W. Vogt,
) and NATO Collaborative Research Grant No. 921155U.
A. Concluding remarks

The primary goal of our experiment was to provide abso-
lute differential cross section data with small aradiable APPENDIX: HADRONIC INTERACTION CORRECTIONS
uncertainties at energies spanning theesonance. In addi- TO THE SOLID ANGLES
tion, the results of many test measurements proved invalu-
able in elucidating the nature of systematic errors which The GEANT [54] simulations described in Sec. Il A in-
were subsequently corrected or accounted for in the uncefluded all the geometrical constraints and physical processes
tainties. The satisfying internal consistency of our resultghat could affect the solid angle, except for pion or proton
demonstrates that our goal of obtaining reliable estimates dhelastic interactions with nuclei, for whicleEANT was
systematic uncertainties was successfully attained. It alstpund to be unreliable in the energy region involved in this
demonstrates that the techniques employed in this experxperiment. However, it was necessary to include in the
ment and shared by the pre\/ious work of Braekal. simulations involving the Lljtarget, hadronic e|aStiC, quasi-
[28,29,49, such as the use of solid targets, were reliable €lastic, and absorption interactions to estimate pion hadronic
despite criticisms to the contrafgee, e.g.[61]). rescattering into the pion arms from the cryostat vessel and

These data resolve a long-standing controversy regardin@get ring. This was required since in single-arm runs, a pion
the inconsistency of cross section values arounditiieso- ~ could scatter far out of the pion arm acceptance, rescatter off
nance with those at lower energies. Consequently, inclusioffor examplg the vacuum vessel, and then subsequently
of the results of this work will result in a more consistent cause a pion arm hit. In the two-arm case, such events were
database than was previously available. As a result of theliminated by the proton coincidence requirement. Moreover,
improved consistency in the database and the increased pré- empty target running, pions could initially scatter only
cision of these data over previous results, more accurate aritPm the target windows, domes, etc., before subsequently

reliable determinations of theNN coupling constant and rescattering, whereas in full target running the liquid hydro-
N sigma term can be expected. gen itself provided a significant new source of initial scatter-

ing centers not present in the empty target. Thus a simple

full-empty subtraction was inadequate to remove the addi-

tional pion rescattering. Consequently, the contribution to the
The authors wish to acknowledge the National Science

and Engineering Council of Canada for financial support, the

TRIUMF cryogenic target and cyclotron operation groups °As ceant v3.21 was designed as a simulation tool for high-

for their invaluable assistance, and PNPI Gatchina for proenergy physics, many of the approximations used in the hadronic

viding their surface barrier detectors. M.M.P. acknowledgesnteraction routines are not appropriate at low energies.
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effective solid angle from the rescattering contribution was - 1.05 4————————!

required to be estimated within tlEEANT simulations. ]
Despite the relatively poor accuracy of tlieEANT had-

ronic interaction losses at low energies, the hadronic rescat-

[
i
< x

tering corrections were never large, only up to 1% in the T ;] i E
B 100 F----Permmmdeee T % ————— § ——————————— E
©
A

X

forward-angle single-arm runs. Thus, even a relatively large

uncertainty in this quantity would not appreciably increase 0.99 3 3
the uncertainty in the overall solid angle. In practice, an ad- — 0'98 ] :
ditiqnal gncertainty of 33% of the additional correction was 3 0'97 ; simulated plon rescattering @ |
app“ed N thOSG cases. 2 . ] empirical fg/bg re—normalization O

A specific test was carried out to check these simulated g 096 no corrections & |

rescattering corrections. In this test, the proton arms were 0-956'0 e 100 130 140 160 -18'0
removed from the EVENT coincidence. Though now in .

- . . ; Pion CMS Angle [deg]
single-arm detection mode, the proton arm information was
still recorded, so both single-arm and two-arm yields were FIG. 23. Ratio of ther " p single-arm cross section to the coin-
obtainedsimultaneouslyComparison of the single-arm and cidence values at 169 MeV using the jttarget, for a run where
two-arm cross sectionsithout including pion hadronic res- the two were obtainedimultaneouslyThe solid diamondgcrossed
cattering in the vacuum vessel and target ring showed thdtoxes show the results where the corrections due to pion hadronic
the single-arm results were systematically larger than th&escattering in the vacuum vessel wéneere noj included in the
two-arm results by about 1—4 ¥Fig. 23. However, when solid angle simulations. The circles show the result using the un-

the additional pion hadronic rescattering contribution Wascorrected solid angles, where the full-/empty-target normalization
included the two were brought into agreement was obtained by matching the backgrounds. The uncertainties re-

Furthermore, as a check of teEANT simulations an em- flect the 33% simulation uncertainty in the additional rescattering

pirical method was used to account for the additional resca correction, or the uncertainties in the full/lempty normalization. The

tering acceptancéalso discussed in Ref49]). Pions scatter- gg:t(?glted results verify that the rescattering correction was under
ing off the liquid hydrogen, then striking, e.g., the vacuum '
vessel could interact in a variety of ways, including quasi-
deuteron absorption yielding a relatively fast proton, someelastic interactiorlossesof the incident and scattered pions
fraction of which could yield events in the software back-and protons through the target, &and for pions, therl
ground box(Fig. 6). Such events would not be present in thecountej on their way to their respective counters were rela-
background runs. Consequently, the ratio of counts in a softtively large (typically, 2—3 %, but no more than 7%4Conse-
ware box placed around the background pulse-height versuguently, a program was developed to calculate these losses,
timing spectrun{e.g., Fig. 6 between a full and empty target since it was found that theEANT simulations were unreli-
run was used to estimate the foreground/background norma#ble. The calculated hadronic losses were apgiiest priori
ization constanfsee Eq.(6)]. The uncertainty in this con- to theGEANT solid angle results calculated with the hadronic
stant arises from the counting statistics in the software boxesnelastic interaction disabled. The losses were based on tabu-
The results from this method are also shown in Fig. 23 andated results ofr-proton, proton-proton, proton-carbon, and
are seen to agree with the simulated hadronic rescattering-carbon cross sectiori$2], with the “A%® scaling rule
corrections. used for other nuclei of atomic numbar Details, including
Unlike the pion rescattering corrections, the hadronic in-a sample hadronic loss calculation, can be found in F3&i.
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