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Thermal excitation-energy deposition in 5–15 GeVÕc hadron-induced reactions with 197Au.
I. Reconstruction of thermal source properties
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The event-by-event reconstruction procedure and related uncertainties involved in the derivation of excita-
tion energy and source-size distributions are investigated for GeV hadron-induced reactions. The analysis is
performed for the 5.0– 14.6 GeV/c proton-,p2 and antiproton-induced reactions on197Au, measured with the
Indiana silicon sphere charged-particle detector array at the Brookhaven AGS accelerator. The relative contri-
butions of the three major components of the excitation-energy calorimetry: charged-particle kinetic-energy
sums, neutrons, andQ values from reconstructed events, are found to be relatively constant for excitation
energies above about 500 MeV. Effects on the results imposed by various assumptions necessary to account for
experimental factors are examined and a corresponding deconvolution of the excitation-energy distribution is
performed. The major uncertainties in the calorimetry are found to be~1! separation of nonequilibrium and
thermal-like charged particles, and~2! the unmeasured neutron component. The self-consistency of the proce-
dure is tested via comparisons with theSMM andSIMON codes for the disintegration of hot nuclei.
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I. INTRODUCTION

Studies of hot nuclei formed in the interaction of energe
projectiles with complex nuclei are important for providin
insight into the thermodynamic properties that govern
nuclear equation of state@1,2#. Central to such investigation
is the determination of the heat content of the excited he
residue formed in these collisions. Only during the past
cade have advances in the technology of detector arrays
the corresponding data-acquisition facilities permitted
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large-acceptance measurement of thermal-like-particle s
tra necessary to quantify the heat content.

One of the major goals of studies of hot nuclei is to sea
for the existence of a liquid-gas phase transition in fin
nuclear systems. Several statistical calculations have
dicted the expected features of this transition and have
counted for many experimental observables@3–6#. Compari-
sons of data and theory require the transformation
measured quantities into the thermodynamic variables ne
sary to describe the emitting source: heat content, temp
ture, source charge and mass, and density. The heat con
or excitation energyE* , and source massAs and chargeZs
have been derived in several experiments using large de
tor arrays@7–12#. Various methods have been employed f
measurement of nuclear temperatures: spectral slopes o
Maxwellian spectra, populations of excited states@13#, and
double-isotope ratios@14#. Source densities can be estimat
from model simulations,@4,5,15#, imaging techniques@16#,
and moving-source fits to the kinetic-energy spectra@17,18#.
However, in all cases, complications arise due to the ra
time evolution of these hot nuclear systems and the nece
to establish at least quasiequilibrium in order for thermod
namic concepts to have relevance. Further considerations
the separation of thermal and collective features of the m
tifragmentation process and finite-size effects.

Ideally, the determination of excitation energies requi
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measurement of the emission angle, charge, mass, an
netic energy of all emitted particles on an event-by-ev
basis. In practice, none of the existing detector arr
achieve this goal and, therefore, assumptions must be m
in the event reconstruction to account for the unmeasu
quantities; e.g., corrections for geometric factors, undete
neutral particles and/or kinetic-energy acceptance of the
tector array. Hence, it is essential to investigate the un
tainties associated with determination of the excitation
ergy, mass, and charge for these thermal-like sources.

In this paper we focus on the event-by-event reconstr
tion of excitation energy and source charge for the follow
hadron-induced reactions on a197Au target: 6.2– 14.6 GeV/c
protons, 5.0– 9.2 GeV/c p2, and 8.0 GeV/c antiprotons. We
examine the sensitivity of the deduced source propertie
various assumptions contained in the event reconstruc
procedure. We first present the experimental details, follow
by a description of the reconstruction protocol and analy
of the various factors that influence the final results, the m
important of which involve corrections for neutron kinet
energies and separation of thermal and nonthermal com
nents of the spectra. Finally, we conclude with a summary
the values adopted for subsequent physics interpretation
these data, discussed in the following paper.

II. EXPERIMENTAL DETAILS

This paper presents results obtained with the Indiana
con sphere~ISiS! 4p charged-particle detector array@19# in
two experiments~E900 and E900a! at the Brookhaven Na
tional Laboratory AGS accelerator.

In E900 untagged secondary positive beams of mom
tum 6.0, 10.0, 12.8, and 14.6 GeV/c and negative beams a
5.0, 8.2, and 9.2 GeV/c bombarded a197Au target. In E900a
a tagged beam of 8.0 GeV/c p2 and antiprotons was inci
dent on a197Au target. The event-reconstruction and ca
rimetry procedures are described as applied to 1.23107

events from the E900/E900a data that met the minimum
trigger conditions~as described below!. For consistency we
have selected one system for presentation, 8.0 GeV/c p2

1 197Au, which is representative of all the other reactions
For both E900 and E900a average beam intensities w

approximately 2 – 43106 particles/spill, with a cycle time of
4.3 s and flat top of 2.2 s. The197Au target foils used in both
experiments were prepared from 1025 purity metal by
vacuum evaporation onto a glass slide, using a KCl subst
that was subsequently removed by repeated washing.
targets, 131 cm2 and 232 cm2 in area and 1.8– 2.0 mg/cm2

in thickness, were used to define the beam-target geom
In order to provide a self-supporting target with minimu
extraneous material exposed to the beam halo, each t
was supported by two 50mm gold-plated tungsten wires a
tached to a 5.0 cm35.0 cm target frame. A blank target wa
also inserted into the beam periodically to monitor the le
of possible nontarget contributions to the spectra.

The ISiS detector array consists of 162 triple-detec
telescopes arranged in a spherical geometry. The telesc
span the polar-angle range from 14°–86.5° in five segme
06460
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in the forward hemisphere and 93.5°–166° in four backwa
hemisphere segments. The azimuthal coverage consists
telescopes in an annular ring, each subtending;20° in azi-
muthal angle. The most forward ring is divided into tw
polar-angle segments. Total solid-angle coverage was 7
for the active telescopes in these experiments.

The detector telescopes consisted of a gas-ioniza
chamber operated at 16–18 Torr of C3F8 gas, a 500mm
passivated silicon detector, and a 28 mm CsI scintillator w
photodiode readout. Additional details of the detector des
are given in@19#. The energy acceptance for intermedia
mass fragment~IMF: 3<Z&16) charge identification was
1.0&E/A&90 MeV. Isotope identification was possible fo
light-charged particles~LCPs! with kinetic energy per
nucleonE/A>8 MeV ~LCP: H and He isotopes!. In addi-
tion, all ejectiles that deposited energies*16 MeV in the CsI
detector~but with the fast silicon signal too low to trigger th
corresponding discriminator! were recorded for each ac
cepted event, along with the recorded silicon slow ene
signal. This provided information on the multiplicity of fas
cascade ejectiles with energies up to;350 MeV. This defi-
nition corresponds approximately to that of ‘‘gray particle
~forward-peaked LCPs originally identified in emulsion stu
ies on the basis of track densities, intermediate between
evaporative and minimum ionizing particlesEgray
;100– 1000 MeV).

In experiment E900 the composition of the positive bea
as indicated by AGS secondary production tables, ran
from about 90% proton/10%p1 at the highest momentum t
60% proton/40%p1 at the lowest momentum. The negativ
beam composition was predicted to be.95% p2, a few
percentK2 and about 1%p̄ for the momenta studied here
For the purposes of this investigation, we identify the po
tive beam with protons and the negative beam withp2. The
rationale for this assumption is based on the insensitivity
the charged-particle multiplicity distributions to beam m
mentum or hadron type in these experiments@20#. The ISiS
trigger was complemented by a 15 cm315 cm upstream tota
beam counter~TB!, an annular ring veto scintillator~RV!, a
28 mm328 mm beam-definition counter~BC!, and a seg-
mented inner/outer scintillator array~UV! upstream from the
target for halo, veto, and beam alignment. The accepta
trigger logic was TB•RV•BC•UV• ISiS.

The second experiment~E900a! was performed with a
tagged secondary beam of 8.0 GeV/c negative particles
(p2,K2,p̄). Beam particles were tagged with a time-o
flight ~TOF!/Čerenkov-counter identification system. Th
time-of-flight system employed a 12-mm-thick Bicron 41
plastic scintillator as a start detector and a 5-mm-thick
cron 418 scintillator 64 m downstream as a stop eleme
Timing resolution~s! was'200 ps and provided clean sep
ration of p̄ andp2 projectiles~8:1 peak-to-valley ratio!, as
shown in Fig. 1. This permitted simultaneous measurem
of the p̄ andp2 reactions under identical conditions. Bea
composition was'98%p2, 1%K2, and 1%p̄ at the target.
For antiprotons a 7 m CO2 gas Čerenkov counter operated a
atmospheric pressure was used to identify and veto in s
ware negative pions that overlapped with thep̄ distribution
in the time-of-flight spectrum, as shown in Fig. 1.
3-2
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THERMAL EXCITATION-ENERGY . . . . I. . . . PHYSICAL REVIEW C64 064603
segmented halo-veto scintillator array, described in Ref.@20#,
operated in anticoincidence with the TOF-Č-ISiS coinci-
dence signals. The experimental layout is shown in Fig
Also, unidentified~‘‘gray particles’’! with energies from 92
to 350 MeV were measured. The minimum-bias ISiS ha
ware trigger required fast signals in three or more silic
detectors, but did not include ‘‘gray particles.’’

III. CALORIMETRY METHOD

Excitation-energy distributions in GeV hadron-induc
reactions have been measured by two groups, the E900
laboration and the PS208 Collaboration at CERN. At LEA
the PS208 collaboration have determined excitation ene
distributions in 1.2 GeV antiproton-induced reactions@12#.
They employed a method that measured LCPs and l
IMFs along with the neutron multiplicity for each event. Th
PS208 excitation-energy reconstruction proceeded via
steps. First, a relation between the light particle multiplic
(MLP) and the excitation energy (E* ) was established from
the statistical model codeGEMINI @21#. Then the light particle

FIG. 1. Spectrum of tagged 8.0 GeV/c negative beam particles
showing total time-of-flight spectrum~top! and spectrum gated o
Čerenkov counts~bottom!.
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multiplicity is measured with the Berlin neutron ball@22# and
the Berlin silicon ball@23#. Finally, the excitation energy is
derived event by event from the relation between the m
sured light-particle multiplicities and those predicted by t
codes.

The ISiS collaboration has chosen another method
relies on a balance energy~calorimetric procedure! made
event by event@7–10,24,25#. This method exploits one of the
major advantages afforded by hadron projectiles in the st
of multifragmentation; i.e., the ability to separate the no
equilibrium and equilibriumlike components of the reactio
This separation, albeit imperfect, is facilitated by the diffe
ent shapes of the high- and low-energy components of
kinetic-energy spectra of the emitted particles@17,18#. As
seen in Fig. 3, for LCPs two components are clearly dis
guishable in the inclusive spectra, which are schematic
attributed to equilibriumlike and nonequilibrium mech
nisms.

The nonequilibrated component originates in the casc
of pions and nucleons induced by the incident projectile
the target nucleus and is composed mainly of neutrons
He, and Li ions. In this paper these energetic ions are s
tracted from the target charge in order to obtain the charg
the thermal-like sources, but are not used otherwise.

In E900 and E900a the excitation energy was deriv
from the thermal-like decay products via the equation

E* 5(
i

Mcp

Ki
cp1Mn^Kn&1Q1Eg. ~1!

Here theKi
cp are the measured kinetic energies of therm

like charged particles in an event of multiplicityM cp, trans-
formed into the source frame. To account for the unmeasu
neutrons, we use an average multiplicityMn as a function of
M cp and a corresponding average neutron kinetic energyKn ,
as described in Sec. IV.Q is the mass-energy difference b
tween the final products and the initial thermal-like sour
Energy released in gamma emission is assumed to beEg
5M (Z>3)31 MeV. Corrections are included to account f
the ISiS geometry.
e

FIG. 2. Schematic layout of

apparatus used in studies of th
8.0 GeV/cp21 197Au reaction.
3-3
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FIG. 3. Angle-integrated kinetic-energy spectra in the laborat
for Z51, 2, 3, and 6 as indicated in each panel. Open points
respond to data. Dashed~dotted! lines represent the thermal-lik
~nonequilibrated! component of the moving-source fit. The sol
line is the sum of the two fits. Upper cutoff energies@27# are shown
by vertical arrows.
06460
The charge and mass of the excited source are determ
on an event-by-event basis by subtracting the noneq
brated particles from the target charge and mass

Zs5Ztgt2 (
i

Mneq

Zi
neq, ~2!

and

As5Atgt2 (
i

Mneq

Zi
neq1^Mn

neq&, ~3!

whereZs ,As are the charge and mass of the emitting sour
Ztgt ,Atgt are those of the initial target,Zi

neq is the charge of
shower/nonequilibrated~neq! particles i, and ^Mn

neq& is the
average multiplicity of nonequilibrium neutrons. Efficienc
corrections, taking into account the forward focusing of no
equilibrium emission, are included to account for ISiS geo
etry. More details about the definition of the nonequilibrat
component are given in Secs. IV and V.

For all probability distributions shown in this work th
total number of events is normalized to unity. It is estimat
that the total cross section for measured events in E90
s'13006200 mb relative to a geometric cross section
sgeo52100 mb, as discussed in the following paper@26#.

IV. CHARACTERIZATION OF THE THERMAL-LIKE
SOURCE

Since the shower/nonequilibrium particles leave the tar
nucleus prior to thermalization, they must be removed fr
the kinetic energy and charge~mass! sums in performing the
calorimetry. In Fig. 3 the inclusive angle-integrated kinet
energy spectra are plotted for H, He, Li, and C nuclei. B
cause the kinematic tranformations are small (v i /c&0.01c),
the laboratory spectra do not show a pronounced angle
pendence. The high-energy tails above the Coulomb
peaks show two exponential slope components for the LC
one corresponding to the tail of a thermal-like spectrum a
one to a higher-energy component. We associate the la
with nonequilibrium emission. The nonequilibrium comp
nent is less apparent for Li and nearly absent for C. F
fragments withZ>6 only a single component is discernib
in the spectra at the 1023 probability level. Here we define
all distributions in terms of a unit probability( i P(ni)51 for
each set of eventsni relative to the total number of eventsN.

In order to perform the separation between the therm
like particles and the nonequilibrium ones, two-compon
moving-source fits have been performed as a function
angle@17,18,27#. The parametrization, given by Eq.~20! of
Ref. @28#, has been used for the thermal-like source. T
model assumes surface emission from a nucleus at no
density with chargeZs , velocity v, temperatureT, fractional
Coulomb barrierKc , and spectral shape parameterp. The
nonequilibrated source is assumed to be described by a
dard Maxwellian function. Since the main purpose of t
two-component fits is to define a systematic method to i
late thermal-like emission, we will not discuss the extrac
parameters.
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THERMAL EXCITATION-ENERGY . . . . I. . . . PHYSICAL REVIEW C64 064603
Based on this procedure, thermal-like particles were
fined by a sharp cutoff approximation for the 1.8– 4.8 G
3He1 197 Au reactions@27#

K~Z51!<30 MeV, ~4!

K~Z>2!<~9Z140! MeV. ~5!

This schematic definition is consistent with the present sp
tra and is adopted here. These sharp cutoff energies
shown in Figs. 3 and 4, by vertical arrows. Figure 4 sho
the angle-integrated spectra forZ51 and 2 ions as a function
of E* /A. With increasing excitation energy the break in t
slope becomes less distinct and can be described by a s
source at the highest excitation energies. Thus, the separ
of the two components near the cutoff energies is blur
because of the time evolution of the reaction; i.e., exp
mentally one cannot distinquish between a late nonequ
rium particle and a short statistical emission time. The sh
cutoff assumption of Eqs.~4! and ~5! leads to an underesti
mate of E* at high excitation energies if a thermal-lik
source produces these particles.

FIG. 4. Angle-integrated kinetic-energy spectra in the laborat
for Z51 andZ52 as indicated in each panel, and for three bins
E* /A calculated with the cutoff assumption of Eqs.~4! and~5! @27#.
The symbols correspond toE* /A52 – 4 ~open circles!, E* /A
54 – 6 ~filled triangles!, and E* /A56 – 9 MeV ~open triangles!
bins.
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As an alternative approach, we define a second assu
tion in order to give a lower estimate of the excitation ener
as well as source charge. Using the moving-source fits,
probability that a particle is either a thermal or nonequil
rium particle is obtained from the respective relative yie
of the two spectral components normalized to the total yie
At a given kinetic energy, a particle is thus defined by tw
probabilities related by the following equation:

Pke~ th!1Pke~neq!51. ~6!

Thermal probabilitiesPke(th) of each particle are used i
the energy and mass balance sums of Eq.~1! in order to
determine the excitation energy and source charge.
dashed and dotted lines in Fig. 3 represent, respectively, t
mal and nonequilibrated fits from which probabilities ha
been extracted. Due to the assumption about the func
~Maxwellian! used to fit the preequilibrium emission and th
large number~ten! of parameters of the fitting procedure
several fits with similar chi-squared values may be fou
For proton spectra, we purposely used a lower estimate
the thermal-like component in order to minimize the exci
tion energy.

In Fig. 5 a check of the consistency of both methods
performed by looking at the angular distributions f
thermal-like particles~shaded area! and for all particles
~white area! in the laboratory frame. The anisotropic contr
bution of fast nonequilibrium particles is removed forZ51
and Z52 when the cutoff energy assumption is applied,
indicated by the shaded curves in the left panels of Fig
The remaining forward focusing of the thermal componen
due to the longitudinal velocity component of the emittin
source@29#. This has been checked by using a simulation
an isotropically-decaying source~thick plain line in Fig. 5!
moving with longitudinal source velocityv i extracted from
the thermal source fits. The calculation is passed through
ISiS filter and is normalized to the data points of theQ lab
5128°2147° ring of ISiS. Except forZ53 – 5, the thermal-
like particles are well described by isotropic emission from
source moving with velocityv i&0.01c.

In the left middle panel of Fig. 6, the total excitation
energy distribution with the sharp cutoff assumption is se
to extend to higherE* values than that which uses th
moving-source fits. Arrows indicate the position of the low
limit of the last one percent~;13 mb! of all measured events
for each distribution, i.e.,E* 51150 MeV for the sharp cut-
off assumption andE* 5975 MeV for the moving source
fit. The relative difference between the two estimates, g
up to 17% atE* (cutoff)51150 MeV as shown in the lef
bottom panel of Fig. 6.

In contrast to theE* results from the moving-source fits
analysis of the EOS data@30# has imposed a nonequilibrium
sharp cutoff assumption ofE/A<30 MeV. This approach
yields excitation energies about 20% higher than for the
sumptions of Eqs.~4! and~5!, as shown in Fig. 7. The origin
of this difference is the inclusion of large contributions to t
excitation energy sum ofA52 – 4 particles in EOS that fal
well above the cutoffs established by the spectral shapes
served in ISiS.

y
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FIG. 5. ~Color! Angular distributions in the laboratory forZ51, Z52, Z53 – 5, andZ56 – 16, as indicated in each panel. Yellow are
correspond to thermal-like components; white ones to global components. The thick plain line represents the angular distribut
isotropically decaying moving source~see text for more details!. For each panel the simulation is normalized to the data points of the ei
ring of ISiS (Q lab5128° – 147°). The lack of counts at forward (Q lab50° – 14°) and backward (Q lab5166° – 180°) angles correspond t
beam apertures and at middle angles (Q lab586.4° – 93.6°) to the target ladder.
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In the right middle panel of Fig. 6 the more relevant qua
tity E* /A shows smaller deviations between the sharp-cu
and moving-source assumptions. Maximum deviations
;12% occur nearE* /A;6 MeV, as shown in the bottom
right panel of Fig. 6. Since a high cutoff energy reduces
number of nonequilibrium particles, the correspondi
source mass is also larger, thus cancelling out the increa
E* . For example, at the level where all but the last o
percent of the data are accounted for, the moving sou
assumption yieldsE* /A'7.5 MeV, which is about 8%
lower than that obtained with Eq.~4! and Eq.~5!. For the
uniform E/A<30 MeV cutoff assumption, a value ofE* /A
.9 MeV is obtained, which is about 12% higher.

The upper panels of Fig. 6 show the decrease in the
erage source charge, normalized to the target charge an
termined with both the sharp cutoff@27# and moving-source
assumptions, as a function of excitation energy. This
crease arises from the fact that as the excitation energy
creases, nonequilibrated emission increases as well, w
leads to lower source mass as the excitation energy incre
At the lower limit of the last 1% of each distribution, th
source size is about 80% of the initial target size using
thermal-energy acceptance of Eqs.~4! and~5! and 70% with
the moving-source fits. The discrepancy between the two
timated source charges~mass! increases up to 12% atE*
51150 MeV (E* /A58 MeV).

In our adopted excitation-energy distributions, we use
sharp cutoff assumption of Ref.@27# as an intermediate ap
proach between the two-source fits and the EOS approa
06460
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V. CORRECTIONS FOR NEUTRON EMISSION

For all 4p charged-particle detector arrays, the seco
major uncertainty regarding the excitation-energy proced
is the estimation of~1! the neutron multiplicities for thermal
like and nonequilibrium/sources and~2! the kinetic energy
contribution for neutrons from the thermal-like source.
this analysis the nonequilibrium neutron multiplicity is take
to be Mn

neq51.93M p
neq, where M p

neq is the nonequilibrium
proton multiplicity. This assumption is consistent wi
Boltzmann-Uehling-Uhlenback, calculations@31#, recent ex-
perimental data@32# and is intermediate between previou
estimates based on theN/Z of the target and the experimen
tal systematics of@33#.

In order to estimate the thermal-like neutron compone
we used the neutron-charged particle correlations repo
for 1.2 GeV p̄1197Au reactions by Goldenbaumet al. @12#.
At low charged-particle multiplicity the neutron multiplicity
rises sharply and then increases much more gradually
yond ^Mn&'15, as shown in Fig. 8. The correlation is re
sonably well described by two model simulations,SMM @4#
andSIMON evaporation@15# for charged particle multiplicity
Mc.4. The inputs to both models are the source char
mass and excitation energy, extracted from ISiS data.
same qualitative behavior has been observed in heavy
reactions@34#, indicating that at low excitation energies ne
tron emission is the primary emission mode. As the exc
tion energy increases and sourceN/Z decreases, charged
particle emission grows in probability relative to neutro
emission.
3-6
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FIG. 6. The upper~middle!
panels represent the mean sour
charge~the excitation-energy dis-
tributions! determined with two
different assumptions regardin
nonequilibrated emission, the
sharp cutoff of Eqs.~4! and ~5!
~closed circles! and the moving
source fits ~open circles!. The
solid line is the relative difference
between the two estimated mea
charges ~measured by the righ
scales!. The dashed line refers
only to the left-handed scale. Ar
rows in the middle panels repre
sent values above which the la
1% of each excitation-energy dis
tribution occurs. The lower panel
correspond to the absolute~black
stars! and relative~solid lines! dif-
ferences between excitation ene
gies determined with the two as
sumptions regarding the non
equilibrated emission. The righ
scale on each figure gives the rel
tive differences, and the left scal
the absolute differences. Variable
are displayed as a function ofE*
in the left panels andE* /A in the
right panels.
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One can also use a mass balance procedure in ord
estimate the multiplicity of free neutrons@10,24,30,34#. The
number of free neutrons is then determined as follows:

Mn5~As2Zs!2@~Aemitted2Zemitted!1~Amissing2Zmissing!#,
~7!

where As , Zs are derived from Eqs.~2! and ~3!;
(Aemitted,Zemitted) are the total mass and charge of all emitt
thermal products, andZmissing is the total undetected charg
Amissing is then determined fromZmissing with respect to the
valley of stability or by assuming the conservation of t

FIG. 7. Excitation-energy distributions for sharp cutoff assum
tions of Eqs.~4! and ~5! compared with a cutoff value ofEk /AIMF

,30 MeV.
06460
toinitial N/Z ratio. The mass balance assumption~open squares
in Fig. 8! does not reproduce the experimental correlati
Indeed, all considered masses~emitted fragments and miss
ing mass! have been estimated using the stability valley a

-

FIG. 8. Relation between the mean neutron multiplicity and
charged-particle multiplicity. Solid line corresponds to data poi
reported for LEAR data by Ref.@12#; solid line isSMM calculation,
and SIMON evaporation is given by the dashed line. The op
squares give the mean multiplicities estimated with the mass c
servation assumption@10,21,25,29#.
3-7



eu
on
n
e

e

o
n
o

rg
un

e
on

F

rce
ima-
eu-
ne

ns
on

ling
de-

de-

ty
he

c-

rgy,

g to
, a

r
s-
n
r

on-

ich
er

by
a

ll

ur
the

ndi-

rg
n
-
s
s t

of
p

m

T. LEFORTet al. PHYSICAL REVIEW C 64 064603
therefore, do not account for the important emission of n
trons at low charged-particle multiplicity and the saturati
at high multiplicity. The same effect is observed when o
uses the initialN/Z ratio to extract the missing mass from th
missing charge.

As far as the neutron kinetic energy is concerned, non
the detector arrays measure this quantity over 4p in coinci-
dence with charged particles. In order to estimate this imp
tant effect, several assumptions can be used, as shown i
upper panel of Fig. 9. For all of them the mean neutr
kinetic energy is taken from the correlation between^Kn&
and E* /A and then Eq.~1! is iterated in order to obtain
self-consistency.

In the top panel of Fig. 9, one can already notice the la
discrepancy in the average neutron kinetic energy as a f
tion of E* /A between the Fermi-gas assumption~open and
filled circles! and a Maxwell-gas assumption~open tri-
angles!. Formally, the former can only be used at lowE* /A
and the latter at highE* /A. Neither takes into account th
intermediateE* /A range where a first-order phase transiti
may take place. However, in order to use theKn52Ts ~sur-
face emission! or Kn53Ts/2 ~volume emission! relations
@35#, the temperature of the source must be determined.
the Fermi-gas assumption it is extracted via the relationTs

5AE* /a @8–10,25#, where the level-density parametera

FIG. 9. Upper panel: estimates of neutron mean kinetic ene
as a function of excitation energy per nucleon, as indicated in pa
Middle panel: P(E* /A) distributions for three different assump
tions regarding neutron kinetic energy; the solid line correspond
theSMM assumption at one-third normal density, the open circle
a Fermi-gas assumption witha5A/8 MeV21, and the filled circles
to a5A/13 MeV21. Distributions are normalized to total number
events. Lower panel: discrepancy between excitation energy
nucleon determined with the SMM assumption and with a Fer
gas assumption witha5A/13 MeV21. Note: the right scale is for
relative discrepancies, and the left scale for absolute errors.
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ranges froma5A/13 MeV21 to A/8 MeV21 @36#. For the
Maxwell-gas assumption,Ts52/3(E* /A). In both cases
E* /A is the total~initial! excitation per nucleon andTs is the
initial temperature. Consequently, the cooling of the sou
along the decay chain is neglected, leading to an overest
tion of the average neutron kinetic-energy. In Fig. 9 the n
tron kinetic energy overestimation is clearly seen when o
uses the relationKn52Ts in conjunction with Eq.~1!.

In order to compare the predictions of model calculatio
with the variousTs assumptions relative to the mean neutr
kinetic energy, two calculations,SMM @4,37# and SIMON-
evaporation@15#, have been performed~top panel of Fig. 9!.
Both models take into account the time-dependent coo
effect. The neutron emission in both cases is mainly
scribed by a sequential surface emission. Indeed, inSMM at
least 90% of all emitted neutrons come from secondary
cay of heavy decaying fragments@37#. In SIMON evaporation
the level-density parameter is set toa5A/10 MeV21, in
SMM to a5A/9 MeV21.

In the middle panel of Fig. 9, the resulting probabili
distributions for the total excitation energy appear in t
E* /A distribution for the Fermi-gas assumption withKn
52Ts and theSMM model. Locations of the lower limit of
the last 1% of each distribution areE* /A510.25 and
E* /A59.25 for the two Fermi-gas assumption, with, respe
tively, a5A/13 MeV21 and a5A/8 MeV21, and E* /A
58 MeV when^Kn& is taken fromSMM. The relative differ-
ence is about 20% over the whole range of excitation ene
as indicated in the lower panel of Fig. 9.

Finally, several groups have used the relationKn5Ceff Ts

with the Fermi-gas assumptionTs5A(E* /a) andCeff53/2.
In that case, the coefficientCeff is lower than 2 in order to
take into account the cooling of the source and has nothin
do with the Maxwell-gas assumption. Using this procedure
good agreement is found withSIMON-evaporation calculation
when the level-density parameter is set toa5A/8 MeV21, as
indicated by the open stars in the top panel of Fig. 9. Foa
5A/13 MeV21, the mean neutron kinetic energy is overe
timated ~black stars!. Good agreement is also found whe
one usesKn5Ts (Ceff51) with a level-density paramete
increasing froma5A/10 MeV21 at E* /A51A MeV to a
5A/13 MeV21 at E* /A55A MeV @38#.

In our adopted procedure, we have used theSMM predic-
tion as a conservative estimate of the excitation-energy c
tribution from neutron kinetic energies.

VI. ADDITIONAL FACTORS

Besides the two important factors indicated above, wh
can change theE* values by 10–30 %, some second-ord
corrections have also been investigated.

~1! Source velocity—This factor was accounted for
using moving-source-fit velocity parameters derived as
function of total detected multiplicity. The velocity is sma
(v i<0.01c) and has a minor impact.

~2! Source angle—For simplicity we have assumed in o
reconstruction procedure that the source is moving along
beam axis, although intranuclear cascade calculations i
cate a significant transverse velocity component@29#. As
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long as the linear component of the source velocity is
much bigger than 0.02c, the source angle does not have a
significant effect.

~3! Geometrical efficiency corrections do not fold in pa
ticles with energies below the detector thresholds, espec
heavy IMFs~because of small source velocity!. This could
produce a slight underestimation ofE* ~Sec. VII!.

~4! Final residueZ,A—The assumption that all missin
charge and mass is contained in one residue works we
low E* . However, asE* /A increases beyond;5 MeV,
there may be two or more low-energy fragments. In t
case, there is a tradeoff between the calculatedQ value of
one big residue, which minimizesE* , compared to theQ
value of many smaller particles and some missing kine
energies (̂Kcp&/A MeV per missing particle!, which would
increaseE* .

VII. MODEL COMPARISONS

In order to check the consistency of the calorime
method used for these hadron-induced reactions meas
with ISiS, theSMM andSIMON-evaporation calculations hav
been used as test cases. Both model simulations use ide
input information, based on the experimental distributions
source charge, mass, velocity and excitation energy re
structed from data@38,39#. Then the simulations are filtere
to take account of the geometry of ISiS, the particle kine
energy thresholds and the energy lost in the target.

In Fig. 10 correlations between the initial and reco
structed excitation energies of the simulations are shown.
this purpose simulation particles above the thermal cutoff
Figs. 4 and 5 have not been eliminated from the reconst
tions. For each simulation the neutron mean kinetic energ
extracted from the respective model correlation displayed
the top panel of Fig. 9. The average reconstructed excita
energy, open circles in Fig. 9, is systematically undere
mated with both simulations. Part of this underestimation
due to undetected charged products emitted below thresh
Most of the undetected charge corresponds to the charg
the largest fragment. Better agreement is found when
adds the energy lost below thresholds, which is a kno
quantity in simulations, to the standard reconstruction of
citation energy. Inclusion of this effect is indicated by t
filled triangles in Fig. 9. The underestimation is about 5%
the excitation energy and goes up to 50 MeV atE*
51100 MeV for both model calculations and is independ
of other assumptions, which can shift the excitation ene
scale by 10–20 %. The remaining difference is due to
estimate of the neutron multiplicity, which differs betwee
the models and the data from@12#.

From both simulations it is also possible to extract t
standard deviation of calculated excitation energies a
given initial excitation energy. The dispersion around the
erage value is mainly due to two effects: detector geom
and neutron assumptions~multiplicity and kinetic energy!.
Part of the dispersion from the preequilibrium emission
also taken into account in model calculations since
source charge and mass distributions, Eqs.~2! and ~3!, are
used as inputs to the codes. Note that for each calculation
06460
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mean neutron kinetic energy is taken from the correspond
model. For both model calculations, the standard devia
is about 20%65%. The detector geometry, 72% of 4p for
ISiS, contributes about 8–10 % of the total standard dev
tion. The remaining part, 10–12 %, results from the neutr
reconstruction assumptions.

VIII. RELATIVE CONTRIBUTIONS TO THE EXCITATION
ENERGY

The relative share of the total excitation energy contr
uted by each of the major components in the reconstruc
is shown in Fig. 11 as a function ofE* /A. These values

FIG. 10. ~Color! ReconstructedE* /A calculated as a function o
initial E* /A for SIMON evaporation~upper panel! and SMM ~lower
panel! models. The simulations are filtered with the experimen
acceptance of ISiS.
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represent our final adopted protocol for reconstruction,
principal elements of which are~1! the total measured
charged-particle kinetic energies;~2! the thermal-cutoff-
energy definition of Eqs.~4! and~5!; ~3! the neutron-charged
particle correlations of Ref.@12#, and~4! the average neutron
kinetic energies of theSMM model @37#. The top frames of
Fig. 11 show that forE* /A*3 MeV, light-charged particles
and neutrons account for over half of the excitation ene
contributing nearly constant shares: 30% for LCPs and 2
25 % for neutrons. Over the same excitation-energy ran
the IMF share increases from about 5 to 15 %; i.e., the IM
make only a minor contribution to the totalE* .

When the relative contributions of the total-partic
kinetic-energy sum andQ value are examined~bottom frame
of Fig. 11!, similar systematics are observed as a function
E* /A. About 60–65 % is due to the kinetic-energy sum a
35–40 % to theQ values. Whereas the IMF kinetic-energ
contribution is small, these fragments do play an import
role in defining the fragment charge distribution within
event, necessary for theQ-value calculation. In summary
Fig. 11 indicates that forE* /A*5 MeV, where the onset o
multifragmentation is expected to occur, the ratios of
major contributions remain relatively constant, suggest
the reconstruction procedure is not being dominated by
relations other than the conservation of energy.

The maximum excitation energy that GeV/c hadrons can
deposit in target nuclei is an important issue if one wants
study processes at the highest excitation energies. In ord
determine this maximum value, one has to take into acco
two points. First of all, events with a total charge greater th
the initial source charge are overcorrected due to dete
efficiency and, therefore, lead to overestimated excitation

FIG. 11. Relative share of excitation energy for various com
nents of the reconstruction procedure@Eq. ~1!# as a function of
E* /Asrc. Top frame: light-charged particle kinetic energy~solid
squares!, neutron kinetic energy~open circles!, and IMF kinetic
energy~open triangles!. Bottom frame: total particle kinetic energ
~open circles! andQ values~solid squares!
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ergy. The effect of overcorrection is negligible belowE* /A
510 MeV. Reconstructed events withZth.Zs (,0.01%)
have been removed in the experimental excitation ene
distribution shown in Fig. 12, where a detailed analysis
the tail of the distribution is performed.

The second source of overestimation is the dispersion
volved in the excitation-energy calculation due to detec
inefficiency and neutron assumptions. For the bulk of
excitation-energy distribution the overestimatedE* coming
from lower trueE* and underestimatedE* coming from
higher trueE* cancel each other. The estimate of excitati
energy is, therefore, correct on average. On the other han
the tail of the distribution there are fewer events at hi
excitation energy than at low excitation energy. The aver
effect doesn’t hold anymore and one observes a system
overestimate of excitation energy.

In order to estimate the magnitude of this overestima
one can convolute a given true excitation energy distribut
assuming Gaussian-like fluctuations. In the top panel of F
12, the average and the width of each Gaussian corresp
respectively, to the excitation energy bin value and the st
dard deviation extracted from the model comparisons in F
10. The shape of the unconvoluted excitation-energy dis
bution, the thick plain line in Fig. 12, is chosen in order
give a convoluted distribution similar to the experimen

-

FIG. 12. Top panel: unconvoluted excitation-energy distribut
and individual Gaussians of convolution, as indicated in the figu
Middle panel: convoluted~light gray curve!, unconvoluted~dark
gray!, and experimental~filled circles! excitation-energy distribu-
tions. Distributions are normalized to the experimental values
E* /A54 MeV. The dotted line denotesE* /Asrc probabilities that
account for the last 1% of the events. Bottom panel: ratio of
unconvoluted-to-convoluted distribution as a function of excitat
energy per nucleon.
3-10
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one. Here, the unconvoluted excitation distribution is giv
by the sum of a Gaussian and an exponential. The cuto
low excitation energy corresponds to the detector trigger
quirement. In the bottom panel of Fig. 12, distributions a
normalized to each other atE* /A54 MeV, where the exci-
tation energy reconstruction should be most reliable.

Overestimates due to the convolution effect are at ab
1 – 2A MeV in the extreme tail of the distribution an
0.5– 1A MeV at E* /A58 MeV. Above E* /A57 – 8 MeV,
more than half of events have an overestimated excita
energy value as shown in the bottom panel of Fig. 12. On
other hand, our criteria for event reconstruction have
tempted to minimize the resultantE* values; for example, by
using a model~SMM! for neutron kinetic energies primarily
based on secondary decay from the fragments rather tha
source, setting a low cutoff energy between thermal and n
equilibrium charged particles, and assuming all of the mi
ing mass is contained in a single fragment rather than
constituent nucleons. A somewhat more relaxed set of ac
tance criteria could easily shift theE* scale upward by 10–
20 %, while the difference between the convoluted and
convoluted distributions would be about the same.

Under any circumstances, events with excitation energ
well above the total binding energy of Au-like residues
normal density are observed in the unconvoluted distri
tion. Part of the extra excitation energy, i.e., above the bi
ing energy of the nucleus, may be used in expansion of
nucleus, leading to larger reconstructed energy depositio

IX. SUMMARY

In this study we have described the event-by-event rec
struction procedure employed in determining the excitat
energy of thermal-like residues formed in GeV hadro
induced reactions on197Au. The prescription is based on th
standard calorimetry assumptions of energy and mass
ance. The ISiS array provides nearly complete coverage
all LCP and IMF spectra, with high statistics and 72% ge
metric coverage. The measured charged-particle kine
energy sum accounts for 35–40 % of the total excitation
ergy at moderate to highE* . The charged-particle
identification also permits a reliable calculation of th
Q-value component (35– 40 %). Thus, the measured spe
and Q values account for a total of 60–70 % of the tot
excitation energy. ISiS does not measure charged part
below E/A,1 MeV or neutrons~20–25 % of E* above
;500 MeV), which are accounted for on the basis of t
measurements of Goldenbaumet al. @12#. We assume that al
missing mass is contained in a single heavy fragment, ag
minimizing E* .

The uncertainties generated by experimental factors
the assumptions involved in the reconstruction procedure
06460
n
at
e-
e

ut

n
e
t-

the
n-
-

ts
p-

-

s
t
-
-
e

.

n-
n
-

al-
of
-
c-
-

tra
l
es

e

in

nd
re

examined. Principal among these are the elimination of n
equilibrium particles from an event and the contribution
the unmeasured neutrons. The excellent kinetic-energy d
mination provided by ISiS permits a schematic separation
equilibriumlike and nonequilibrium events, based on the s
tematic slope changes in the spectral tails. We have ado
this protocol as a compromise between a two-compon
moving-source fitting approach, which yields lowerE* val-
ues, and a uniform thermal cutoff energy for particles w
kinetic energyE/A,30 MeV, which results in higherE* .

For the unmeasured neutrons our use of the neut
charged particle multiplicities of@12# has a much greate
effect on the fluctuations in our data than on the averag
The magnitude ofE* is influenced significantly by assump
tions concerning the average neutron kinetic energy. Here
employ an assumption based onSMM simulations, which is
significantly lower than values of 2T, which have been em
ployed in some calorimetry efforts. Other parameters ar
small fraction of the uncertainties with respect to the no
equilibrium particles and neutrons; i.e., source velocity a
emission angle, IMF thresholds, the single-fragment assu
tion for missing mass, and the nonequilibrium neutron m
tiplicity.

Overall, no component ofE* aboveE* ;500 MeV varies
strongly with increasing excitation energy. The philosophy
selecting the final parameters forE* and the source size ha
been intermediate between the possible extremes. By im
ing all assumptions that minimizeE* , it is possible to lower
our adopted values by 10–15 %; maximizing the accepta
procedure leads to a 20–25 % increase. The intermediat
sumptions adpoted in this work yield maximum excitati
energies up toE* /A;8 MeV at the 1% probability level for
the 2.43106 events analyzed for the 8.0 GeV/cp21 197Au
system. This same prescription has been subsequently
for E* and sourceZs andAs determination for all the E900
and E900a hadron-induced reaction data@26#.
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