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We report new high-precision measurements ofp(gW ,g), p(gW ,p0) and p(gW ,p1) cross section and beam
asymmetry angular distributions for photon beam energies in the range from 213 MeV to 333 MeV. The
cross sections for all three channels are locked together with a small common systematic scale uncertainty
of 2%. A large overdetermination of kinematic parameters was used to achieve the first complete separation
of the Compton scattering andp0-production channels. This has also allowed all detector efficiencies for

the p(gW ,g) and p(gW ,p0) channels to be measured directly from the data itself without resorting to simu-
lations. The new Compton results are approximately 30% higher than previous Bonn data near the peak

of the D resonance, resolving a long-standingunitarity puzzle. However, ourp(gW ,p0) and p(gW ,p1) cross
sections are also about 10% higher than both earlier Bonn data and recent Mainz measurements, while

our p(gW ,p1) cross sections are in good agreement with results from Tokyo. Our polarization asymmetry
data are of the highest precision yet available and have considerable impact upon multipole analyses. These
new data have been combined with other polarization ratios in a simultaneous analysis of both Compton
scattering andp production, with Compton scattering providing two new constraints on the photopion
amplitude. This analysis has improved the accuracy in theE2/M1 mixing ratio for theN→D transition,
EMR52@3.0760.26(stat1syst)60.24(model)#(%), and thecorrespondingN→D transverse helicity ampli-
tudes, A1/252@135.761.3(stat1syst)63.7(model)#(1023 GeV21/2) and A3/252@266.961.6(stat1syst)
67.8(model)#(1023 GeV21/2). From these we deduce an oblate spectroscopic deformation for theD1.

The same simultaneous analysis has been used to extract the protondipole polarizabilities, ā2b̄51@10.39
61.77(stat1syst)21.87

11.02(model)#(1024 fm3) in agreement with previous low energy measurements,

and ā1b̄51@13.2560.86(stat1syst)20.58
10.23(model)#(1024 fm3) in agreement with recent evaluations

of the Baldin sum rule. Our simultaneous analysis has also provided the first determination of the
proton spin polarizabilities, gp52@27.2362.27(stat1syst)22.10

12.24(model)#(1024 fm4), g052@1.55
60.15(stat1syst)20.03

10.03(model)](1024 fm4), g1351@3.9460.53(stat1syst)20.18
10.20(model)#(1024 fm4), and

g1452@2.2060.27(stat1syst)20.09
10.05(model)#(1024 fm4). The extracted value of thebackward spin polariz-

ability, gp , is considerably different from other analyses and this has been instrumental in bringing the value

of ā2b̄ extracted from high energy data into agreement with low energy experiments.

DOI: 10.1103/PhysRevC.64.025203 PACS number~s!: 14.20.Gk, 13.60.Fz, 13.60.Le, 13.88.1e
a
n

-

its
pin.

pins

e
the

has
I. INTRODUCTION

The properties of the proton and theD1, its first excited
state and the only well isolated nucleon resonance, serve
bench mark for models of nucleon structure. The isospit
53/2 D decays with an 0.6%gN branch to the nucleon
ground state and with a 99.4% branch topN final states.
Elastic ~Compton! photon scattering and pion photo

*Corresponding author. Email address: sandorfi@bnl.gov
†Deceased.
0556-2813/2001/64~2!/025203~57!/$20.00 64 0252
s a

production in the energy region of theP33 D(1232) reso-
nance are both rich sources of structure information.

The proton’s first order scattering response is fixed by
static properties of mass, charge, magnetic moment and s
The leading corrections to thispoint scattering come from
the dynamic rearrangement of constituent charges and s
within the proton, and are expressed in terms of sixpolariz-
ability parameters@1,2#. These fundamental properties of th
proton can be compared to QCD through, for example,
calculational techniques of chiral perturbation theory (xPT)
@3–7#. The two spin-independentdipolepolarizabilities have
been extensively studied and their experimental status
©2001 The American Physical Society03-1
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been summarized in@8#. The first extraction of one of the
four spin polarizabilities has come from an analysis of t
present experiment and has been reported in@9#. Here we
present the final data and analyses, including an extractio
all six proton polarizabilities.

Although the lifetime of theD(1232) precludes scatterin
measurements, theN→D transition amplitudes carry impor
tant structure information. While this transition is dominan
M1 quark spin-flip, a smallE2 component is expected from
the interaction with pions~either in a cloud surrounding th

proton @10–12#, or asqq̄ exchange currents between co
stituent quarks@13#!. Since nucleon models differ greatly o
the mechanisms used to generate these components, thE2
andM1 transition amplitudes provide another sensitive te
ing ground. Of particular interest is the ratio of theE2 to M1
N→D transition strengths~EMR!. Hadron models predic
this mixing ratio to be quite small with values ranging b
tween20.5% and26% @14#, so the requirements of exper
ment are quite demanding. Extractions of the EMR fro
pre-1990 experimental data~mostly unpolarized! favored
values between21.1% and21.6% @15,16#. However, early
in the last decade the first of a new class of precision po
ization measurements became available from the LEGS
cility. These proved to be inconsistent with previous extr
tions @17#, and instead required an increase in the EMR
about a factor of two@18–20#. This factor of two is particu-
larly crucial for models of hadron structure. In its absen
there is essentially no room for a pion cloud around
nucleon @11,12#. The database has expanded considera
during the last ten years, chiefly from new experiments
LEGS and Mainz, and the larger EMR value has been bo
out in sophisticated analyses@21,22#. Here we present the
final LEGS data and analyses, including extraction of
EMR and the individual transverseN→D amplitudes.

Compton scattering, pion photoproduction, and pio
nucleon scattering are related by unitarity through a comm
S matrix. Below 2p threshold, Eg5309 MeV, Watson’s
theorem requires the (g,p) and (p,p) channels to have a
common phase@23#, and K-matrix theory can be used to
provide a consistent, albeit model dependent, extensio
this unitarity relation to higher energies@16#. Once the (g,p)
multipoles are specified, the imaginary parts of the Comp
amplitudes are completely determined by unitarity and a
persion calculation involving integrals of the pion multipol
can be used to generate their real parts with the only
knowns being the nucleon polarizabilities@24,9#.

At any given energy, a minimum of eight independe
observables~for each pion charge state! are necessary to
specify the photopion amplitude@25#. Such complete infor-
mation has never been available and previous analyses
relied almost exclusively on only four, the cross section a
the three single polarization asymmetries,S ~linearly polar-
ized beam!, T ~target!, and P ~recoil nucleon!. In previous
experiments, thep0 and p1 channels have generally bee
measured separately, each with independent systemati
rors which complicates the situation even further. In suc
case, specific multipoles such as the very interestingt53/2
M1 andE2 components can still be extracted from a fit to
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multipole expansion of the amplitude. But constraints fro
many observables are needed to avoid Donnachie’s amb
ity of higher partial wave strength appearing in lower part
waves, and vice versa@26#. Compton scattering has the po
tential for providing both new constraints on the photo-pi
multipoles as well as information on the proton polarizab
ities. However, the effectiveness of such new constraints
quires minimal uncertainties in the relative cross sect
scales between the (g,g), (g,p0) and (g,p1) channels.
This can only be achieved through the measurement of b
pion and Compton channels in a single experiment whi
prior to this work, has not been available.

A number of measurements of proton Compton scatter
have been performed between 1960 and 1976@27–32#, the
most systematic of these being the 1976 Bonn experim
@32#. However, several authors of dispersion calculatio
have pointed out a significant inconsistency between the
sults of these experiments and (g,p) data near the peak o
theD @33–36#. With Bonnp-production as input, the disper
sion calculations always overpredicted the Compton cr
sections near theD peak. A lowerunitarity bound on the
Compton cross sections, which avoids questions regard
convergence of the dispersion integrals, can be constru
by usingp production to evaluate the imaginary parts of t
Compton amplitudes while setting their real parts to ze
@34,33,36#. Beyond this, minimal real parts can be forme
from the s- and u-channel Born and t-channel p0-pole
graphs@35#. These exercises lead to a common conclusi
Previously published data near the peak of theD resonance,
and particularly at 90° center of mass~c.m.!, appear to com-
pletely exhaust these bounds, if not violate them, and le
no room for the dispersive contributions@37#.

The chief experimental background to Compton scatter
comes from thegp→p0p channel, where one high energ
photon fromp0-decay is detected. The cross section for t
process is;200 times that expected from Compton scatt
ing. The earlier Compton experiments did not have suffici
resolution to unambiguously separate the Compton
(g,p0) channels, and relied heavily on simulations to ide
tify regions in which the Compton process should domina
In contrast, the present experiment was designed to elimi
potential problems withp0 background subtraction by~a!
constructing an observable in which the two compet
channels are completely separated, and~b! directly measur-
ing all detector efficiencies, thus eliminating the depende
upon simulations. Both of these goals were achieved in
present experiment with a large over-determination of ki
matic parameters.

To minimize uncertainties in multipole determination
the (g,p1) channel was also measured in the same exp
ment. Although Monte Carlo simulations were used here
correct forp1 reactions in the material of the detectors, t
high resolution of the detectors allowed a sensitive eval
tion of these simulations~which several standard hadron r
action packages in fact failed!. In the experiment describe
here, cross sections and linear polarization asymmetries h
been determined for thep(gW ,g), p(gW ,p0), and p(gW ,p1)
reactions in such a way that the overall cross section sc
3-2
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N→D TRANSITION AND PROTON . . . PHYSICAL REVIEW C 64 025203
for the three channels are locked together with a small s
tematic scale uncertainty. At energies below theD ~for Eg
less than about 270 MeV! our results for all three channe
are in substantial agreement with the earlier Bonn d
@32,38,39#. But near theD peak, our measured Compto
cross sections are about 28% higher than the 1976 B
measurements of@32#. This has resolved the long standin
unitarity puzzle. However, ourp production cross section
are also somewhat higher than the Bonn data at theD peak in
both thep0 andp1 channels. A rescaling of the Bonn da
by a factor of 1.10 brings all of theirp0 cross sections and
most of theirp1 results in agreement with the cross sectio
of this work, indicating that the differences actually sca
with cross section, not beam energy. Nonetheless, with
rescaling, the Bonnp1-production at extreme forward an
backward angles are noticeably higher than our results.
speculate that these differences are due toe6 backgrounds in
the Bonn data. Compared with bremsstrahlung sour
laser-backscattering produces a photon beam that is virtu
background-free. Assuming this explanation, one conclu
that the essential difference between the LEGS and B
p-production cross section data is a normalization facto
10%. This is in fact much larger than can be accommoda
by systematic scale uncertainties. Frankly, we found
quite surprising and a great deal of effort has gone into cro
checking our results.

New experiments at Mainz and at Bonn have repor
results on Compton scattering andp production. While the
Mainz Compton cross sections@40–42# are in quite good
agreement with our results, the newp-production cross sec
tions from Mainz @43#, and the recentp1 measurements
from Bonn@44#, are both close to the old Bonn data. Neith
the Mainz work nor the new Bonn experiment measuredp1

production at extreme forward and backward angles, so
information is available on possible backgrounds.

The measurement of Compton,p0 andp1 cross sections
with scales that are locked together with a common syst
atic uncertainty, is a unique feature of this experiment. T
key components of the measurement and the analysis
described below. This is covered in some detail becaus
the differences between ourp-production cross sections an
those measured at Bonn and Mainz. Beam characteristic
discussed in Sec. II, and experimental geometry in Sec.
The Compton/p0 analysis is detailed in Sec. IV, and thep1

analysis in Sec. V. The final data are presented and comp
with other experiments in Sec. VI. We have carried ou
multipole analysis of these data and this is described in S
VII. The extractedE2 andM1 N→D transition amplitudes
are discussed in Sec. VIII, and the proton polarizabilities
Sec. IX. We conclude with a summary of the key points
Sec. X.

II. BEAM CHARACTERISTICS

The experiment was performed at the Laser Elect
Gamma Source~LEGS! facility located at the National Syn
chrotron Light Source~NSLS! of Brookhaven National
Laboratory. Linearly polarizedg rays between 213 and 33
MeV were produced by backscattering polarized ultravio
02520
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laser light from 2.58 GeV electrons. Theg-ray energies were
determined to;5.4 MeV, full width at half maximum
~FWHM!, by detecting the scattered electrons in a tagg
spectrometer, as described in@45#. This resolution is domi-
nated by the momentum spread of the electrons in the s
age ring. A typical spectrum of tagging electrons is shown
Fig. 1. The backscattered energy is related to the laser
electron energies,« l andEe , by

Eg5
4« l~Ee /me!

2

114« lEe /me
21u2~Ee /me!

2
, ~1!

whereme is the electron mass andu is the laboratory angle
between the electron andg-ray momenta. Maximumg-ray
energies correspond tou50°. Since the laser was operate
in a multiline mode~364 nm, 351 nm, 333 nm!, this spec-
trum is actually a superposition of three backscattering sp
tra with corresponding maximum energies of 307 MeV, 3
MeV, and 332 MeV, respectively. Data for this experime
were collected in three blocks~corresponding to three ar
rangements of detectors—see Table I below! and the same
tagger calibration was maintained throughout. This calib
tion depends on the value of the electron beam energy.
have verified the storage ring energy by measuring the a
of tagged photons relative to the electron momenta,u, for
different laser lines and different tagger settings. Uncerta
ties in this measurement lead to a distribution of ring en
gies with half widthDEe5613 MeV. The corresponding
changes in theg-ray spectrum are quadratic with energy, b
in the tagging interval these are approximately given
DEg~MeV!56@0.0163Eg(MeV)21.942#.

The laser-electron backscattering process is sim
Compton scattering in the rest frame of the electron, but
Lorentz boost to the laboratory creates a photonbeamby
collapsing the entire angular distribution into a narrow co
about the electron momentum vector. The spatial distribut
of the high-energy photon beam after the nuclear tar

FIG. 1. The spectrum of electrons at the focal plane of
LEGS tagging spectrometer. The horizontal scale gives the co
sponding photon energy,Eg5Ering2Etag . Three high-energy
edges are evident at 307 MeV, 317 MeV, and 332 MeV, correspo
ing to the backscattering of 364 nm, 351 nm, and 333 nm light fr
2.584 GeV electrons, respectively.
3-3
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(;40 m from the center of the interaction region! is shown
in Fig. 2. The horizontal ellipse reflects the divergence of
stored electrons which is a factor of five smaller vertica
than horizontally. Horizontal and vertical nickel slits, locat
20 m upstream of the target and followed by a magne
sweepe6 pairs out of the beam, are used to eliminate p
sible tails and confine the photon beam completely within
target.

Laser backscattering produces substantially higher
grees of polarization than coherent bremsstrahlung. Furt
more, since the production process is simply the Kle
Nishina scattering of light from free electrons in vacuum, t
resulting g-ray polarization can be exactly calculated fro
the incident laser polarization@46#. Figure 3 shows the cal
culated energy dependence of theg-ray linear polarization,
P(Eg), for 100% linearly polarized incident laser light. Th
result is nearly 100% for the maximumg-ray energy and
never falls below 75% for either state throughout the tagg
range~213 to 333 MeV!. While there is a slight dependenc
upon polarization state because of differences in the elec
beam divergence in and out of the plane of the storage r

FIG. 2. The measured spatial distribution of the LEGS tagg
photon beam. The size of the square symbols is proportional to
intensity.

FIG. 3. The energy dependence of the polarization upong-ray
energy for the two linear polarization states produced in the ba
scattering of multiline~364 nm, 351 nm, 333 nm! laser light from
2.58 GeV electrons.
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above 200 MeV the degree of polarization is virtually ide
tical for both vertical and horizontal orientations of the ph
ton’s electric vector.

The actualg-ray polarization is modified slightly from the
curves of Fig. 3 by two effects: bremsstrahlung in the
sidual gas of the electron-beam vacuum chamber, and pa
depolarization of the laser light due to synchrotron radiat
damage in the optics used to transport the light into the s
age ring. The unpolarized contribution from bremsstrahlu
was monitored at random intervals between 150 to 450
Within the tagging range it was always a small (,1%) frac-
tion of the flux,Fbrem, independent of tagging energy. Th
resulted in an effective correction to the polarizationPbrem
5(12Fbrem). The laser polarization was measured after
interaction region, at the exit of a 180° port in the ben
magnet upstream of the ring straight section~which is free of
synchrotron radiation!. The laser light was prepared in tw
polarization states, horizontal~state 1, in the plane of the
storage ring! and vertical~state 2, perpendicular to the ring
plane!. Denoting the polarizations of the laser light, as me
sured after the interaction region, byP1

l and P2
l , the corre-

spondingnet g-ray polarizations are given by

P1
g~Eg!5Pbrem$P1

l P1~Eg!2 1
2 ~12P1

l !@P2~Eg!2P1~Eg!#%,
~2a!

P2
g~Eg!5Pbrem$P2

l P2~Eg!2 1
2 ~12P2

l !@P1~Eg!2P2~Eg!#%.
~2b!

The second term in Eq.~2! arises from the decompositio
of the unpolarized component into its orthogonal comp
nents and, sinceP1'P2, this term is very small except at th
lower energy end of the tagging interval. The measureme
of P1

l and P2
l were carried out frequently~67 times during

the course of the experiment, split approximately equally
tween the three data blocks!. The standard deviation of mea
surements within each data block was used to generate
systematicg-ray polarization uncertainty (;1%) for that
block.

During the course of the experiment, the laser polarizat
was flipped between directions parallel (i) to the reaction
plane ~state 1! and perpendicular (') to the reaction plane
~state 2! at random intervals between 150 to 450 s. Vario
observables can be constructed from the cross sections
sured with the laser polarization in these two states,s1 and
s2. In particular, the cross sections that would be measu
by a beam of 100% polarizedg rays with electric vector
oriented in, or perpendicular to, the reaction plane (s i or
s') are given by

s i5
~11P2

g!s12~12P1
g!s2

P1
g1P2

g
, ~3a!

s'5
2~12P2

g!s11~11P1
g!s2

P1
g1P2

g
. ~3b!

The cross section that would be measured with unpolarizeg
rays is just the average ofs i ands' ,

d
he

k-
3-4
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s5
P2

gs11P1
gs2

P1
g1P2

g
. ~3c!

The beam asymmetry,S5(s i2s')/(s i1s'), is

S5
s12s2

P2
gs11P1

gs2

, ~3d!

and the numerator of this quantity, the spin-differenceŜ
5 1

2 (s i2s'), is related tos1 ands2 by

Ŝ5
s12s2

P1
g1P2

g
. ~3e!

Since the photon has only two quantum states, any two
s i , s' , s, S, and Ŝ completely characterize the reactio
The choice of observable usually depends on whether on
trying to suppress or emphasize model dependence w
comparing data to a calculation. In all cases, it is import
to construct the desired quantities directly froms1 ands2 in
order to avoid the needless amplification of uncertainties

The calculation of theg-ray polarization was verified jus
prior to the start of this experiment by measuring t
D(gW ,p)n nuclear asymmetry with two different laser line
which produce different photon polarizations at a fixed
energy@47#. The two data sets are in excellent agreeme
The difference between the two asymmetry measuremen
each angle, compared with the expected value of zero, g
a x2/Nf of 0.84, summed over angles. A second cross ch
of the beam polarization was provided by the4He(gW ,p0)
asymmetry. Data for the present experiment were collec
in three blocks and in between the second and third perio
4He(gW ,p0) measurement was carried out. Angular mome
tum and parity conservation require the linear beam polar
tion asymmetry to be21 for this reaction, and a compariso
of the measuredp0 asymmetry with this expected valu
yielded ax2/point of 1.39 @48#. As comforting as it is to
verify the beam polarization with a nuclear reaction, it
important to keep in mind that such measurements will ne
approach the accuracy with which the polarization can
calculated from the Klein-Nishina process. Nor is it practic
to repeat such nuclear measurements with sufficient
quency to sample their systematic uncertainty. Fortunat
the beam production at LEGS involves only the simplest
processes, and the measurements of the polarization o
light that collided with the free electrons of the storage ri
and the small component from bremsstrahlung in the resid
gas of the ring vacuum chamber remove the only poten
unknowns.

The electron ring at the NSLS operates at a frequenc
52.88 MHz with 25 of a possible 30 Rfbucketsfilled with
electrons. LEGSg rays are thus separated by multiples
18.9 ns. With an average tagged flux of 43106 s21, two or
more scattered electrons strike the tagging focal-plane de
tor about 8% of the time. Since a separate time measurem
is made for each of the 64 tagger elements relative t
reaction from the target, events associated with multiple t
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ger hits are easily rejected. Single-hit analyses are use
constructing asymmetry ratios. However, for absolute cr
sections, rather than attempting to correct for such a rejec
efficiency, multiple tagger hits are treated as accidental co
cidences and subtracted by monitoring events associ
with the five electron buckets following thetrue event
bucket.

At LEGS, the optics of the storage ring guarantee t
100% of the electrons which scatter light to produceg rays
reach the tagging focal plane, provided only that their m
mentum matches the acceptance setting for the taggerpe
,2.385 GeV/c, corresponding toEg.207 MeV for the
measurements reported here!. This is true even if a scattere
electron is out on the tail of the beam divergence distribut
and pointed in such a way that the backscattered photon
be stopped in the nickel beam slits. For this reason, we m
tor the beam that actually passed through the target, ra
than simply counting tagged electrons. The beam flux w
monitored by countinge1e2 pairs in a sampling calorimete
constructed by interspersing scintillators with a thin, copp
converter of very uniform thickness. Accidental coincidenc
with the tagger were subtracted in exactly the same way a
the analysis of the reaction data. The efficiency of this mo
tor (;6% with a small energy-dependent slope! was deter-
mined by decreasing the flux and comparing with tagg
rates measured in a largemonitoringNaI~Tl! crystal placed
directly in the beam. This procedure was tested with cou
ing rates in the NaI ranging from 0.1 kHz to 100 kHz an
showed no discernible rate dependence.~The deduced fluxes
agreed with the number of tagged electrons within;5%,
and proved to be more stable over long time periods, be
independent of the electron orbit in the storage ring.! The
efficiency of the sampling calorimeter was measured f
quently ~54 times throughout the course of the experime
split approximately equally between the three data block!.
The standard deviation of measurements within each d
block was taken as the systematic uncertainty in the fl
normalization for that block. This systematic flux normaliz
tion uncertainty proved to be nearly constant at;1%. @Ap-
proximately half of this variation could be accounted for
changes in the barometric pressure of the air between
sampling calorimeter and themonitoringNaI~Tl! crystal, al-
though no attempt was made to correct for this effect.#

III. EXPERIMENTAL GEOMETRY

In this experiment, the polarizedg-ray beam traversed a
cylindrical 13.0 cm long cell of liquid H2, 6.4 cm in diameter
with rounded end-caps. The target walls were made fr
0.25 mm thick Mylar, thinned to 0.12 mm at the entrance a
exit windows.

Six high resolution NaI~Tl! detectors surrounded the ta
get and were used to detect photons, recoil protons
charged pions. For thep(g,g) andp(g,p0) reactions, pho-
tons were detected in a large volume NaI~Tl! crystal~48 cm
diameter3 48 cm deep!, while recoil protons were tracked
through wire chambers and stopped in an array of pla
scintillators. This arrangement is shown in Fig. 4. A 2.5 c
thick plastic scintillator~BC 408 @49#! in front of the large
3-5
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NaI separated neutral and charged particles, and in fron
this a 5 cm thick lead collimator with a conical apertu
restricted the acceptance to the full diameter of the NaI a
back face. Although 5 cm of lead will stop all protons a
pions produced in the target, this thickness is not sufficien
completely absorb the energy of a high energy photon. No
theless, it does guarantee the generation of an electrom
netic shower which will be detected by the 2.5 cm thi
plastic immediately behind it, thus providing an efficien
compact active collimator forg rays. On the recoil arm, a
stack of 7 high resolution drift chambers were used to rec
struct proton trajectories. Six of these were oriented w
wires vertical to measure position in the horizontal plane~x
chambers! and one was oriented with wires horizontal~y
chamber!. This combination determined proton reactio
angles to about 0.4°, FWHM, limited by multiple scatterin
in the target. A thin-walled helium bag after the wire cha
bers minimized further multiple scattering. The proto
stopped in an array of 16 plastic scintillator bars~BC 408!,
each 10 cm by 10 cm by 160 cm long, stacked in a wall 4
from the target to provide a long time of flight~TOF!. The

FIG. 4. Arrangement of detectors used to identifyg1proton
coincidences, with photons measured in a large NaI~Tl! crystal and
protons tracked through wire chambers and stopped in an arra
scintillators 4 m from the target. A lead collimator is shown c
away to expose the plastic veto scintillator in front of the NaI.
02520
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relative timing of light signals from opposite ends of the
bars provided a horizontal position~to ;7 cm, FWHM!
while the segmentation of the array determined the vert
position. This provided a second independent measurem
of proton angles, with an accuracy of about 1.4°, FWHM

Data were collected in three groups of runs correspond
to three different angular settings of the 48 cm diameter N
and TOF detectors. The central laboratory angles for the

( ū lab) and recoil arms (C̄R) are listed in Table I, along with
the center of mass~c.m.! angles of the different channels fo
which data were extracted. The detector settings were cho
so as to provide an overlapping angular range to verify c
sistency between the three groups of data.

During the third group of data runs, a set of four wi
chambers~identical to those used on the recoil TOF arm!
was installed in front of the 48 cm diameter NaI to provi
simultaneous tracking of charged pions. An additional fi
NaI crystals were also used during thegroup III runs to

of

FIG. 5. The detectors used during the third data group~see Table
I!, labeled by their central lab angles. The NaI~Tl! crystals at 90°
and at 170° are in the vertical plane, above and below the b
line. The rest of the detectors are in the horizontal plane. T
NaI~Tl! centered at 55° was used both by itself to detectp1 from
p(g,p1) and in coincidence with the time-of-flight arm~labeled
TOF here! for g1p events fromp(g,g) andp(g,p0), as shown in
Fig. 4.
TABLE I. Detectors, settings, and corresponding c.m. angles for the three data groups.

Data NaI size ū lab (C̄R) uc.m.
p(g,g)

uc.m.
p(g,p0) uc.m.

p(g,p1)

group ~cm!

II 48348 107° (230°) 135°, 125°, 115°, 130°, 120°, 110°,
105° 100°, 90°

I 48348 76° (244°) 105°, 90°, 75° 100°, 90°,80°,
70°

III 48348 55° (255°) 75°, 65°, 70°, 60° 85°, 75°,
55° 65°, 55°

III 24336 14° 150° 20°
III 13315 90° 105°
III 24325 140° 150°
III 8 313 170° 170°
III 8 313 170° 170°
3-6
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obtain a broad sampling of thep(g,p1) angular distribution.
The recoil neutron was not detected in any of thep(g,p1)
measurements. The dimensions and angular settings o
group III detectors are listed in Table I and their arrangem
is shown in Fig. 5. The detectors at 90° lab and 140°
were preceded by wire chambers that were used to trackp1

events and to define the solid angles.
In addition to defining solid angles, wire chambers p

vide the potential for reconstructing the source of emit
particles. However, this latter capability disappears at
treme angles where the detector is essentially looking do
the beam axis. On the other hand, for these angles a s
and accurately known azimuthal acceptance must be m
tained to avoid large errors on the polarization asymme
For these reasons the solid angle of the 170° NaI crystals
p1 events was defined by lead collimators having tape
apertures whose cross sections were formed from arcs d
ing a fixed azimuthal acceptance. The same technique c
have been used for the 14° NaI crystal which detected b
forward-angle p1 and recoil protons corresponding
backward-anglep0 production. However, because of th
concern for placing lead in the path of forward goinge6

from atomic pair production, this detector was preceded
stead by a pair of scintillators in the shape of arcs definin
fixed azimuthal acceptance. These were used to define
solid angle.~By requiring a coincidence between these sc
tillators, false triggers from the Cerenkov effect in the no
overlapping light guides were eliminated.! Wire chambers
preceding these scintillators were installed for part of
running period and were used to check the efficiency of th
arc-shaped scintillators.

The light from all of the NaI~Tl! crystals in this experi-
ment was collected using Hamamatsu R1911@50# photomul-
tiplier tubes and voltage dividers equipped with temperatu
compensated resistors. This combination produced a hi
linear and stable response. The gains of the NaI tubes~and
those on the plastic bar array! were continuously monitored
with a pulsed HeCd laser system. Shifts in NaI gains w
found to be insignificant over the time scales of any of
data groups (;2 months each!.

IV. ANALYSIS OF COMPTON AND p0 PRODUCTION

A. The „g,g…Õ„g,p0
… separation

The p(g,g) and p(g,p0) reactions were separated wi
the detectors shown in Fig. 4. An event in the 48 cm dia
eter NaI triggered the data acquisition system, and a softw
coincidence was required with the TOF arm. Protons w
identified by comparing the energy deposited in the scin
lator bars with the corresponding TOF. A spectrum is sho
in the top panel of Fig. 6 from thegroup I data. Spectra from
the other datagroupsare virtually identical. This plot con-
tains contributions from protons, and electrons and positro
as indicated.~Charged pions would overlap with thee6

band, but are essentially eliminated by the requirement o
accompanying high energyg ray with energy greater tha
100 MeV.! Because electrons undergo considerable mult
scattering even in thin amounts of material, the additio
requirement of a lowx2 (<3) from a linear fit of the tracks
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in the six x-wire chamberseliminated almost alle6 events
~bottom panel of Fig. 6!. The polygonal arc surrounding th
dense band in the lower panel defines the region of acce
proton events. Events to the left of this area are due
nuclear reactions in the plastic bars. It is important to e
clude these events since they are associated with an inco
energy signal and would confuse the kinematic identificat
of the Compton andp0 channels.

The drift chambers on the TOF arm provided precisi
tracking of charged particle events. In addition to simplee6

rejection and the determination of reaction angles, they w
used to project the track onto the plastic bar array. The p
dicted horizontal coordinate (wcx

bars) was compared to the
bar position determined from the time difference of the lig
signals at opposite ends of the scintillator (barx), and agree-
ment was required to withinuwcx

bars2barxu<20 cm. In the
dimension perpendicular to the reaction plane, the bar s
mentation (bary) and the vertical wire chamber positio
(wcy) were used to project the ray back to the beam a
and the position was required to fall within65 cm of the
target center. These requirements eliminated virtually alle6

events not already suppressed by thex-chamberx2 cut. The
x chamberswere also used to project tracks back to the be
axis to form an image of the source of emitted particles. T
is shown in Fig. 7 for thegroup I data. The vertical lines
indicate the physical limits of the target cell. The broaden

FIG. 6. Energy deposition in the array of plastic scintillator ba
of Fig. 4 plotted against the TOF to the bars, shown without~top!
and with ~bottom! the requirement of a straight track through th
wire chambers. The polygon in the bottom panel defines the reg
used in the Compton/p0 analysis.
3-7
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of the target edges is due partly to its rounded end caps
mostly to the uncertainty in the depth within the target
which events originate. The latter effect smears the sou
resolution when the laboratory recoil angle is different fro
90°. For thegroup I data,C̄R5244°, as listed in Table I.
The small peaks to either side of the target cell~at about
610.5 cm! are produced by the Mylar vacuum window
at the entrance and exit of the target chamber. The ta
definition was slightly better for thegroup III data (C̄R

5255°) and a little worse for thegroup II data (C̄R
5230°). In all cases, the reconstruction resolution was s
ficient to completely remove the contributions from vacuu
windows by restricting to source points within69 cm of the
target center~Fig. 7!.

The p(g,g) and p(g,p0) channels have been separat
by comparing theg-ray energy deposited in the 48 cm diam
eter NaI with the proton TOF to the bar array. This is sho
in Fig. 8, where the energy expected for Compton scatter
as calculated from the angles measured in the wire cham
and the tagged beam energy, has been subtracted from
abscissa. The net recoil TOF has been constructed as
weighted mean of the time deduced from the proton ene
deposited in the plastic scintillator bars and the direct flig
time measurement, the latter being dominant due to
smaller uncertainty.~This net TOF is essentially the distanc
along the polygonal arc in the proton identification plot; F
6, bottom.! The expected TOF, calculated again from t
angles measured in the wire chambers and the tagged b
energy assumingp(g,gp) kinematics, has been subtracte
from the ordinate in forming the plots of Fig. 8. Results a
shown here for 120°65°, 90°65°, and 60°65° c.m. from
the group II, group I and group III data, in the top, center
and bottom panels, respectively. In each case, Compton
tering events are clearly resolved in a peak centered at
origin. These particular plots have been made for the tagg
interval between 290 MeV and 333 MeV. The channel se
ration is even larger for lower tagging energies.

Since the energy ofp0-decay photons is always less tha
that of Compton scattering,p0 events appear at negativ
values ofDE in the plots of Fig. 8. The low-DE limit at the

FIG. 7. Projection of tracks from the TOF wire chambers on
the beam axis for thegroup I data. The vertical lines indicate th
physical length of the target.
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left side of thep0 cluster in the top panel is created by th
combination of Compton kinematics and a 100 MeV N
threshold that was imposed on all three datagroups. As the
g-ray angle decreases~center panel of Fig. 8!, the expected
Compton energy increases which extends thep0 cluster to
more negativeDE values. Similarly, recoil protons fromp0

production are always lower in energy than those fro
Compton scattering, and thus have a longer TOF. As a re

FIG. 8. Recoil proton TOF to the plastic bar array, plott
against energy deposited in the 48 cm diameter NaI. For both a
the values expected for Compton scattering, calculated from
angles determined by the TOF wire chambers and the tagged b
energy, have been subtracted. Results for 10° bins centered at 1
90°, and 60° c.m. from thegroup II, group I, andgroup III data are
shown in the top, center, and bottom panels, respectively, for
tagging interval 290,Eg,333 MeV.
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FIG. 9. Spectra of events be
low a line rotated;30° between
the (g,g) and (g,p0) peaks in
plots similar to Fig. 8, shown here
for two tagged energies~right and
left panels!. The high energy
peaks result from Compton sca
tering. The data in the top, cente
and bottom panels are from th
group II, group I, and group III
sets, respectively.
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thep0 clusters extend to positive values ofDt in the plots of
Fig. 8. The largerg-ray angles are associated with high
energy recoils and shorter TOFs. The cutoff of thep0 cluster
below DE'275 MeV in the lower panel results from th
low proton energies associated with this forwardg-ray angle.
Here, most of the low energyp0-recoil protons are stoppe
in the target.

Compton scattering yields were extracted from spec
similar to those of Fig. 8 by cutting data with NaI energi
different from the Compton process by more thanDE0

NaI ,
whereuDE0

NaIu< 20, 20, and 30 MeV thresholds were us
with the group II, group I and group III sets, respectively
The remaining high energy events were projected onto a
rotated by about130° from the energy axis@parallel to a
line between the (g,g) and (g,p0) peaks#. These projections
are shown in Fig. 9 for two tagged energies, 323 MeV a
02520
a

e

d

265 MeV. The data in the top, center, and bottom panels
from the group II, group I, andgroup III sets, respectively
~Accidental coincidences with the tagger have been treate
the same way for these reactions as for the beam flux m
surement, Sec. II, and have been subtracted from these s
tra.! The widths of the high energy peaks from Compt
scattering are dominated by the energy loss of the re
protons in the hydrogen target, and in the rotated coordin
system of Fig. 9 their shape is essentially Gaussian.~The
DE0

NaI cut reduces thep0 background in these rotated
coordinate spectra. The cutoff used with thegroup III data,
30 MeV, is the largest because thep0 peak in Fig. 8 is the
most limited for the low proton energies associated with t
angle.! The spectra of Fig. 9 were fit to separate Compt
scattering from the residual tail ofp0 events. The yields
from the two polarization states were extracted by first fitti
3-9
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the sum of spectra from the two states, using the result to
the line shape parameters, and then refitting the individ
polarization states by varying only the peak area.~Various
fitting procedures were explored, but the result was inse
tive to the method because of the high degree of separa
between the Compton andp0 peaks.!

The (g,p0) yields have been extracted by making a rou
cut to exclude most of the Compton events~without truncat-
ing tails from thep0 peak! in plots similar to those of Fig. 8
and summing the remaining counts. The Compton cross
tion is such a small fraction ofp0 production that further
fitting cannot affect the experimental uncertainties in thep0

cross sections.
Empty target data were collected for each of the th

measurementgroups in order to sample the contributio
from the walls of the target cell. These were analyzed w
the same requirements used to extract Compton scatte
and p0 production, but subtractions proved unnecess
since the number of events surviving these requirements
completely negligible.

B. Measurement of detector efficiencies

Events were added to the NaI energy verses TOF hi
grams used to separate the Compton andp0-production
channels~as in Fig. 8! only when the following criteria were
fulfilled: the recoil proton had an energy and TOF within
polygonal arc similar to that shown in the bottom panel
Fig. 6; the fit of the six TOFx-wire-chamberpositions to a
straight line had a reducedx2<3; the x projection of the
wire-chamber track onto the bar array agreed to within 20
of the hit position recorded by the bars,uwcx

bars2barxu
<20 cm; thex projectionof the wire-chamber track back t
the beam axis was consistent with an event originating in
target cell (29,z,19 cm in Fig. 7!; the y projectionof
the track back to the beam axis, using the bar posit
(bary) and the vertical wire chamber (wcy), fell within 65
cm of the target axis; the 2.5 cm plasticveto in front of the
48 cm diameter NaI had less than 5 MeV deposited ene

Each of these requirements has an efficiency associ
with it. While Compton andp0 production are both two-
body reactions, and as such are completely specified by
kinematic observables, in fact eight kinematic variables h
been measured in this experiment: the tagged beam en
the protontime of flightto the bar array; the energy deposit
by the proton in the scintillator bar array; the polar and a
muthal angles of the recoil proton measured in the TOF-a
wire chambers; the proton recoil angles determined again
the hit position in the bar array; theg-ray energy in the 48
cm diameter NaI.

In addition to providing the first unambiguous separat
of the p(g,g) and p(g,p0) reactions, this large kinemati
overdetermination has allowed us to deduce the detecto
ficiencies directly from the data themselves, thus avoid
potential systematic uncertainties associated with sim
tions. We describe each of these efficiency measuremen
turn.

1. Scintillator-bar-array efficiency

A proton is identified in the array of plastic scintillato
bars on the TOF arm as an event within a polygonal a
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similar to that shown in the lower panel of Fig. 6. The ef
ciency of this requirement can be directly measured by us
non-bar variables to guarantee that a proton was inciden
the bar array. The fraction of these with valid bar signals
then the net bar efficiency.

The TOF wire chambers are sensitive only to charg
particles and can be used to restrict their source to the liq
hydrogen. The additional requirement of a high-energy s
nal (.100 MeV! in the 48 cm diameter NaI from a neutra
particle ~with no signal in its front veto plastic! eliminates
the p(g,p1)n reaction. Thus, protons in the bars are gu
anteed by requiring a single electron in the tagger,N12hit

tag , a
neutral high-energy NaI signal,Ng.100

NaI , and a wire-chamber

track that passes thex2 test for a straight line,N
x2
wcx, coming

from the central 10 cm of the 13 cm long target,Ntgt10

wcx , and

pointed at the bar array,N→bar
wc . For Np

bar events satisfying
the proton requirements imposed on bar signals~that is with
barx hit positions within 20 cm of the values predicted b
the x chambers, with bary positions which project back
through they chamberto within 65 cm of the target axis,
and with bar energy and TOF falling within the polygon
bands in bar identification plots as in Fig. 6!, the bar array
efficiency for protons is given by

bar eff5
$N12hit

tag ùNg.100
NaI ùN

x2
wcxùNtgt10

wcx ùN→bar
wc %ùNp

bar

$N12hit
tag ùNg.100

NaI ùN
x2
wcxùNtgt10

wcx ùN→bar
wc %

.

~4a!

This net efficiency includes all possible effects encounte
after the proton leaves the wire chambers: multiple scat
ing, dead layers, and lost signal from nuclear reactions in
detector material.

The bar detection efficiency depends upon energy,
since the data are dominated byp0 production, the proton
~vertex! energy can be reconstructed from the wire-cham
angle and tagged-beam energy assumingp(g,p)p0 kinemat-
ics. The efficiency from thegroup II data for the central670
cm of the array~avoiding the edges of the680 cm bars! is
plotted as a function of proton vertex energy in the top pa
of Fig. 10 as open circles. The solid curve is a fit of a smo
function to these data points. Since the scintillation light
collected at either end of each bar, there can be an additi
position dependence to thebar eff. This is shown in the
lower panel of Fig. 10. There, the parametrized energy
pendence~the solid curve in the top panel! is divided out to
expose the separate position dependence. The full two
mensional map ofbar eff is shown in Fig. 11 using the
smooth functions that were fitted to the measurements~the
solid curves of Fig. 10!. In general, data extraction was lim
ited to regions of detector response where the efficiency
slowly varying. The only exception was in the minimu
proton vertex energy where the efficiency was allowed
drop to 66%.~This is a compromise in extracting data at
low a beam energy as possible without having too large
efficiency correction.! The vertical lines in Fig. 10, and th
heavy lines in Fig. 11, indicate these extraction thresho
3-10
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FIG. 10. Measured efficiency for proton detection~open circles!
in the TOF-bar array as a function of proton vertex energy, top
smooth function fitted to these data~solid curve in the top panel!
was used to divide out this energy dependence from the efficie
verses position plot shown in the bottom panel. Vertical lines in
cate thresholds used in data extraction.

FIG. 11. Efficiency of the plastic bar array as a function of bo
vertex energy and horizontal bar position, using smooth param
izations of the data~such as the solid curves of Fig. 10!. Heavy
lines indicate thresholds used in data extraction.
02520
The bar efficiencies are very similar in thegroup I andgroup
III data sets, although the dynamic range of proton ener
is somewhat less.

2. Wire-chamber efficiencies

The seven drift chambers used to track charged parti
on the TOF arm were all identical in construction, six o
ented with wires vertical~x chambers! and one oriented with
wires horizontal~y chamber!. The geometrical layout of de
tectors in Fig. 4 guaranteed that any proton originating fr
the region of the target, including the liquid H2 cell and the
mylar vacuum chamber windows, which reached the pla
bar array had to have passed through the stack of wire ch
bers. The position of a charged particle in they chamber
could be predicted from thex chambertrack and the hit
position on the bar array. Thus, protons in they chamber
could be guaranteed fromnon-y-chamberobservables by re-
quiring a single hit in the tagger,N12hit

tag , a neutral high-
energy NaI signal,Ng.100

NaI , an x-chambertrack that passes

the x2 test for a straight line,N
x2
wcx, with barx hit positions

within 20 cm of the values predicted by thex chambers,
N<20

wcx2barx , and an energy and TOF lying within the polygo

nal bands in bar identification plots,NID
bar . With Np

wcy events
detected in they chamber, its proton efficiency is

wcy eff

5
$N12hit

tag ùNg.100
NaI ùN

x2
wcxùN<20

wcx2barxùNID
bar%ùNp

wcy

$N12hit
tag ùNg.100

NaI ùN
x2
wcxùN<20

wcx2barxùNID
bar%

.

~4b!

This efficiency is shown for thegroup I data as a function of
the distance from the center of the chamber in Fig. 12. T
full two-dimensional map of they-chamberefficiency is
shown in Fig. 13, and displays the hexagonal shape of
wire chamber frames. Regions near the frames for which
efficiency was rapidly varying were avoided during da

A

cy
-

r-

FIG. 12. Measured efficiency for protons in they-wire-chamber
of the TOF arm~open circles! as a function of distance from th
center of the chamber. The solid curve shows a smooth func
fitted to the data. The vertical line indicates the limit used in d
extraction.
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G. BLANPIED et al. PHYSICAL REVIEW C 64 025203
analysis. The vertical line in Fig. 12 and the circle in Fig.
show the maximum radius~11.4 cm! used in the Compton
andp0 analyses. The measured efficiencies for thegroup II
andgroup III data are very similar.

Efficiency maps similar to those of Fig. 12 and Fig.
can be developed for each of thex chambersin turn by using
the other chambers to define charged particle trajecto
Because of thex2 test applied to the fit of thex-chamber
signals, it is convenient to develop a net efficiency for t
full stack of six x chambersand their track-reconstructio
algorithm. Protons in thex-chamberstack can be guarantee
from non-x-chamberobservables by requiring a single hit
the tagger,N12hit

tag , a neutral high-energy NaI signal,Ng.100
NaI ,

an energy and TOF in the bars within the polygonal band
identification plots similar to Fig. 6,NID

bar , and with bary

positions which project back through they chamberto within
65 cm of the target axis,Ntgt65

bary1wcy. For N
x2
wcx protons hav-

ing x-chambertracks that pass thex2<3 test for a straight
line, the netx-chamberreconstruction efficiency is

wcx eff5
$N12hit

tag ùNg.100
NaI ùNID

barùNtgt65
bary1wcy%ùN

x2
wcx

$N12hit
tag ùNg.100

NaI ùNID
barùNtgt65

bary1wcy%
.

~4c!

This netx-chamberefficiency is plotted in Fig. 14 as a func
tion of barx for the group I data. Because of the two-bod
nature of the reactions, thebarx variable combines both po
sition and energy dependence, with proton recoil energy
creasing to the left. The solid curve is a smooth funct
fitted to the data. The vertical lines mark the670 cm limits
of the680 cm bars that were in the final analyses. The sa
maximum radius cut as in Fig. 12~11.4 cm! was used with
the x-chambersin the Compton andp0 analyses to avoid
regions near the frames where efficiencies varied rapi
The measured efficiencies for thegroup II andgroup III data
are very similar.

FIG. 13. Two dimensional map of they-wire-chamberproton
efficiency using smooth parametrizations of the data~such as the
solid curve in Fig. 12!. Data extraction was limited to the interior o
the indicated circle.
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3. Large-NaI-veto efficiency

Signals in the 2.5 cm veto plastic scintillator precedi
the 48 cm diameter NaI are used to eliminate charged
ticle events. This results in rejection of someg rays due to
eithere6 pair production while transmitting this plastic vet
or to leakage coming back from electromagnetic shower p
duction in the large NaI crystal. Photons from eitherp(g,g)
or p(g,p0) incident on this veto scintillator are guarante
from nonveto observables by the same requirements use
the data analysis: a single hit in the tagger,N12hit

tag , a high-
energy NaI signal,Ng.100

NaI , and a valid proton event in the
TOF bar array~i.e., with energy and TOF within the polygo
nal bands in proton identification plots, withx-chamber
tracks that pass thex2<3 test for a straight line, withbarx
hit positions within 20 cm of the values predicted by t
x chambers, and with bary positions which project back
through they chamberto within 65 cm of the target axis!,
Np

bar . With Nveto events in the 2.5 cm plastic scintillator, th
net NaI1veto efficiency for photon detection is

NaI eff512
$N12hit

tag ùNg.100
NaI ùNp

bar%ùNveto

$N12hit
tag ùNg.100

NaI ùNp
bar%

. ~4d!

This net NaI eff was computed separately for thep(g,g) and
p(g,p0) reactions by selecting the appropriate peak in
DE versus TOF plots~Fig. 8! with a cut along a line rotated
;30° with respect to the NaI energy axis. The results fro
the group I data are shown in Fig. 15 as a function of th
threshold in the veto scintillator. The measurements from
group II andgroup III sets are very similar. A veto threshol
of 5 MeV was used for all cross section extractions. T
fraction of Compton events rejected by the veto plastic
less because the TOF arm requirements on the recoil pr
guarantee that the corresponding scatteredg rays are com-
pletely contained within the aperture of the lead collima
that is located just before the front veto. In contrast,

FIG. 14. The measured net efficiency of the tracking algorit
used withx-wire-chambersof the TOF arm, plotted as a function o
barx for thegroup I data. The center of the bar array corresponds
barx50. Reaction angles increase, and proton energies decrea
barx becomes increasingly negative.
3-12
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photons fromp0 production illuminate a much larger are
and those that skim the inner surface of the lead aperture
produce a singlee6 pair, thus triggering the veto plasti
while still depositing most of the photon energy in the lar
NaI. To minimize this, the lead collimator is conically ta
pered to project back to the center of the target. Nonethe
the effect of this lead skin-thickness is somewhat enhan
by the finite extent of the target with the result that the
g-ray efficiencies forp(g,p0) are slightly smaller.

C. Large-NaI calibration

An accurate knowledge of the 48 cm diameter NaI
sponse function is needed for optimal separation of
Compton andp0 channels. This was determined separat
for each of the three datagroups. ~Although it is straightfor-
ward to place this detector directly in the tagged beam, s
a measurement does not actually reproduce the experim
conditions ofg rays filling a large conical acceptance.!

Both the calibration and the line shape of the NaI
sponse function were measured directly from thep0 data.
NaI spectra fromp(g,p0), with a cut in the energy- and
TOF-difference spectra~Fig. 8! to eliminate Compton events
were fitted for each tag bin simultaneously. Data from
group I measurements are shown in Fig. 16 as open circ
with the central tag energy indicated to the left of each sp
trum. These were simulated withGEANT @51#. All tagged
energies were fitted simultaneously, varying only three
rameters~other than the numbers of counts!: the slope and
offset in a linear energy calibration, and the width of
Gaussian smearing function that was applied to theGEANT

predictions to account for nonuniformities in the NaI cryst
The resulting Monte Carlo generated spectra are show
the solid curves. The agreement in thegroup II andgroup III
data is of equally high quality.

The Compton data provide a cross-check on the NaI c
bration and line shape. NaI yields fromp(g,g), using a cut
in the energy- and TOF-difference spectra~Fig. 8! to elimi-
natep0 production, are shown in Fig. 17~open circles! for
two tagged beam energies from thegroup I data. TheDE0

NaI

FIG. 15. The measured net efficiency of the 48 cm diame
NaI, due to photon rejection by the front veto plastic, as a funct
of the energy threshold in the veto scintillator.
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measured-minus-calculated energy difference requiremen
Sec. IV A was not imposed in generating the spectra of F
17 in order to expose the tail of the NaI response. The s
curves are the line shapes predicted from the fits to thep0

data shown in Fig. 16, allowing only the peak areas to va
The agreement here, as at other energies, is excellent.

As a final check on the fits to thep0 data, we show in Fig.
18 the calibration of the 48 cm diameter NaI measured
mediately prior to thegroup I data period by placing the
detector directly in the tagged photon beam~open circles!.
The calibration deduced from the fits to thep0 spectra of
Fig. 16 is shown as the solid line.

D. Monte Carlo corrections for „g,g… and „g,p0
…

There are a few parameters needed to construct cross
tions that cannot be directly measured, and for which
must rely on Monte Carlo simulations.

Corrections are made for events that are lost due eithe
secondary reactions in the target or, at low energies, for
coil protons that stop in the target.

The effective target length from the extended target a
the geometrical solid angle subtended by angular bins wi
moderate polar acceptance and a large azimuthal accep
is determined by Monte Carlo.

Finally, for the Compton analysis, a correction is made
g rays that produce signals in the tail of the NaI respon
that are below theDE0

NaI thresholds used in the analysis.
Although these corrections are all carried out simul

neously, we discuss them separately below in order to exp
the magnitude of each component.

1. Corrections for secondary reactions in the target

A small fraction of the recoil protons undergo seconda
nuclear reactions in the target. These are simulated with

r
n

FIG. 16. High-energyp(g,p0) g-ray spectra from thegroup I
measurements. Data for nine tagged beam energies between
MeV and 323 MeV are shown, offset, as open circles. Monte Ca
generated spectra, with a NaI response function fitted to these
are shown as solid curves.
3-13
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G. BLANPIED et al. PHYSICAL REVIEW C 64 025203
GCALOR hadronic interaction code@52#. This code reliably
models hadronic interactions in plastic scintillator~which
contain significant amounts of hydrogen!, and successfully
reproduces data on the ratios of nuclear-reaction-tails
atomic-energy-loss-peaks produced by 10 MeV to 100 M
protons @53,54#. The percentage of proton recoils fro

FIG. 17. Comptong-ray spectra~open circles! for two tagged
beam energies from thegroup I data. The solid curves are the lin
shapes predicted from the fits shown in Fig. 16 with only the ar
of the peaks adjusted.

FIG. 18. The calibration of the 48 cm diameter NaI as measu
by placing the detector directly in the tagged photon beam~open
circles!, compared with a prediction from the fits to thep0 spectra
of Fig. 16 ~solid line!.
02520
to
V

Compton scattering that undergo hadronic interactions in
liquid hydrogen target is shown in Fig. 19 for three65°
angular bins from the three datagroups. These GCALOR
results are plotted as a function of the initial energy at
p(g,gp) vertex. The calculations forp(g,p0p) are virtually
identical. Results for energies below 30 MeV are not sho
since the requirement of a minimum vertex energy of at le
30 MeV was imposed on all analyses. The rise at low pro
vertex energy is due to the increase in the nuclear ela
scattering cross section. The shift between the 60°~group
III !, 90° ~group I!, and 120°~group II! points is due to the
decreasing recoil angle~Table I! and the associated increas
in the length of liquid hydrogen traversed by the recoili
protons. In all cases, secondary nuclear reactions affect
than 2% of the events.

2. Determining the effective target length and solid angle

The effective target length and solid angles from the fin
size target and detectors are determined by Monte C
simulation. Interaction points are chosen randomly alon
fixed cylinder withsampling target length, ks , that contains
the target cell, following the measured beam profile~Fig. 2!.
Events are distributed into asampling solid angle, Vs , de-
fined by a cone spanning a fixed reaction angle. This con
chosen so as to encompass all angular bins for which data
extracted, regardless of the point of origin within the targ
and Vs is determined by simple analytic integration. The
for Ns photons reacting in the sampling target length,ks ,
which produce reaction products in the sampling solid ang
Vs , andNg events that~a! pass all of the experimental cut
applied to the data, and~b! come from an interaction poin
inside the actual target cell, the effective target-length a
solid-angle product is just

~kV!e f f5ksVs

Ng

Ns
. ~5!

Atomic interactions are included to account for the decre
in photon flux along the length of the target.Vs is chosen to
be substantially larger than the physical detectors so a

s

d

FIG. 19. Fraction of recoil protons that undergo secondary h
ronic interactions. Data are shown for one65° angle bin from each
of the three datagroups of Table I. The lower limit reflects the
minimum 30 MeV proton vertex energy required in all the analys
3-14



ar
n
to

he

m
o
e

ni
ica
m
ct
gl
s

ce
-

g

p
n
r

n
0

0

on

th
n

u
t
T

d all
sent

de-

of
ular
is

o-

y a
re
and
tors
and

ng
ra-
d to
For
e
rs,

igh

ef-
ice

,

N→D TRANSITION AND PROTON . . . PHYSICAL REVIEW C 64 025203
include contributions from multiple scattering and second
reactions, but less than 4p to avoid the needless computatio
of events that have no chance of entering any of the detec
of interest. Events are spread randomly overVs following an
angular distribution that is iterated, converging quickly to t
measured distribution.

3. Deconvoluting finite size effects

It is straight forward to show that the cross sections co
puted using the effective target-length and solid-angle pr
uct of Eq. ~5!, (ds/dV)exp, represent an average over th
entiresampling solid angle, Vs . Angular distributions mea-
sured in this way can then be used to deconvolute the fi
size effects and construct the quantities of theoret
interest—the cross sections that would be observed fro
pencil beam on a point target as seen by a point dete
Both the variation of the cross section with reaction an
and the strong azimuthal dependence accompanying a
able beam asymmetry can result in significant differen
between thepoint cross sectionsand the corresponding av
erage values.

In the Monte Carlo computation of (kV)e f f, events are
spread randomly overVs following an assumed samplin
distribution,ss(Eg ,u,f). The best value for thepoint cross
sectionat any energy and angle is then

ds

dV
~Eg ,u,f!5S ds

dV D
exp

ss~Eg ,u,f!

E
Vs

ssdV/Vs

. ~6!

If the choice forss(Eg ,u,f) is iterated using fits to the
measured cross sections, then the left side of Eq.~6! quickly
converges to the desiredpoint cross section.

We illustrate this procedure with an example from Com
ton scattering. For reactions with linearly polarized photo
and unpolarized targets, the angular dependence of the c
section factorizes into two components,

s~u,f!5sunp~u!@11S~u!cos~2f!#, ~7!

wheresunp(u) and S(u) are the unpolarized cross sectio
and beam asymmetry that would be measured with 10
polarized photons. To construct the initialsampling cross
section, ss1(Eg ,u,f), we fit sunp(u) andS(u) values pre-
dicted by a dispersion calculation@55# to polynomials in
cos(u) andEg . This is shown as the dotted curve in Fig. 2
for 323 MeV. We usess1 in the Monte Carlo simulation to
distribute events intoVs and deduce (kV)e f f as in Eq.~5!,
which is then used to construct experimental cross secti
We insert these into the right hand side of Eq.~6!, together
with the integral ofss1 over Vs . Fits to the left side of Eq.
~6! are then used for the second iteration,ss2, which is
shown as the dashed curve in Fig. 20. In this example,
65° datum was included only in the final fit, which is show
as a solid line. This procedure converges to the finalpoint
cross sections, shown as solid circles. Although we co
have started with flat distributions forss1, a reasonable firs
guess ensures convergence in essentially one iteration.
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procedure has been applied to all of the LEGS results, an
cross sections plotted and tabulated in this paper repre
the deducedpoint values.

Because of the cos(2f) dependence in Eq.~7!, it is also
necessary to correct the measured asymmetries for finite
tector acceptance in order to obtain the correspondingpoint
values. This is essentially a correction for those portions
the detector acceptance that are neither in nor perpendic
to the plane containing the photon’s electric vector, and
equivalent to modifying the beam polarization with the ge
metrical factor,

PG5

E s cos~2f!dV

E sdV

, ~8!

integrated over the detector acceptance. Thus,P2
gs1 and

P1
gs2 in Eq. ~3d! must be multiplied byP1

G andP2
G , respec-

tively, to construct the asymmetries that would be seen b
point detector. Fortunately, no Monte Carlo simulations a
needed here. Since the wire chambers provide the polar
azimuthal angles for each event, these geometrical fac
can be directly evaluated from the data for each angle
energy bin as the sum (1/Ni)S cos(2f) for the N1 and N2
events measured with the two polarization states.

4. Measuring the systematic uncertainty in the p„g,p0
…

acceptance

The Monte Carlo simulations for the Compton scatteri
andp0-production channels differ only in the event gene
tors and in the shape of the differential cross sections use
distribute events; in all other aspects they are identical.
Compton scattering,Ve f f is completely determined by th
measurement of the recoil proton in the TOF wire chambe
since the accompanyingg ray is entirely contained within the
lead aperture of the 48 cm diameter NaI. In contrast, thep0

channel is considerably more complicated. There, the h

FIG. 20. Iterative stages in the deconvolution of finite size
fects for the Compton cross sections at 323 MeV. The first cho
for the samplingdistribution in Eq.~6!, sS1, is a dispersion calcu-
lation @55#. Fits to the left side of Eq.~6! are then used for the
second iteration,sS2. This quickly converges to the final points
shown as solid circles~see Sec. IV D 3!.
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energy p0-decay photons are spread over a large ang
range, and the geometrical acceptance is necessarily a
volution of both proton-recoil andg-ray arms. In such a case
the effective geometrical solid angle determined by Mo
Carlo could potentially be more sensitive to small differenc
that may exist between the actual and the simulated ge
etry.

As discussed above, the detector calibrations and effic
cies are measured directly from the data, and the thresh
indicated by the solid lines in Figs. 10 to 14 have been
posed to avoid regions where efficiencies are varying rapi
This maximal set of criteria leads to what we refer to as
full acceptanceanalyses. With everything but the small com
ponent from reactions in the target and the geometrical s
angle now determined directly by measurement, analyses
ing cuts that are more restrictive than thisfull acceptance
treatment should then give the samep(g,p0) cross sections
Variations in these results expose systematic uncertaintie
the geometrical acceptance.

We have performed a series of analyses in which
maximum acceptable wire chamber radius,Rwc , was re-
duced from thefull acceptanceof 11.4 cm~Fig. 12 and Fig.
13!, and in which the NaI energy threshold was increas
above thefull acceptanceof 100 MeV ~Fig. 16!. The appli-
cation of these more restrictive requirements changes the
tribution of p0 decay photons and allow us to sample s
tematic variations in the acceptance. This possibility
measuringa component of the systematic uncertainty is
unique by-product of being able to extract detector effici
cies directly from the data.

For eachp0 angular bin we have carried out between
and 12 different analyses. A sample of five of these us
different requirements on~a! the proton recoil position
within Rwc in the TOF wire chambers, and on~b! the g-ray
energy measured in the 48 cm diameter NaI, as comp
with the maximum available fromp0 decay,Eg /Emax, are
plotted in Fig. 21. Here,Emax is calculated from the tagge
beam energy and the proton recoil angle. Data are shown
100° from thegroup I set~bottom panel!, and for 130° from
thegroup II data set~top panel!. Upon inspection one notice
shifts in these different analyses that are significantly bey
statistical fluctuations. For example, the@Rwc,11.4 cm;
Eg /Emax.0.70] points denoted by crosses are the highes
most of the energies in the lower panel, while the@Rwc
,6.0 cm; Eg /Emax.0.85] triangles tend to be the highe
for most energies in the top panel.

The variations between datagroups for the full accep-
tance analyses are small. This is shown in Fig. 22 whe
results from the@Rwc,11.4 cm;Eg.100 MeV# analyses are
plotted for overlapping angles, 100° from thegroup I and II
data and 70° from thegroup I and III data sets.

There are no obvious correlations between the differ
analysis requirements and angle~i.e., no one set ofRwc ;
Eg /Emax] results is always high, etc.!. The recoil protons
associated with the 100°group I data of Fig. 21 are approxi
mately centered in the TOF wire chambers, while those fr
the 130°group II data are concentrated to one side of the f
acceptance. Although we have looked for trends associ
with such variations in wire chamber position, we ha
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found none. The shifts evident in Fig. 21 simply reflect sy
tematic differences between the actual and simulated ge
etries of theg-ray and recoil-proton detectors. Such diffe
ences are present in every experiment. The current on
unique in its ability tomeasuresuch effects.

For each energy and each angle we have taken the m
of the results from the different data groups and the differ
@Rwc ; Eg /Emax] analyses as representing thenet value for
the cross section, and we have taken the standard devia
of these different analyses as representing the systemati
ror on the acceptance. The latter has then been combine
quadrature with the statistical error from thefull acceptance
~which includes the propagated statistical errors on the e
ciency measurements, as well as the Monte Carlo statis
for the secondary reaction correction and the solid angle
termination! to yield a netmeasurementuncertainty for the
p(g,p0) cross sections. The resulting values are shown
Fig. 23 for two beam energies, 323 MeV and 265 Me
along with the corresponding results from thefull acceptance

FIG. 21. Cross sections forp(g,p0) for 130° from thegroup II
data ~top!, and for 100° from thegroup I measurements~bottom!
using different requirements on the proton recoil position within
circle of radiusR(wc) in the TOF wire chambers, and on theg-ray
energy measured in the 48 cm diameter NaI as compared with
maximum available fromp0 decay,Eg /Emax ~see legend!.
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analyses of the three datagroups.

5. A two-body consistency test for p„g,p0
… cross sections

The accuracy of thep0 cross sections can be tested
comparing the final mean results with cross sections from
analysis in which restrictions are placed on the data that
nematically confine the high-energy photon fromp0 decay
within the lead collimator of the 48 cm diameter NaI. Th
two-body-likeanalysis removes any dependence on the
ometry of the NaI arm and reduces the computation of
solid angle to the angular range selected by the TOF w
chambers, as is the case in Compton scattering.

The distribution of high-energy photons fromp(g,p0p)
on a plane containing the lead collimator in front of the
cm diameter NaI is shown in Fig. 24, calculated for 3
MeV incident energy. The top panel corresponds to thefull
acceptanceanalysis in which events in the TOF wire cham
ber are limited to a radius of 11.4 cm and a minimum ene
of 100 MeV is required in the NaI. Approximately half of th
photons are outside the lead aperture, indicated by the ci
The highest energy photons are emitted along thep0 mo-
mentum vector, opposite the recoil momentum in the c
frame. By restricting the proton recoils to a small angu
range~within the central 6 cm radius of the wire chambe

FIG. 22. Cross sections forp(g,p0) from the different data
groupsat overlapping angles: 100° fromgroup I andgroup II ~top!,
and 70° fromgroup I andgroup III ~bottom!. Each of these used th
full acceptance analysis requirements,@R(wc),11.4 cm; Eg

.100 MeV#.
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and within a central 40 cm radius as determined frombarx
andbary), and by limiting theg rays to the high end of thei
spectrum~with greater than 85% of the maximum photo
energy available fromp0 production!, the distribution of
photons collapses within the lead collimator, as shown in
lower panel of Fig. 24. With these@Rwc,6.0 cm;Eg /Emax
.0.85] kinematic constraints, the solid angle is entirely d
termined by the TOF arm.

The p(g,p0) cross sections from thequasi-two-bodyac-
ceptance~bottom panel of Fig. 24!, are compared with the
mean results in Fig. 25 for two different beam energies. T
agreement here, as at other energies, is very good. The h
energy requirement on theg-ray energy is a crucial compo
nent of thisquasi-two-bodyacceptance test. In fact, the te
of Fig. 25 is only as good as the energy calibration of t
NaI. As seen in Fig. 16 to Fig. 18, this is under very go
control.

In summary, the determination of the NaI energy calib
tion and response function directly from thep0 data itself,
and thequasi-two-bodyacceptance analysis, confirm the a
curacy of the calculation of the effective geometrical acc
tance for thep(g,p0p) reaction. For Compton scattering, th
geometrical solid angle is entirely determined by the pro
recoil angles measured in the TOF wire chambers and, t
is of high accuracy.

6. Corrections to p„g,gp… for NaI tails below DE0 threshold

There is a final component of the Monte Carlo correcti
that is unique to the Compton analysis. For the extraction
the Compton events described in Sec. IV A, a requiremen
placed on the difference between the observedg-ray energies
and those predicted from the recoil angle measured in

FIG. 23. Finalnet p(g,p0) cross sections at 323 MeV and 26
MeV, along with theirmeasurementuncertainties~see text!. The
correspondingfull acceptanceanalyses,@R(wc),11.4 cm; Eg

.100 MeV#, are also shown with their statistical errors.
3-17
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TOF wire chambers and from the tagged beam energy~Fig.
8!. This requirement isuDE0

NaIu<20, 20, and 30 MeV for the
group II, I, and III data sets, respectively. This cut reduc
thep0 background in the rotated-coordinate spectra~Fig. 9!,
but limits events in the tail of the NaI response. A correcti
is made withGEANT for g rays that produce signals belo
DE0

NaI . The percentage of Compton events passing this
quirement is shown in Fig. 26 for65° angular bins centere
at 125°, 90°, and 65° from thegroup II, I, and III data sets,
respectively. The increase between the 125°(group II) and
90° (group I) points is due to the increasing recoil ang
~Table I! and the associated decrease in the path length
multiple scattering through the liquid hydrogen. This in tu
decreases the broadening in the expected Compton en
calculated from the wire chamber angles. The same tren
followed for the 65° (group III) points, which are further
increased by the largeruDE0

NaIu<30 MeV requirement that is

FIG. 24. Scatter-plot of the position of high-energyp0-decay
photons fromp(g,p0p), calculated forEbeam5300 MeV, on a
plane containing the lead collimator in front of the 48 cm diame
NaI. The lead aperture is indicated by the circle. The top pa
shows the distribution of photons corresponding to thefull accep-
tancerequirements used with the TOF and NaI detectors. Thetwo-
body-like distribution in the bottom panel results from kinema
restrictions on the proton-recoil angle and the NaI energy~see Sec.
IV D 5!.
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used with these data. The excellent agreement between
calculated NaI line shapes and those observed without
posing theDE0

NaI requirement, as in Fig. 17, verifies th
accuracy of these calculations.

V. ANALYSIS OF p¿ PRODUCTION

The p(g,p1)n reaction was measured during the thi
group of data runs~Table I! using the six NaI detectors o
Fig. 5. Each NaI was preceded with a plastic scintillator

r
el

FIG. 25. Final net angular distributions forp(g,p0p) are shown
here as solid circles. The crosses result from kinematically rest
ing the proton recoil and the highest-energyp0-decay photon to a
quasi-two-bodydistribution, as in the bottom panel of Fig. 24.

FIG. 26. Fraction of Compton events passing theuDE0
NaIu<20,

20, and 30 MeV requirements on the difference between the
dicted and observedg-ray energies for65° bins centered at 125°
90°, and 65° from thegroup II, I, and III data sets, respectively
These GEANT predictions are plotted against theg-ray energy in
the 48 cm diameter NaI~see Sec. IV D 6!.
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energy loss measurement and charged pions were iden
in DE vs E spectra. As discussed in Sec. III, wire chamb
were used with the detectors at 55°, 90°, and 140° to de
solid angles while collimators were used with the crystals
14° and 170° lab. The analysis of data from the 48 cm
ameter NaI at 55° is detailed in Sec. V A below. This ana
sis is typical of all of the other detectors, except the m
forward NaI at 14°. The reduction of the data from the lat
is treated separately in Sec. V B below.

A. „g,p¿
… extraction at 55° lab

A typical particle identification spectrum obtained in th
55° NaI and its preceding plastic is shown in the top pane
Fig. 27. Protons, pions, and atomic electrons are resolve
separate bands.~This separation increases in the other det
tors at larger angles as the energy of the particles decrea!

The four wire chambers in front of the 55° detector~three
x chambersmeasuring horizontal position and oney cham-
ber measuring vertical position! can be used to project pa
ticle tracks back to the beam axis and form an image of th
source. The result for the target filled with liquid hydrogen
shown in Fig. 28 as the solid curve. The spectrum shade
black was obtained with the target filled with one atmosph

FIG. 27. Energy deposition in the 48 cm diameter NaI plot
against the energy loss in its preceding 2.5 cm plastic scintilla
top panel. Particle types are localized in bands as indicated.
bottom panel shows the effect of restricting the origin of events
the central region of the target~the hatched area in the wire cham
ber projection of Fig. 28!.
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of hydrogen gas and is normalized to the same beam flu
the target-full data. The contributions from reactions in t
mylar of the target cell entrance and exit windows and in
vacuum chamber windows result in the peaks at665 mm
and 6105 mm, respectively.~These backgrounds are mo
prominent here than in the recoil-proton spectra of Fig
which require a more-exclusiveg 1 proton trigger.!

Background contributions can be eliminated in one of t
ways: either by subtracting normalized spectra obtained w
the target filled with hydrogen gas, or by restricting to eve
that come from thecentral region of the target, as indicate
by the hatched area in Fig. 28. Imposing this latter requ
ment results in the particle identification spectrum plotted
the bottom panel of Fig. 27. Electrons are dramatically
duced, since their production is now restricted to the lowZ
low-density hydrogen, and protons are almost eliminat
The few protons that survive this cut are recoils fromp0

production which at these angles are low in energy a
mostly stop in the plasticDE scintillator. Pions can be ex
tracted with a polygonal cut such as shown in the bott
panel of Fig. 27. Although this central target cut provides
cleanest particle identification, it requires accurate calib
tions which must be relied upon to fix the target length.~A
cross check of the calibration is provided by the positions
the peaks in the target-empty spectra of Fig. 28.! A compro-
mise that reduces electron contamination without requir
the wire chamber reconstruction to fix the target length is
place cuts at680 mm in the spectra of Fig. 28, and us
normalized empty-target spectra to subtract out the rem
ing effects of the target cell walls. This method has a sligh
smaller systematic uncertainty and has been used throug
for p1 analysis. Nonetheless, cross sections were also c

r,
he
o

FIG. 28. Projection of charged particle tracks onto the beam a
from the wire chambers that were used in front of the 48 cm dia
eter NaI during the third group of data runs. The superimpo
spectrum shaded in black was obtained with the target cell fi
with hydrogen gas~normalized to the same beam flux as the f
liquid target spectrum!. The hatched area indicates thecentral re-
gion used during analysis to avoid reactions from the ends of
target cell ~at 665 mm! and from the windows of the vacuum
chamber~at 6105 mm!.
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puted using the central target cut of Fig. 28, and the ro
mean-square~rms! deviation between the results of the tw
analysis methods was 1.4%.

Pion spectra are shown for 75°65° c.m. and two differ-
ent beam energies in Fig. 29~solid curves!. The beam energy
and the pion angle completely specify the reaction so
events in which the full ionization energy is deposited in t
NaI appear in well defined peaks. The tails below these
nematic peaks are due to reactions in the material of
detector. Those above the peaks result from an increas
the deposited energy from thep→m→e decay. Thep1 to
m1n decay occurs in 26 ns and imparts up to 4.1 MeV to

muon, which then decays toe1nn̄ in 2.231026 s. For the
latter, the electron can carry up to 52.8 MeV of energy. T
fraction of events for which decay energy is added to
pion signal depends upon the angle of the emitted neutr
and upon the gating time used with the readout electron
These factors have been incorporated into GEANT Mo
Carlo simulations, using GCALOR to account for nucle
reactions in the detector material@51,52#. The resulting cal-
culations are shown as the dash-dot curves in Fig. 29 and
in excellent agreement with the data. Pion production
counts for the entire spectra of Fig. 29, and their full in
grated yields were used in determining cross sections.

FIG. 29. Charged pion spectra~solid curves! for events lying
within the polygonal band in the bottom panel of Fig. 27 and in
hatched area of Fig. 28 for 75°65° c.m. The dash-dot lines are th
results of simulations using GEANT and GCALOR@51,52#.
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The computation of cross sections requires the effici
cies of the wire chambers used in placing target cuts
these are measured in much the same way as describe
Sec. IV B2. Geometry guarantees that a pion identified in
NaI has to have passed through the complete stack of
chambers. For example, the efficiency of one of thex cham-
ber is the fraction of detected tagged pions that are tracke
the other two chambers,

«1
wcx5

$N12hit
tag ùNID

NaIùN2
wcxùN3

wcx%ùN1
wcx

$N12hit
tag ùNID

NaIùN2
wcxùN3

wcx%
. ~9a!

The analysis algorithm required a hit in at least two of thex
chambers, so that the net efficiency is

wcx
55°eff5«1

wcx«2
wcx1«1

wcx«3
wcx1«2

wcx«3
wcx22«1

wcx«2
wcx«3

wcx .
~9b!

This is plotted in Fig. 30 as a function of horizontal positio
~top panel! and pion energy~bottom panel!. ~The slight dip

FIG. 30. Efficiencies of the stack ofx drift chambers, preceding
the 55° NaI during thegroup III data, for p1 as a function of
distance across the chamber~top! and as a function of pion energ
~bottom panel!.
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seen in the top panel nearx50 is due to a dead wire in on
of the chambers.! The efficiency of they chamberis con-
structed in a similar way.

Monte Carlo simulations were used to correct for eve
lost due to secondary reactions within the target, and to
culate the effective target length from the extended targe
well as the geometrical solid angle subtended by modera
large angular bins. Here, we followed the same procedu
discussed in Sec. IV D, including the deconvolution proc
used to generate thepoint cross sections that would be ob
tained with a pencil beam on a point target as seen by a p
detector.

The above analysis procedures were repeated with the
and 140° detectors. Very similar spectra and efficienc
were obtained, the only difference being increased separa
between particle bands in plots such as those of Fig.
Since the two 170° detectors, positioned symmetrica
above and below the beam line, were not equipped with w
chambers, only the target-empty subtraction method
used to eliminate their contributions from the mylar targ
and vacuum windows.

B. „g,p¿
… extraction at 14° lab

A typical plastic-DE vs NaI-E plot observed in the 14°
detector is shown in Fig. 31. The upper band is due to p
tons and is resolved. However, at this forward angle b
atomic electrons and pions are considerably higher in ene
than at other angles, and as a result the two merge to f
the lower band in the figure. Furthermore, as mentioned
lier, the small angle relative to the beam precluded the us
wire chambers to resolve the dominant electron sources f
the target cell and vacuum chamber windows. For these
sons, the analysis techniques of Sec. V A are not suitabl

Despite the presence of electrons, the angular accept
of this detector and the tagged beam energy are sufficien
determine the pion energy from thep(g,p1)n reaction, and
as a result the full pion ionization-energy peak appears

FIG. 31. Energy deposition in the 24 cm diameter NaI plot
against the energy loss in its preceding 1 cm plastic scintillator.
upper band is due to protons while the lower contains both elect
and pions.
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narrow feature above a smoothly varying background. T
is shown in Fig. 32 where the energy deposited in the Na
plotted against the tagged beam energy. The kinematic b
from the two-bodyp(g,p1)n process is resolved for nearl
the full range of tagged beam energies.~Software cuts limit
the left-hand side of this plot.!

e
ns

FIG. 32. The correlation of energy deposition in the 14° NaI
the tagged beam energy for those events in the lowere1p band of
Fig. 31. The kinematic band of pions from the two-bodyp(g,p1)n
reaction is clearly visible.

FIG. 33. Energy deposition in the 14° NaI at two of the incide
beam energies of Fig. 32. The shaded peaks denote the con
tions from the absorption of the full ionization energy of pions fro
p(g,p1)n. The lower lines below the peaks indicate the fitted ele
tron background.
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Accidental-event subtracted NaI spectra for two of t
beam energies of Fig. 32 are shown in Fig. 33. These spe
were fit to aGEANT-generated pion line shape and an exp
nential background~solid lines!. The peaks are associate
with pions that deposit their full kinetic energy in the dete
tor. To minimize the systematic error associated with p
sible uncertainties in the energy dependence of the b
ground, only the region near the kinematic peaks have b
used to extractp1 cross sections. These are the shaded a
in Fig. 33.~Fits with a linear electron background have al
been carried out. These produce statistically equivalent
sults.!

The efficiency of using only thep1 full kinetic energy
peak can be determined withGEANT, and the results for this
detector are shown in Fig. 34. The decrease with energy
here is caused by an increase in the nuclear reactions w
the detector material. On average, thep1 response is outside
the shaded areas of Fig. 33 about one-half of the time. A
result, the systematic error in the resulting cross sectio

FIG. 34. Pion efficiency for the 14° detector, using only the f
kinetic energy peaks as in the shaded areas of Fig. 33. These
calculated with GEANT, using GCALOR to account for reactions
@51,52#.

FIG. 35. The response of NaI to 170 MeVp1, as simulated
with GEANT using three different hadron packages to model re
tions in the material of the detector@51,52,56#.
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critically dependent upon the accuracy of the hadron pack
used withGEANT to simulate reactions. This is illustrated i
Fig. 35 where we plot the predicted response of NaI to 1
MeV p1 using GCALOR@52# and two standard package
Gheisha@56# and FLUKA @51#. The peak to total-area ratio
can differ by more than 5% depending upon which of the
is used. Fortunately, the fullp1 response could be measure
free of electron contamination and with moderately hi
resolution, in the NaI detectors at other angles~as in Fig. 29!.
Simulations with GCALOR provide a consistently excelle
description of the observed line shapes while those us
Gheisha or FLUKA are noticeably poorer. For this reas
GCALOR has been used throughout the simulations repo
here.

The solid angle for this detector was determined by a p
of plastic scintillators in the shape of arcs with fixed a
muthal acceptance. This shape was chosen to minimize
certainties in the geometrical asymmetry correction,PG in
Eq. ~8!, which otherwise could be significant at extreme fo
ward and backward angles.~For the same reason, simila
arced-shape apertures were used with the 170° detector! A
coincidence between the two 14° scintillators eliminat
false events triggered by Cherenkov radiation in the n
overlapping light guides. This pair was located after a lar
plastic scintillator used for theDE measurement of Fig. 31
Because of this slightly unusual geometry, the efficiency
the scintillator pair was measured with a set of wire cha
bers that were positioned in front of the pair for part of t
running period. This efficiency is just the fraction of even
in the pair of arced scintillators that trigger the wire cha
bers, pass the particle-ID cuts, and are accompanied b
valid tag,

pair14°eff5
$NtagùNID

NaIùNwc%ùNpair

$NtagùNID
NaIùNwc%

. ~10!

This is shown as a function of position in the plane of t
scintillator pair in the top panel of Fig. 36. To avoid potent
ambiguities from electrons, which undergo appreciable m
tiple scattering, this efficiency map was made using the p
ton band in Fig. 31. The geometrical shape of the scintilla
pair ~solid curve in the top panel! is reproduced. A slice
through the middle of this efficiency map is shown in t
bottom panel.

The above analysis was applied to target-empty spec
The results were subtracted to eliminate the contributi
from particles produced in the Mylar target and vacuu
chamber windows.

The protons in the upper band of Fig. 31 were mos
recoils fromp0 production at 150° c.m. Coincidentally, th
angular settings for the 14° NaI and the 48 cm diameter N
which was positioned on the other side of the beam line
55° during thegroup III runs, corresponded to the conjuga
angles forgp→p0p. When ap0 decay photon was emitte
along the pion momentum vector its energy was sufficien
trigger the large NaI. Events in this 55° detector had a hig
priority in the data acquisition and, unfortunately, the sign
from the 14° detector were not simultaneously record

ere

-
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Corrections for such lost recoil protons were attempted
found to be too uncertain for cross section determinatio
For this reason the proton recoils measured at 14° were
only to constructp0 asymmetry ratios.

FIG. 36. Efficiency of the plastic scintillator pair used to defi
the solid angle of the 14° detector. A mapping in the plane of
scintillator is shown in the top panel, and a cut atY50.5 cm is
shown at the bottom.
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C. Monte Carlo corrections for „g,p¿
…

The extraction ofp1-production cross sections relie
upon Monte Carlo simulations to determine thep1-detection
efficiency. This introduced only small uncertainties when
sentially the fullp1 response could be used, as in Fig. 2
but was more critical for the 14° detector for which only th
full-kinetic-energy peak could be used~Fig. 33!. The cross
sections were evaluated for each data point using the t
hadron reaction packages, GCALOR@52#, Gheisha@56#, and
FLUKA @51#. Tests included variations of the target thic
ness and of the materials of the hermetic NaI cans. The
certainties associated with thep1 response were taken a
half the maximum variation between the results obtain
with GCALOR and either Gheisha or FLUKA.

Uncertainties in detector alignment and beam posit
were also evaluated for each data point by varying the
ometry in Monte Carlo. The largest variations occurred
the 14° and 170° detectors since at these extreme ang
change in the central angle value has some effect on the
to c.m. Jacobian.

The above uncertainties aresystematicin nature, but are
dependent uponp1 energy and angle, and for that reas
have been evaluated separately for each datum. These
combined in quadrature with thestatisticalerrors to yield a
net measurementuncertainty for each point.

VI. FINAL RESULTS

Final c.m. cross sections for thep(g,g), p(g,p0), and
p(g,p1) reactions from this experiment are listed in Tabl
II, IV, and VI, respectively. Linearly polarized beam asym
metries forp(gW ,g), p(gW ,p0), andp(gW ,p1) and are listed in
Tables III, V, and VII, respectively. All finite size effect
have been deconvoluted using the procedure outlined in
IV D 3.

Portions of these results have appeared in R
@37,21,9,57,58#. ~The 90° c.m. Compton data reported
@37# were extracted from an analysis that used a larger an

e

n

2.0
7.6
7.4
8.1
8.8
9.2
9.1
.0
.3
6
9

TABLE II. Point cross sections~Sec. IV D 3!, ds/dVc.m. in nb/sr, for p(g,g) in the c.m. frame as a function of incident lab photo
energy and c.m. scattering angle. Thenet measurement errorslisted here are the quadrature sum ofstatisticalandpoint-specific systematic
uncertainties~Sec. VI!. In addition to these, there is an additional systematic scale uncertainty of 2%~Sec. VI A!.

Eg ~MeV! 65° 6err 75° 6err 90° 6err 105° 6err 115° 6err 125° 6err 135° 6err

333.8 272.1 25.9 197.2 19.5 216.4 18.2 197.8 21.0 227.8 23.6 227.5 22.9
323.8 272.0 10.8 224.0 8.0 216.5 7.5 214.4 7.5 247.2 9.1 251.6 9.6 268.9 1
310.1 253.4 7.3 203.7 4.9 206.5 4.8 210.9 4.7 243.5 5.8 242.1 6.0 253.0
298.2 211.0 6.8 186.0 4.5 190.4 4.3 200.2 4.4 205.3 5.2 222.1 5.7 251.1
286.5 171.8 7.3 156.3 4.5 160.8 4.4 175.4 4.5 183.3 5.4 202.7 6.0 234.0
275.6 134.8 8.1 125.8 4.6 134.8 4.6 153.1 4.8 164.6 5.8 171.1 6.5 212.9
265.1 119.4 10.2 104.1 5.0 108.5 5.0 121.1 4.9 138.6 6.1 155.6 6.9 178.9
254.1 99.8 13.8 91.0 5.8 81.4 5.5 98.0 5.2 114.0 6.1 131.2 6.8 148.8
244.8 76.4 7.1 85.6 6.6 78.7 5.1 93.7 5.9 122.3 6.9 129.7 9
234.7 60.4 9.8 59.0 6.5 75.4 5.2 81.8 5.7 86.8 7.4 106.5 8
224.3 53.9 6.6 68.4 5.0 66.6 5.4 84.0 6.5 78.2 7.
213.1 48.2 6.6 60.6 6.2 67.5 8.5 57.1 5.0 62.7 6.
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0.123
0.043
0.028
0.028
0.033
0.037
0.043
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TABLE III. Point beam asymmetries~Sec. IV D 3!, S, for p(gW ,g) as a function of incident lab photon energy and c.m. scattering an
The net measurement errorslisted here are the quadrature sum of statistical andpoint-specific systematicuncertainties~Sec. VI!. There are
no additional systematic polarization scale uncertainties.

Eg ~MeV! 65° 6err 75° 6err 90° 6err 105° 6err 115° 6err 125° 6err 135° 6err

333.8 0.355 0.093 0.435 0.103 0.506 0.080 0.304 0.100 0.210 0.112 0.257 0.106 0.353
323.8 0.212 0.041 0.358 0.037 0.394 0.034 0.385 0.034 0.277 0.040 0.227 0.039 0.183
310.1 0.249 0.028 0.287 0.025 0.374 0.022 0.332 0.022 0.291 0.025 0.210 0.025 0.145
298.2 0.197 0.032 0.229 0.025 0.315 0.022 0.297 0.022 0.224 0.026 0.229 0.026 0.061
286.5 0.153 0.042 0.248 0.030 0.245 0.028 0.179 0.027 0.182 0.030 0.119 0.030 0.046
275.6 0.149 0.058 0.152 0.037 0.241 0.033 0.198 0.031 0.110 0.034 0.095 0.036 0.046
265.1 0.086 0.078 0.155 0.045 0.140 0.039 0.110 0.037 0.061 0.040 0.077 0.040 0.023
254.1 20.112 0.124 0.034 0.062 0.105 0.047 0.134 0.043 0.093 0.04920.023 0.048 0.023 0.054
244.8 0.018 0.081 0.032 0.056 0.100 0.051 0.009 0.057 0.067 0.05520.126 0.061
234.7 0.078 0.138 0.064 0.07120.077 0.058 0.112 0.06420.037 0.065 0.055 0.070
224.3 0.070 0.231 20.052 0.086 0.036 0.068 0.077 0.075 0.067 0.07420.092 0.082
213.1 20.061 0.109 20.079 0.084 20.075 0.084 20.155 0.084 20.074 0.100
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lar acceptance than that of the present work to minim
statistical errors. Those results should not be combined w
this work, since that would involve double counting.!

A. Measurementand systematic scaleuncertainties

As discussed in the previous sections, the large o
determination of kinematics in this experiment has allow
us to measure detector efficiencies directly from the d
itself. In addition, for the case ofp0 production where the
effective solid angle was necessarily a convolution of
acceptances of two detector arms, the additionalsystematic
uncertainties in this convolution were determined in t
analyses described in Sec. IV D 4. As a result, there is a c
of point-specific systematicuncertainties for each datum
which include the propagated errors from efficiency m
surements, the variations in acceptance, and, forp1 produc-
tion, possible variations in detection efficiency. These h
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been evaluated for each data point and combined in qua
ture with statistical errors to yield thenet measurement un
certaintieslisted in the data tables.

In addition to thepoint-specificsystematic errors, there
are alsocommonsystematic uncertainties that scale the en
set of cross sections. These include target density variat
due to temperature fluctuations, heat loading and bubb
which we have estimated from multiple temperature m
surements as 0.8%; time variations in the flux normalizati
which we have sampled through 54 independent meas
ments taken throughout the running of this experiment~Sect.
II !, and taken their standard deviation~1%! as a measure
ment of the associated systematic error; possible r
dependent uncertainties~1%! in the efficiency of the flux
monitor ~Sec. II!; uncertainties in the target length~0.2%!, as
determined from x-ray photographs of a full target taken u
der operating conditions; uncertainties in the geometric s
angles due to possible variations in wire-chamber calib
n

1.26
0.81
0.77
0.69
0.97
0.93
0.62
.53

.57
4
7

TABLE IV. Point cross sections~Sec. IV D 3!, ds/dVc.m. in mb/sr, for p(g,p0) in the c.m. frame as a function of incident lab photo
energy and c.m. reaction angle. Thenet measurement errorslisted here are the quadrature sum ofstatisticalandpoint-specific systematic
uncertainties~Sec. VI!. In addition to these, there is an additional systematic scale uncertainty of 2%~Sec. VI A!.

Eg ~MeV! 70° 6err 80° 6err 90° 6err 100° 6err 110° 6err 120° 6err 130° 6err

333.5 29.00 1.61 31.84 1.57 33.88 1.52 33.43 2.01 32.61 1.26 29.50 0.90 26.17
322.2 29.34 1.10 33.20 0.58 34.94 1.40 34.08 1.60 32.24 1.19 29.61 0.83 26.62
309.6 27.36 0.84 30.82 0.91 33.56 1.38 32.42 1.58 30.82 0.84 29.08 0.45 25.35
297.7 23.52 1.35 27.07 0.82 29.14 1.62 29.21 1.26 27.54 0.80 25.47 0.51 22.84
286.1 19.69 0.68 22.50 0.69 24.24 1.04 24.10 1.21 23.44 0.64 21.98 0.53 19.01
275.2 15.74 0.65 17.46 0.64 20.32 1.45 19.28 1.14 18.71 0.47 17.64 0.35 16.65
264.7 13.05 1.84 14.00 1.15 15.61 1.14 15.14 0.83 14.43 0.71 13.97 0.39 12.99
254.5 10.02 0.64 11.29 0.71 12.00 0.82 11.29 0.46 10.71 0.59 10.39 0
244.4 7.63 0.49 8.15 0.27 8.65 0.65 8.22 0.57 8.59 0.43 7.98 0
234.3 6.40 0.30 7.06 0.97 5.97 0.29 6.09 0.53 6.16 0.3
223.9 6.22 1.25 5.61 1.26 4.06 0.35 4.35 0.49 4.17 0.1
212.9 2.91 0.45 3.08 0.58
3-24
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TABLE V. Point beam asymmetries~Sec. IV D 3!, S, for p(gW ,p0) as a function of incident lab photon
energy and c.m. reaction angle. Thenet measurement errorslisted here are the quadrature sum of statisti
and point-specific systematicuncertainties~Sec. VI!. There are no additional systematic polarization sc
uncertainties.

Eg ~MeV! 60° 6err 70° 6err 80° 6err 90° 6err 100° 6err

333.5 20.478 0.029 20.510 0.014 20.521 0.012 20.536 0.009 20.544 0.008
322.2 20.470 0.014 20.485 0.009 20.525 0.007 20.537 0.006 20.533 0.005
309.6 20.455 0.014 20.484 0.008 20.500 0.007 20.512 0.005 20.514 0.004
297.7 20.429 0.022 20.466 0.009 20.484 0.007 20.502 0.005 20.491 0.004
286.1 20.420 0.042 20.471 0.012 20.468 0.007 20.473 0.005 20.471 0.005
275.2 20.430 0.020 20.448 0.008 20.449 0.006 20.439 0.005
264.7 20.397 0.083 20.421 0.010 20.424 0.007 20.405 0.006
254.5 20.349 0.017 20.396 0.009 20.379 0.007
244.4 20.358 0.041 20.368 0.013 20.358 0.011
234.3 20.330 0.022 20.347 0.019
223.9 20.300 0.074 20.223 0.039

Eg ~MeV! 110° 6err 120° 6err 130° 6err 150° 6err

333.5 20.545 0.012 20.516 0.012 20.468 0.014 20.308 0.044
322.2 20.522 0.006 20.489 0.006 20.444 0.007 20.297 0.014
309.6 20.496 0.005 20.468 0.005 20.417 0.006 20.254 0.009
297.7 20.471 0.006 20.448 0.006 20.384 0.007 20.245 0.009
286.1 20.449 0.006 20.410 0.006 20.354 0.007 20.230 0.010
275.2 20.411 0.007 20.368 0.007 20.333 0.008 20.214 0.012
264.7 20.376 0.008 20.355 0.008 20.290 0.009 20.189 0.031
254.5 20.349 0.009 20.314 0.009 20.266 0.011
244.4 20.343 0.011 20.289 0.011 20.239 0.013
234.3 20.265 0.017 20.259 0.014 20.233 0.016
223.9 20.238 0.083 20.220 0.022 20.182 0.021
212.9 20.204 0.045
I,
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tions and/or detector alignment~1.1%!.
Adding these in quadrature gives atotal systematic

scale uncertaintyof 2% for the cross sections of Tables I
IV, and VI.

For the asymmetry ratios, the influence of thepoint-
specificsystematic effects discussed above is at most t
02520
d

order and is not significant. In addition, thesystematic scale
uncertaintiescancel completely. However, these ratios a
affected by variations in the beam polarization. There
two sources of such uncertainties, fluctuations in laser po
ization and in the fraction of unpolarized bremsstrahlun
The polarization of the laser in its two orthogonal states w
n

0.55
0.43
0.43
0.44
0.43
0.43
0.41
0.40
0.42
0.79
TABLE VI. Point cross sections~Sec. IV D 3!, ds/dVc.m. in mb/sr, forp(g,p1) in the c.m. frame as a function of incident lab photo
energy and c.m. reaction angle. Thenet measurement errorslisted here are the quadrature sum ofstatisticalandpoint-specific systematic
uncertainties~Sec. VI!. In addition to these, there is an additional systematic scale uncertainty of 2%~Sec. VI A!.

Eg ~MeV! 20° 6err 55° 6err 65° 6err 75° 6err 85° 6err 105° 6err 150° 6err 170° 6err

322.2 10.47 0.81 20.90 0.42 22.46 0.38 23.90 0.40 25.08 0.55 23.93 0.68 15.38 0.39 12.23
309.6 8.40 0.54 20.06 0.39 21.66 0.36 23.73 0.39 25.21 0.54 25.48 0.64 16.42 0.40 15.04
297.7 5.65 0.49 18.61 0.36 20.45 0.33 22.53 0.37 24.14 0.52 24.93 0.64 16.68 0.40 15.03
286.1 5.03 0.52 16.71 0.33 18.43 0.30 20.85 0.34 22.23 0.48 23.68 0.64 16.52 0.40 15.89
275.2 5.07 0.54 14.65 0.29 16.49 0.27 18.68 0.31 20.12 0.43 21.93 0.60 15.47 0.38 14.81
264.7 2.74 0.54 13.08 0.26 14.45 0.24 16.57 0.27 17.69 0.39 20.80 0.62 14.44 0.35 13.53
254.5 3.38 0.66 11.88 0.24 13.21 0.22 14.72 0.25 16.13 0.35 18.75 0.59 13.48 0.33 12.44
244.4 3.20 0.67 10.43 0.21 11.58 0.20 13.43 0.23 14.48 0.32 16.00 0.52 12.76 0.32 11.42
234.3 4.29 0.71 9.93 0.20 10.69 0.18 11.68 0.20 12.36 0.28 15.36 0.52 11.57 0.29 10.56
223.9 4.85 0.83 9.60 0.20 9.75 0.17 10.58 0.18 11.42 0.26 14.23 0.51 10.21 0.26 10.12
212.9 8.67 0.18 8.90 0.16 9.68 0.17 10.08 0.24
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TABLE VII. Point beam asymmetries~Sec. IV D 3!, S, for p(gW ,p1) as a function of incident lab photon
energy and c.m. reaction angle. Thenet measurement errorslisted here are the quadrature sum of statisti
and point-specific systematicuncertainties~Sec. VI!. There are no additional systematic polarization sc
uncertainties.

Eg ~MeV! 20° 6err 55° 6err 65° 6err 75° 6err

322.2 20.364 0.075 20.439 0.011 20.435 0.008 20.442 0.008
309.6 20.294 0.061 20.386 0.008 20.377 0.006 20.381 0.006
297.7 20.417 0.089 20.342 0.008 20.323 0.006 20.330 0.006
286.1 20.354 0.112 20.294 0.009 20.291 0.007 20.284 0.007
275.2 20.332 0.110 20.286 0.010 20.261 0.008 20.252 0.007
264.7 20.767 0.246 20.286 0.011 20.238 0.009 20.233 0.008
254.5 20.348 0.209 20.279 0.012 20.231 0.009 20.203 0.009
244.4 20.221 0.237 20.280 0.013 20.246 0.010 20.190 0.010
234.3 20.019 0.195 20.291 0.014 20.246 0.011 20.207 0.011
223.9 20.261 0.215 20.263 0.016 20.259 0.013 20.224 0.013
212.9 20.263 0.018 20.231 0.014 20.202 0.014

Eg ~MeV! 85° 6err 105° 6err 150° 6err 170° 6err

333.5 20.071 0.113
322.2 20.425 0.010 20.436 0.015 20.150 0.011 20.061 0.042
309.6 20.374 0.008 20.373 0.010 20.145 0.007 20.014 0.022
297.7 20.327 0.008 20.303 0.010 20.103 0.007 0.017 0.022
286.1 20.277 0.009 20.259 0.011 20.102 0.007 20.039 0.021
275.2 20.244 0.010 20.232 0.012 20.091 0.008 0.025 0.023
264.7 20.201 0.012 20.193 0.014 20.076 0.009 0.021 0.027
254.5 20.189 0.013 20.189 0.015 20.074 0.010 20.017 0.029
244.4 20.179 0.015 20.134 0.018 20.066 0.011 0.087 0.033
234.3 20.172 0.017 20.145 0.020 20.039 0.012 20.009 0.041
223.9 20.174 0.018 20.160 0.023 20.034 0.014 20.025 0.073
212.9 20.157 0.020
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measured 67 times during the course of the experiment~Sec.
II ! and the associated systematic uncertainty was taken a
standard deviation of these measurements~1%!. The unpo-
larized bremsstrahlung was sampled continuously and
always less than 1%~Sec. II!. These effects lead topoint-
specificsystematic uncertainties which have been propaga
through the analysis for each datum@Eqs.~2! and ~3d!, and
Fig. 3# and combined in quadrature with statistical uncerta
ties to yield thenet measurement errorslisted in the tables.
There are no additional uncertainties on the asymmetry ra
beyond those listed in the tables.

B. Comparisons with other data

A selection of the results from Tables II–VII are com
pared with other published measurements in Fig. 37 to
42. The results from the present work are shown as s
circles, and other measurements are plotted as the open
bols defined in the legends.

Angular distributions for Compton scattering are sho
in Fig. 37 for four incident beam energies. The Mainz cro
sections~open circles! are taken from three different exper
ments at 75° c.m.@41#, 90° c.m.@40#, and 130.7° lab@42#. In
the bottom panels, the average of the LEGS results at 2
MeV and 234.7 MeV are plotted to compare with 230 Me
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data from the Saskatchewan Accelerator Lab~SAL!, which
are shown as open triangles@59#. All of these are in quite
good agreement. As noted previously~Sec. I and in@37#!, the
Compton data prior to 1980 were systematically low in t
region of theD peak. In the upper-left panel of Fig. 37 th
Bonn data from@32# are shown rescaled by a factor of 1.2
~crossed squares!. Apart from the obvious normalization
problem, the general angular dependence of their repo
cross sections is in good agreement with the new results.
only other published asymmetry datum in this energy regi
from Frascati@60#, is in agreement with our results withi
errors.

The energy dependence of thep(gW ,g) c.m. cross sections
and beam asymmetries are shown in Fig. 38 at the th
angles for which data is available from recent experiment
Mainz: @41# using the CATS NaI detector and a recoil proto
detector for 75° c.m. scattering,@40# using the COPP
photon-proton coincidence apparatus for 90° c.m., and@42#
using the CATS NaI to detect photons at;138° c.m. The
separation of the solid and dashed bands in the left pa
indicate the magnitude of the systematic scale uncertain
for the LEGS and Mainz cross section data, respectively
75° and 90° c.m. the overlap with the present work is nea
perfect. These measurements used a photon-proton co
3-26
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FIG. 37. Angular distributions of c.m. cros
sections ~left panels! and beam asymmetrie
~right panels! from the present work~solid

circles! for the p(gW ,g) reaction compared with
measurements from other laboratori
@41,40,42,59,60#. Data are shown for four inci-
dent~lab! beam energies. The Mainz point at 28
MeV and 75° is interpolated from@41#. The zero
is suppressed in several of the left panels. T
Bonn data in the upper-left panel have be
scaled up by 28% from the values published
@32#.
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dence to separate thep0 background in much the same wa
as in the present work. The Mainz data at;138° c.m. ig-
nored the proton recoils and relied solely on the resolution
a NaI to resolve Compton scattering. Their statistical err
are sufficiently large to overlap completely with our data.

We note that in Ref.@42#, nominally equivalentfree-
proton scattering data were extracted from an analysis
quasifree scattering from a deuterium target at 148.8°
Those results lie somewhat below the trends shown in
37. However, significant corrections were applied that lo
ered the cross sections from theird(g,gp) values. As a test
of these corrections, the authors of@42# offered their proton
scattering measurements shown as the open-circle poin
;138° c.m. in Fig. 37 and Fig. 38. However, the error b
on these data are clearly too large to support any conjec
of a shift between our LEGS results and thecentroidsof the
open-circle points.

Angular distributions forp0 photoproduction are show
in Fig. 39 for four incident beam energies. Recent meas
ments from Mainz using the DAPHNE detector@43# are
shown as open circles. Data from Lund@61# are plotted as
open triangles (n), and results from Bonn@38# as crossed
02520
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squares. Asymmetry data from Kharkov@62# are shown as
inverted triangles (,) in the upper-right panel. These asym
metry data, and the LEGS results in Table V, include
statistical and systematic uncertainties. The error bars on
Mainz asymmetries are taken as the quadrature sum of
statistical and the 2% systematic polarization uncertain
quoted in@43#. While the asymmetry data all agree with
errors, we observe a difference in the cross sections
grows with energy. Below about 270 MeV, our results a
consistent with the Bonn data of@38# within errors, while at
higher energies our data at central angles are notice
higher, by as much as about 13% at the peak of theP33 D
resonance. The Lund data of@61# are in agreement with ou
results at 322 MeV, but seem to remain higher than the B
data set at lower energies, although below 300 MeV
Lund data are quite sparse. The recent Mainz results of@43#
are in agreement with the Bonn data.

In Fig. 40 we compare the energy dependence of the

c.m.p(gW ,p0) cross sections and beam asymmetries from
present data set with those of Mainz@43# and Kharkov@62#.
The separation of the solid and dashed bands in the left p
3-27
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FIG. 38. Excitation functions for c.m. cros
sections ~left panels! and beam asymmetrie
~right panels! from the present work~solid

circles! for the p(gW ,g) reaction compared with
recent cross section measurements from Ma
@41,40,42# and an asymmetry datum from Fra
cati @60#. Data are shown for three different c.m
scattering angles. The bottom-left panel, mark
;138°, compares the 135° c.m. LEGS data w
Mainz results at a fixed lab angle of 130.7°@42#.
The solid and dashed bands in the left panels
dicate the systematic scale uncertainties for
LEGS and Mainz cross section data, respective
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indicates the magnitude of the systematic scale uncertain
for the LEGS and Mainz cross section data, respectiv
These systematic uncertainties allow one to adjust the co
sponding data sets up, or down, by half the spacing of th
bands, and that is a factor of 2 too small to bring these
into agreement.

Angular distributions forp1 photoproduction are show
in Fig. 41 for four incident beam energies. Recent meas
ments from Mainz using the DAPHNE detector@43#, and
from Bonn using the PHOENICS detector@44#, are shown as
open circles and open diamonds, respectively. A selectio
the older Bonn data, interpolated in energy from@39#, are
plotted as crossed-squares. As was the case with thep0 mea-
surements, the Mainz and Bonnp1-production experiments
agree with each other but are below the LEGS data near
peak of theD-resonance. Cross sections from Tokyo a
shown as crosses@63# and are closer to the LEGS result
Asymmetry data from Kharkov@64# are shown as inverted
triangles (,) in the upper-right panel. The LEGS asymm
tries in Table VII include all statistical and systematic unc
tainties. The error bars on the Mainz and Kharkov asymm
tries are taken as statistical errors summed in quadrature
systematic polarization uncertainties of 2%@43# and 3%
@64#, respectively. While the Kharkov asymmetries are
reasonable agreement with our results, the Mainz data
to be more negative at central angles, although the dif
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e-
se
ts

e-

of

he
e

-
-

ith

nd
r-

ences are not more than one standard deviation.
In Fig. 42 we compare the energy dependence of the

c.m. p(gW ,p1) cross sections and beam asymmetries fr
the present data set with those from Mainz@43#. The separa-
tion of the solid and dashed bands in the left panel indica
the magnitude of the systematic scale uncertainties for
LEGS and Mainz cross section data, respectively. The c
section trends are similar to those of Fig. 40, and once ag
the estimated systematic uncertainties are too small to b
these data sets into agreement. The Mainzp1 asymmetries
also appear to become more negative with energy.

C. Total cross sections forp„g,p¿
…

In the present work, the angular coverage forp1 produc-
tion (20° to 170°) is sufficiently large to permit an integr
tion of angular distributions to obtain total cross sections
p(g,p1). The data of Table VI have been fitted to the fun
tional form

ds~u!

dVc.m.
5

1

~12bc.m.cosu!2 (
n50

4

an cosn u, ~11!

where bc.m. is the velocity of the pion in the c.m. frame
There are significant contributions top(g,p1) from the
3-28
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FIG. 39. Angular distributions of c.m. cros
sections ~left panels! and beam asymmetrie
~right panels! from the present work~solid

circles! for the p(gW ,p0) reaction compared
with measurements from other laboratori
@43,61,38,62#. Data are shown for four inciden
~lab! beam energies, and the Mainz and Bonn
sults have been interpolated to the
energies.~The zero is suppressed in several of t
left panels.!

FIG. 40. Excitation functions for 90° c.m. cross sections~left panel! and beam asymmetries~right panel! from the present work~solid

circles! for the p(gW ,p0) reaction compared with measurements from Mainz and Kharkov@43,62#. The 90° Mainz points are the average
85° and 95° data from@43#. The solid and dashed bands in the left panel indicate the systematic scale uncertainties for the LEGS an
cross section data, respectively. The error bars on the Mainz asymmetries are taken as the quardature sum of statistical and 2%
polarization uncertainties@43#. ~The asymmetry errors on the LEGS and Kharkov data reflect the total uncertainties.!
025203-29
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FIG. 41. Angular distributions of c.m. cros
sections ~left panels! and beam asymmetrie
~right panels! from the present work~solid

circles! for the p(gW ,p1) reaction compared with
measurements from other laboratori
@43,44,39,63,64#. Data are shown for four inci-
dent ~lab! beam energies, and the Mainz, Bon
and Tokyo results have been interpolated to the
energies.~The zero is suppressed in the upper-le
panel.!
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t-channel pole graph, which contains quite high angular m
mentum components. These affect thep1 distribution at ex-
treme angles, and the (12bc.m. cosu)22 factor in Eq. ~11!
ensures rapid convergence@65#. Analytic integration of Eq.
~11! then gives the totalp1 cross sections for each bea
energy. The results are listed in Table VIII, and plotted
Fig. 43, together with similar integrations of the Tokyo a
Bonn data from@63,66#. The LEGS and Tokyo cross section
are quite close, even without considering their system
scale uncertainties~2% and 7%, respectively!, while the
Bonn results~which have a 6% systematic scale uncertain!
are about 10% lower at the peak of theD resonance.

D. Difference in „g,p… cross section scales

There are several conundrums created by our new d
The first can be summarized by comparing the center-
panel of Fig. 38 and the left panel of Fig. 40. While th
LEGS and Mainz results are in excellent agreement
p(g,g), the cross sections forp(g,p0) differ by more than
evaluations of systematic uncertainties allow. Furthermo
02520
-

ic

ta.
ft

r

e,

the LEGS 90° c.m. Compton andp0-production cross sec
tions come from totally simultaneous measurements, us
the same set of data runs to select two different regions of
same channel-identification spectrum~mid-panel of Fig. 8!
from the same detectors. The same particles, photons
recoil protons, were detected for the two channels, and
detection efficiencies come not from simulations but fro
direct measurements. As a result, the LEGSp(g,g) and
p(g,p0) results are locked together, so that even if one w
to arbitrarily adjust the overall experimental cross sect
scale, it is impossible to remove the discrepancy with Ma
in the p0 channel without destroying the agreement in t
Compton channel.

The comparisons of Fig. 39 and Fig. 41 between
LEGS and Mainz/Bonnp-production cross sections reveal
discrepancy that appears to grow with energy. We have
amined the extent to which this can be accommodated b
simple normalization scale factor. The result of scaling
Mainz and Bonn cross sections of Refs.@43,38,39# up by
10% is shown in Fig. 44. The overall agreement is qu
good in thep0 channel. Evidently, the differences in Fig. 3
3-30
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FIG. 42. Excitation functions for 85° c.m. cross sections~left panel! and beam asymmetries~right panel! from the present work~solid

circles! for thep(gW ,p1) reaction compared with recent measurements from Mainz@43#. The solid and dashed bands in the left panel indic
the systematic scale uncertainties for the LEGS and Mainz cross section data, respectively. The error bars on the Mainz asymm
taken as the quardature sum of statistical and 2% systematic polarization uncertainties@43#. ~The asymmetry errors on the LEGS data refle
the total uncertainties.!
p

o
tic
en
a

ue
s

o
la
e

cto

ai
ly.

r-
p
ti

n

t
in

ith

ainz
to

inz/
e
e

this
rge
li-
re-

h a
-

are growing, not because the energy is increasing, but sim
because the cross sections are increasing. Forp1 production,
this 1.10 rescaling factor achieves reasonable agreement
the central angular range, although the Bonn data are no
ably higher at forward and backward angles. Measurem
of p1 at extreme angles require detectors close to the be
and we can easily speculate that these differences are d
e6 backgrounds in the Bonn data. Compared with brem
strahlung sources, laser-backscattering produces a ph
beam that is virtually background-free. Assuming this exp
nation, one concludes that the essential difference betw
the LEGS and Mainz/Bonn data sets is a normalization fa
of 10% @67#. The conundrum here is that this isvery large.
The estimated systematic scale errors on the LEGS, M
and Bonn data sets are 2%, 3% and 5–6 %, respective
10% scale change is not easy to explain away.

As discussed in Sec. II, ag14He measurement was ca
ried out at LEGS between the second and third running
riods of the present experiment, during which both elas
scattering andp0 production were measured@68,48#. ~That
4He experiment in fact used the same flux monitoring a
the same 48 cm diameter NaI to detect high energyg rays as
the present proton experiment.! It is interesting to note tha
the 4He(g,g) and 4He(g,p0) cross sections measured

TABLE VIII. Total cross sections inmb for p(g,p1), as a
function of incident lab photon energy.

Eg ~MeV! s total(g,p1)(mb) 6err

322.2 257.5 3.1
309.6 259.2 2.9
297.7 248.5 2.9
286.1 232.3 2.8
275.2 212.3 2.7
264.7 193.1 2.6
254.5 177.0 2.5
244.4 158.2 2.4
234.3 146.7 2.3
223.9 137.4 2.4
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that work do not show any scale shifts when compared w
recent measurements of these reactions from Mainz@69–71#.
On the whole, data from LEGS and Mainz on4He are in
reasonable agreement, although both the LEGS and M
4He experiments relied on simulated detector efficiencies
extract cross sections.

The 10% scale difference between the LEGS and Ma
Bonn data sets is quite troubling, particularly in light of th
relatively minor role of simulations in the analysis of th
present experiment. Any future experiment to investigate
scale difference will have to have at least comparably la
levels of kinematic overdetermination, with similar capabi
ties of determining detector efficiencies by direct measu
ment.

VII. SIMULTANEOUS MULTIPOLE ANALYSIS
OF p„g,p… AND p„g,g…

The Compton scattering,p photoproduction, andpN
scattering channels are inter-related by unitarity throug
common S matrix. Single p photoproduction can be de
scribed in terms of four independent helicity amplitudes,Hi
with i 5@1,4#, each having real and imaginary parts@72#.

FIG. 43. Total cross sections forp(g,p1) from the present
work ~solid circles! compared with results from@63,66#.
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FIG. 44. Cross sections forp(g,p0), left
panels, andp(g,p1), right panels, from the
present work~solid circles!. These are compared
to data from Mainz@43# ~open circles! and Bonn
@38,39# ~crossed squares!, bothrescaledby a fac-
tor of 1.10.
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Cross sections and polarization asymmetry ratios can be
pressed in terms of products of these amplitudes. At
given energy, a minimum of eight independent observab
for each pion charge state, are necessary to specify the
topion amplitude to within an overall phase@25#. ~In prin-
ciple, seven should be sufficient to fix the four complexHi to
within a common phase, but in fact there does not exis
measurable set of seven observables that are sufficientl
dependent.! Such complete information is not yet available
any energy. The conventional approach to overcoming
limitation is to utilize the unitarity connection withpN scat-
tering. At energies where there is only one open chan
which for photoproduction implies energies below 2p
threshold orEg5309 MeV lab, Watson’s theorem require
the (g,p) and (p,p) channels to have a common pha
@23#, and various model-dependent prescriptions can be u
to extend this unitarity relation to higher energies. Since
pN phase shifts are determined quite accurately in term
angular momentum multipoles, Watson’s theorem can
used to bring this information into photoproduction if theHi
helicity amplitudes are expanded in terms of multipoles w
specific pN final state angular momenta. Once the (g,p)
multipoles are specified, the imaginary parts of the
Compton helicity amplitudesAi are then completely deter
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mined by unitarity and a dispersion calculation involvin
integrals of the pion multipoles can be used to generate t
real parts@24,9#. All previous analyses ofp production have
relied almost exclusively on multipole fits to only four (g,p)
observables, the cross section and the three single pola
tion asymmetries,S ~linearly polarized beam!, T ~target!,
and P ~recoil nucleon!, with phases taken frompN scatter-
ing. Here we treat Compton scattering on an equal foot
and simultaneously fit two additional observables, the (g,g)
cross sections and beam polarization asymmetries. In
way we bring in two new pieces of information and explo
the complete (g,g), (g,p), and (p,p) three-channel
unitarity.

A. Parametrization of „g,p… multipoles

Pion-production multipoles can readily be fitted to o
servables at a series of fixed energies. However, since on
always dealing with less than the complete set of observa
needed to determine the amplitude, thex2 space will gener-
ally have multiple minima, and even the global minimu
can be insignificantly deeper than another more physic
meaningful one. This usually causes the extracted multipo
to fluctuate with energy more rapidly than can be physica
3-32
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justified. The solution to this problem is to impose continu
by parametrizing the multipoles with a smoothly varyin
function of energy. This greatly reduces the number of f
parameters and has the added advantage of bridging ga
the data coverage that invariably occur@26#. There will be
some model dependence with such a procedure, but this
be held to a minimum by using a physically motivated p
rametrization@16#.

We have performed a series of energy-dependent an
ses, expanding thep-production amplitude into electric an
magnetic partial waves,El 6

t andMl 6
t in the CGLN notation

of @73#, with relative pN angular momentuml, and
intermediate-state spinj 5 l 61/2 and isospint51/2 or 3/2.
The (g,p) multipoles have been parametrized with
K-matrix-like unitarization of the form@57#

Al 6
t ~Eg!5$AB

t ~Eg!1a1«p1a2«p
2

1a3Q2p~Eg2Eg
2p!2%~11 iTpN

l !1bTpN
l .

~12!

Here,Eg and«p are the beam and correspondingp1 kinetic
energies, andAB

t is the full pseudovector Born multipole
includingr andv t-channel exchange@74#, included here for
l<19. In addition to the Born terms, a low-order polynom
in the pion energy«p has been included to allow for othe
possible terms that are expected from contributions suc
u-channel resonances and pion rescattering@12#. While it is
obviously desirable to keep the number of fitting constant
a minimum, the multipole parametrization must have enou
degrees of freedom to be able to describe the actual en
dependence dictated by the underlying physics. To en
this, our criterion has been to verify that fits to mock da
generated fromGW-SAIDpredictions are able to reproduc
the GW@SM95# photo-pion multipole solution@75#. Each
multipole up to and includingF-waves contains a term ina1,
while the additionala2 term is used only in the largest mu
tipoles E01

1/2 and M11
3/2 , and in theE11

3/2 which is of special
interest. Thea3 term containing the unit Heaviside ste
function Q2p ~51 for Eg.309 MeV! is used only in the
E01 amplitudes to accommodate possible effects fr
S-wave 2p production. TheGW-SAID@SM95# pN scattering
solution is used for theT-matrix elements@75#. Below 2p
threshold,Eg

2p5309 MeV,TpN
l reduces to sin(dl)e

idl, d l(Eg)
being the elastic pN phase shift, and (11 iTpN

l )
5 cos(dl)e

idl. Thus, Eq. ~12! explicitly satisfies Watson’s
theorem@23# below Eg

2p and provides a consistent, albe
model-dependent, procedure for maintaining unitarity
higher energies. The maximumEg included in our analyses
is 350 MeV, which is over the 2p threshold, but since the
p(g,2p) cross sections are negligible near threshold and
very small below 400 MeV, the model dependence ass
ated with this extended unitarization procedure is insign
cant.

When a singles-channel resonance dominates a par
wave having only one open decay channel, the last term
Eq. ~12! exactly reduces to a Breit-Wigner energy depe
dence. Theb term was fixed at zero for all multipoles exce
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M11
3/2 , E11

3/2 , andM12
1/2 , the first two describingM1 andE2

N→P33 excitation and the latter allowing for a possible ta
from the P11 resonance. The sensitivity to tails from th
N* ~1535! andD~1700! resonances were examined by addi
b terms to theE01

1/2 and E/M22
3/2 multipoles, respectively.

These resonances, though higher in energy than theP11, are
quite broad. However, the presence ofb terms in these mul-
tipoles does not improve the fit, and so these resonant c
tributions were not included in the fits described here. T
multipole parametrization of Eq.~12! is equivalent to that
used in analyses by the RPI group@16,76# and very similar to
that used by the GW/SAID group@77#.

B. Calculation of „g,g… multipoles

Once the (g,p) multipoles are fixed by the choice o
parameters in Eq.~12!, the imaginary parts of the six
crossing-even invariant Compton helicity amplitude
Ai(n,t) with i 5@1,6#, are completely determined by unita
ity @24,36#, and dispersion integrals can be used to calcu
their real parts. For the latter, we have followed the pro
dures of L’vov and co-workers@24,55#, writing the real part
of the scattering amplitude as fixed-t dispersion relations us
ing a Cauchy loop of finite size,

Re Ai~n,t !5Ai
B~n,t !1

2

p
PE

n0

nmaxn8Im Ai~n8,t !

n822n2
dn8

1Ai
as~ t !. ~13!

Here, n5(1/4M )(s2u), M is the nucleon mass, andAi
B

denotes thes- and u-channel Compton Born contribution
which are determined completely by the nucleon’s cha
and magnetic moment.~Throughout this discussions, u, and
t are the usual Mandelstam variables, withs1u1t52M2.!

The principle value integrals in Eq.~13! are evaluated
using pion multipoles in the rangen5Eg1t/4M'150 MeV
(p-threshold! to 1500 MeV. Within the interval, 200<Eg
<350 MeV, thep multipoles are varied to fit the data bas
~Sec. VII C!. A reasonable set of pion multipoles is needed
extend the computation of these integrals through the
0.15–1.5 GeV energy range, and for this we have used
GW@SM95# solution @75# which is close to our fitted solu
tion. Nonetheless, the particular choice of the multipo
used for this extension has little effect on the evaluation
the amplitudes at beam energies below 350 MeV. This
because the numerator of the integrals, ImAi , is completely
dominated by singlep production and is very large in th
fitting interval. At the same time 2p contributions, which are
modeled in evaluating the above integrals and thus dep
upon theoretical assumptions@55#, are quite small below 400
MeV and at higher energies are suppressed by the en
denominator in Eq.~13!. As a result, there is in fact very
little freedom in these dispersion integrals up to theD peak.
This allows the Compton observables to be used as an e
tive constraint on the pion multipoles without incurring a
ditional model dependent uncertainties, provided that we
strict their use to energies below the onset of apprecia
(g,2p) strength.
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The asymptotic terms in Eq.~13!, Ai
as , are the residua

contributions that arise from closing the above integrals w
a semicircle of radiusnmax in the upper half of the complex
n-plane. Three of the Compton amplitudes (A3 , A4, andA5)
converge sufficiently rapidly that their asymptotic parts a
zero, Ai

as50 for i 5(3,4,5). TheA6 amplitude also con-
verges rapidly, but its integral is not completely saturated
n51.5 GeV. The residual componentA6

as is modeled as

A6
as~ t !5C6eBpt/2, ~14!

whereBp is taken as 6 GeV22 from a Regge model@24#, and
C6 is varied in the multipole fit. Choosing a different valu
for Bp has almost no effect~Sec. IX D! since the fit compen-
sates by changing the parameterC6.

The two Compton amplitudes associated with 180° p
ton helicity flip, A1 and A2, have appreciable asymptot
parts. L’vov and collaborators modelA1

as as thet-channel
exchange of a pair of correlated pions in a relativeS-wave.
This is equivalent to exchanging the postulateds-meson,

A1
as~ t !5

gsNNFsgg

t2ms
2

, ~15a!

with massms5600 MeV. Since the coupling constantsgsNN

andFsgg are essentially unknown,A1
as is taken as

A1
as~ t !5

C1

t2ms
2

, ~15b!

and the parameterC1 is varied in the multipole fit. The
asymptotic part of theA2 amplitude is dominated by
t-channelp0 exchange,

A2
p0

~ t !5
gpNNFp0gg

t2mp0
2 Fp~ t !. ~16a!

Here gpNN is the pNN coupling constant andFp0gg is the
p0 lifetime, gpNNFp0gg50.33160.012 GeV21, andmp0 is
the p0 mass. Fp(t)5(Lp

2 2mp
2 )/(Lp

2 2t) is an off-shell
form factor for thepNN vertex with cutoff massLp50.7
GeV @78#. All of the constants in Eq.~16a! are known and
this term should strictly be considered part of the Born a
plitude,A2

B . However we group it withA2
as to maintain con-

sistency with the previous L’vov papers@24,55#. Those pub-
lications have assumed that thist-channel p0 exchange

component completely closes theA2 contour, A2
as5A2

p0
.

However, we have found this assumption insufficient to
the high energy Compton data@9#. We have added in the
pseudoscalarBorn-typecontribution fromt-channelh0 ex-
change through a term having the same functional form
Eq. ~16a!, with ghNNFhgg50.097 GeV21 andLh51.2 GeV
@79#. However, the small coupling constants and the co

paratively largeh mass,mh5547.45 MeV, result in anA2
h0

that is less than 2% ofA2
p0

. To provide greater freedom in
fitting the amplitudes we have added another term wit
t-dependence typical of a process following Regge theor
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A2
d~ t !5C2eBd t/2. ~16b!

This is functionally the same as Eq.~14! and Bd is again
taken as 6 GeV22. Its precise value is of secondary impo
tance sinceC2 is varied in the fit and readily compensates f
different values ofBd ~Sec. IX D!. The full asymptotic part
of A2 used in our multipole fitting is

A2
as~ t !5A2

p0
~ t !1A2

h0
~ t !1A2

d~ t !. ~16c!

We have also investigated fits using the functional form
t-channel exchange for the extraA2

d term, similar to Eq.
~15b!, but obtained very similar results indicating that th
exact form of thet dependence is not critical for this term
~Sec. IX D!.

C. Database for multipole fits

The multipoles for single pion photoproduction can
decomposed into terms of definite isospin,

Agp→p0p5FA(0)1
1

3
A(1)G1

2

3
A(3/2),

Agp→p1n5A2FA(0)1
1

3
A(1)G2

A2

3
A(3/2),

~17!

Agn→p0n52FA(0)2
1

3
A(1)G1

2

3
A(3/2),

Agn→p2p5A2FA(0)2
1

3
A(1)G1

A2

3
A(3/2),

where the~0! and ~1! superscripts indicate the scalar an
vector parts of the isospin 1/2 multipole, and the~3/2! super-
script denotes thet53/2 component. A complete descriptio
of A(0), A(1), and A(3/2) would require data from at leas
three of the channels in Eq.~17!, and this requires measure
ments with a neutron target. Some neutron data exist, mo
extrapolated from deuteron measurements, but the data
sparse and the systematic uncertainties are large. How
the same linear combination ofA(0) andA(1) contributes to
the p0p and p1n proton channels~with a different linear
combination contributing to the neutron channels!. If we de-
fine the net proton isospin 1/2 amplitude as

Ap
(1/2)5FA(0)1

1

3
A(1)G , ~18!

then proton data alone are sufficient to determineAP
(1/2) and

AP
(3/2) . For the sake of accuracy in extracting the physica

interestingt53/2 multipoles associated with theN→D tran-
sition, M11

3/2 andE11
3/2 , it is better to restrict the multipole fits

to only proton reactions. This is the approach we have tak
~This is not the approach used in several other recent m
pole analyses@75,22#, where neutron data have been i
cluded to extract the separate scalar and vectort51/2 am-
plitudes. While this provides a more global description of
p-production channels, there remains an additional as
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TABLE IX. Compilation of data included in the multipole analyses of this work. The total number of
points is 747. The systematic scale uncertainties of the data sets are listed in the second last column
fitted normalization scales for solutionf 3 ( f 4) of Table X are shown in the last column.

Observable Eg ~MeV! Source Scale uncertainty (s f i
) Fitted normalization (f i)

gp→p0p:
ds/dV 213-334 LEGS/this work 2.0% 0.982~0.981!60.018

S 213-334 LEGS/this work
S 244-314 LEGS@17#

T 280-350 Kharkov@62#

T 303-345 Bonn@81#

P 280-350 Kharkov@62#

gp→p1n:
ds/dV 213-322 LEGS/this work 2.0% 0.982~0.981!60.018

S 213-334 LEGS/this work
T 280-340 Kharkov@64# 9.0% 1.017~1.003!60.015
T 282-345 Bonn@80#

P 280-340 Kharkov@64# 9.0% 1.017~1.003!60.015
H 320-350 Kharkov@82#

H 320 Kharkov@82#

G 320-350 Kharkov@82#

gp→gp:
ds/dV 213-334 LEGS/this work 2.0% 0.982(0.981)60.018
ds/dV 207-339 Mainz@41# 4.4% 1.058(1.022)60.021
ds/dV 250-349 Mainz@40# 5.0% 0.997(0.959)60.018
ds/dV 149-286 SAL@59# 3.8% 1.039(1.025)60.014
ds/dV 73-145 SAL@8# 4.0% 1.062(1.067)60.019
ds/dV 98-132 MPI@83# 4.3%, 6.4% combineda

ds/dV 81-110 Moscow@84# 8.0% 0.976(0.989)60.022
ds/dV 33-81 Illinois @85# 2.0% 0.992(0.999)60.020

S 213-334 LEGS/this work

aThe two data points from the@83# experiment do not have a common scale uncertainty, so their system
errors were simply combined in quadrature.
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unestimated uncertainty in theirt53/2 multipoles due to the
inclusion of neutron data in the fitting process.!

Many different observables are needed to constrain
pion multipoles. The data included in our analysis are su
marized in Table IX. Because of the differences in (g,p)
cross section scales evident in Fig. 44, we have fitted o
(g,p0) and (g,p1) cross sections from the present expe
ment~Tables IV and VI!, and augmented our beam asymm
try data~Tables V and VII! with other published polarization
ratios ~in which systematic errors largely cancel!. These in-
clude our earlierS(p0) data@17#, @T(p0),T(p1)# data from
Bonn @80,81#, @T(p0),P(p0),T(p1),P(p1)# data from
Khar’kov @62,64#, and the few beam-target asymmetry poin
@H(p1),G(p1)# from Khar’kov @82#. For photon scatter-
ing, there is good agreement among all modern Comp
data and, together with our own results~Tables II and III! we
have included in the multipole fits cross sections below 3
MeV from @40,41,59,8,83–85#.

Some data points from the references of Table IX ha
been excluded from our fits, the most puzzling being the l
energy Bonn target asymmetries@T(p1) for Eg5220, 241
and 262 MeV# and@T(p0) for Eg5272 MeV# from @80,81#.
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Fits to theseT points, including only beam asymmetries (S)
and leaving the cross sections completely unconstrained
unable to reproduce these results. We conclude that t
must be some problem with the low energy portion of t
Bonn target asymmetry data. We have also excluded
Khar’kov beam asymmetry results from@62,64# since, while
they are generally consistent with our ownS data, their er-
rors are 3 to 4 times larger and thus do not provide a us
constraint. For Compton scattering, the;150° Moscow re-
sults @84# have been shown to be inconsistent with oth
measurements@8#, and so we have included only their;90°
data. Finally, the recent Mainz Compton measurements
130.7° lab@42# became available only after our analysis w
completed, and are not included in the fit. In any case, th
points would have negligible impact owing to their larg
errors~lower panel of Fig. 38!.

The total number of data points included in our analysis
747, of which 232 are fromgp→p0p, 278 are fromgp
→p1n and 237 are fromgp→gp. There are four main
observables in thep-production data base:ds/dV ~158
points!, S ~186 points!, T ~108 points!, andP ~48 points!, as
well as a few isolated double-polarization asymmetries,H ~7
3-35
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points! and G ~3 points!. The Compton scattering data
limited to two observables:ds/dV ~158 points! and S ~79
points!. Thus there is a roughly even distribution among t
different observables and no single observable dominate

D. Fitting procedure

Starting with the test fit that reproduced the GW@SM95#
solution ~Sec. VII A! for the Ap

(1/2) and Ap
(3/2) multipoles of

Eqs.~17! and ~18!, the parameters in Eqs.~12! to ~16! were
varied to minimize thex2 formed by comparing prediction
with the data base of Table IX.

When combining data from different experiments, sy
tematic uncertainties cannot be ignored. One simple met
that has been used in past analyses is to add such an er
quadrature with the statistical uncertainties@86,87#. How-
ever, systematic errors represent uncertainties in norma
tion scales that are generally not a function of angle. Add
them in quadrature with the statistical component igno
very significant correlations and underestimates the un
tainties. The correct procedure is to let the fit determine re
tive normalization scales among the data sets. All of
cross section data sets of Table IX, and several of the po
ization asymmetry data sets, have such systematic scale
certainties. We have followed the procedure of@88#, multi-
plying all data from a set with a systematic scale error (s f)
by a common factor~f! while adding (f 21)2/s f

2 to thex2.
Specifically, our fitting procedure minimizes the followin
function:

x25(
i 51

Ns H (
j 51

Ni S f ixi j
exp2xi j

f it~§W !

f isxi j

D 2

1S f i21

s f i
D 2J , ~19!

whereNs is the number of independent data sets, each h
ing Ni points.xi j

exp andsxi j
are thej th experimental datum

from the i th data set and its associated measurement e
respectively,xi j

f it(§W ) is the value predicted from the§W param-
eter set, andf i is the global scale parameter associated w
the i th data set. The last term in Eq.~19! weights the penalty
for choosing a normalization scale different from unity
the systematic uncertainty of the measurement. For som
the polarization data the effects of systematic uncertain
are more complicated than a simple scale shift and for th
the statistical and systematic errors have already been
ported as a combined net uncertainty. For such sets we
f i51.

The procedure of Eq.~19! for accounting for systematic
uncertainties is not unique. The GW/SAID group uses a v
similar algorithm @75#, and others were used in multipo
analyses carried out in the 1970s. However, multipole an
ses have recently been reported by groups from RPI
Mainz in which systematic scale uncertainties have sim
been ignored@76,22#. This associates an unphysical level
accuracy with the data being analyzed and necessarily re
in as yet unestimated errors in their reported results.

Two computer codes were used to determine the fit
rameters by minimizingx2 in the above expression,MINUIT

@89# from the CERN Program Library andE04FDF from the
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NAG Library @90#. These are distinct packages that use co
pletely different algorithms to minimize a function. Tests u
ing these two packages on the same data yielded results
differed by no more than 0.001%.

Ideally, one would like to vary all parameters simult
neously in onegrand fit. However, this can lead to unphys
cal solutions arising from the ambiguities associated w
incomplete sets of observables, and past analyses have
erally varied parameters in stages@72,91,92#. In our work we
have found that agrand fit yields several normalization
scales that differ from unity by significantly more than th
systematic scale errors associated with the measuremen
contrast, if either~a! the (g,p) data is first fit and the result
ing normalization scales are fixed before including (g,g)
data in a subsequent fit, or the converse~b! the (g,g) data is
used to fix their normalization scales before expanding the
to include (g,p) data, then all fitted normalization scales a
consistent with expected systematic uncertainties. T
reduced-x2 values for agrand fit compared to those of pro
cedures~a! or ~b! differ by trivial amounts (60.031 out of
1.535!, and simply indicate the presence of multiple minim
which occur because the data base has less than a com
set of observables. Both procedures~a! and ~b! yield physi-
cally meaningful normalization scales, and in fact nea
equivalent results in all fitted parameters. We report h
results obtained following procedure~b! since the Compton
data measured in different laboratories are all in agreem

With the normalization scales being fitted, the error co
puted from the covariance matrix on all fitted quantities
herently includes both statistical and systematic compone
However, this alone is not the total uncertainty. The full va
ance associated with a quantityP having astandard devia-
tion sP resulting from a fit ton points withk parameters is
given by

sP
2 5

x2

n2k
sP

2 5xd f
2 sP

2 . ~20!

The quantitysP is formally referred to as theunbiased esti-
mate uncertaintyor estimated standard error@93#. In other
words, the total uncertainty is actually larger by the squa
root of the reduced-x2. The point is best made with an ex
treme example. If two measurements reporting values
1.060.1 and21.060.1 are fitted to a constant,MINUIT will
return their weighted mean, 0.0060.07. But the uncertainty
on the observable from these measurements is clearly m
larger than60.07. The problem here is that the functio
assumed in the fit~a constant! was inappropriate. This is
reflected in the large reduced-x2 value of 14.14, and result
in a totalunbiased estimate uncertaintyof sP561.00 which
is intuitively reasonable.~The E04FDF code from the NAG
Library returnsunbiased estimate uncertaintieswhile the er-
rors returned byMINUIT must be multiplied byAx2

d f.! All
fitted errors quoted in this work are totalunbiased estimate
uncertainties. The errors reported from other recent analys
by the GW/SAID and RPI groups@75,76# are not and should
be multiplied by the square-root of their associated reduc
x2 values.
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TABLE X. Energy range for the data of Table IX included in the multipole fits.

Solution p(g,p) range p(g,g) range xd f
2

f 2 @21# 200–350 MeV 200–350 MeV 977/~644-34!51.634

f 3 ~this work! 200–350 MeV 33–350 MeV 1126/~747-36!51.583

f 4 ~this work! 200–350 MeV 33–309 MeV 983/~694-36!51.494
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E. Multipole solution

We have carried out a large number of multipole fits to
data of Table IX but will restrict most of the discussion to t
three summarized in Table X. These differ in the ene
range of the Compton data included in thex2 minimization.
The first entry, solutionf 2, reported in@21#, did not fit
Compton data below 200 MeV and excluded comparis
with the last 4 cross section entries of Table IX. In fitf 3 we
have expanded the Compton data to low energies in orde
increase thet-range for the fit of the asymptoticAi

as compo-
nents in Eq.~13!. Most of the subsequent discussion is f
cused on fit f 3. The fit f 4 restricts the Compton data t
energies below the (g,2p) threshold in order to minimize
uncertainties in the extraction of polarizabilities.~The f 3 and
f 4 solutions are very close to the ones used to produce
results listed in the third and first rows in Table I of@9#,
respectively. The differences are very small and result fr
iterating the procedure used to fit cross section scales
from the inclusion of a few additional high energy points!
The x2

d f for all the solutions of Table X are comparable.
The fitted normalization scales for solutionf 3 ~and f 4)

are listed in the last column of Table IX, together with t
systematic scale uncertainties associated with the data
~fourth column!. The fitted scale factors are close to uni
with the largest deviations being less than 1.5 standard
viations of their associated systematic scale errors. We
that the fitted scales for the two Mainz Compton measu
ments of@40,41# differ by about 6%, confirming a simila
result reported in@41#. The 180° Compton experiment o
@83# reported the cross section at two energies, but with
correlated systematic uncertainties. We have therefore c
bined their systematic and statistical errors in quadra
since there was no common scale factor to fit. The polar
tion asymmetry data represent ratios of cross section
which systematic effects largely cancel. Asymmetry resu
have generally been quoted with residual systematic er
propagated through to a net uncertainty. The one exceptio
theT andP measurements from Khar’kov@64# which have a
9% scale error due to target polarization uncertainties,
this scale we have also fitted.

The electric and magnetic pion multipoles are plotted a
function of beam energy in Fig. 45 and Fig. 46 where pa
of solid lines denote theunbiased estimate uncertaint
bands. For comparison, we have also plotted the GW@SM95#
solution from @75# as open diamonds, and the unitariz
pseudovector pion-Born amplitude as open squares.
largest multipole is of course theM11

3/2 which displays the
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characteristicD resonance behavior with the real part cros
ing zero at;340 MeV, where theP33 pN-phase passe
through 90°, and the imaginary part peaking near this ene
Our fitted M11

3/2 is essentially indistinguishable from that o
the GW@SM95# solution from@75#. After this, the next most
prominent multipoles are theE01

1/2 and E01
3/2 for which our

solution is actually closer to the Born values over most of
fitted energy range and show a departure only over (g,2p)
threshold. The largestD-wave multipoles are theE22

1/2 and
E22

3/2 . For these, our solution is consistent with the Bo
amplitudes, while the GW@SM95# solution is significantly
different in the E22

1/2 . In contrast, many of the smalle
D-waves deviate somewhat from both Born and GW@SM95#.
Most of theF-wave multipoles are consistent with Born va
ues, although the uncertainty bands are certainly larges
these.~Since the phases of theE32

3/2 , E31
1/2 , M32

3/2 and M31
1/2

multipoles are indistinguishable from zero, their imagina
parts have been set to zero.!

The Compton helicity amplitudes of Eq.~13! depend
upon botht and the energy parametern5(s2u)/4M p . Thet
range of the data being fit is relatively small,2t,0.2
(GeV/c)2. In Fig. 47 we plot the six Compton helicity am
plitudes att50, with n varying over the range of the inte
grals in Eq. ~13!. The ~purely real! s- and u-channel
Compton-Born terms are shown as dotted curves. The c
tributions of the integrals in Eq.~13! to the real parts are
plotted as solid curves from 0 to 1.5 GeV, and the cor
sponding imaginary parts are shown as the dashed cur
The asymptotic parts from Eqs.~15b!, ~16b!, and ~14! are
n-independent and are indicated by the horizontal lines
tending to 1.75 GeV in theA1 , A2 , and A6 amplitudes,

respectively. Thet-channelp0 and h0 contributions,A2
p0

1A2
h0

in Eq. ~16c!, contribute only to theA2 amplitude. This
essentially-Born component is alson-independent and is
shown as the other horizontal line in the upper-right pan
Thus for A2, the full real part is the sum of the dotted an
three solid curves. For all butA2, most of the amplitude
strength is in the vicinity of theD resonance. As expected th
A3 , A4 , and A5 amplitudes converge rapidly, andA6 has
only a small component beyond 1.5 GeV.

The general features of theAi amplitudes shown in Fig.
47 persist throughout thet range of the present analysis. W
illustrate the behavior of the total Compton amplitude w
the special case oft50 for which there are important limits
At exactly t50, corresponding to 0° scattering, kinema
factors suppress theA1 , A2 and A5 helicity amplitudes so
that the totalforward c.m. amplitude reduces to
3-37
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FIG. 45. The real and imaginary parts of the electric photo-pion multipoles (El 6
t ) from solution f 3 ~Table X!, in units of

1023/Mp1 MeV21, are shown as a function of beam energy in sets of top and bottom panels, respectively, as pairs of solid curves i
the unbiased estimate uncertaintybands. Also plotted for comparison are the GW@SM95# solution from @75# as open diamonds, and th
unitarized pseudovector Born components as open squares. The contributions ofSandP, D, andF pN-partial waves are organized into th
left, middle, and right columns, respectively.
n

liar
d

1

8pAs
Tf i~0!

5
Eg

2M

2pAs
H 2~A31A6!«8•«1 i

Eg

M
A4s•~«83«!J ,

~21a!

where« and«8 are the initial and final photon polarizatio
02520
vectors,s is the target spinor ands5M (2Eg1M ) is the
square of the total c.m. energy. This displays the fami
form of the Gell-Mann–Goldberger–Thirring forwar
Compton amplitude@94#,

1

8pAs
Tf i~0!5 f 1~Eg!«8•«1 i f 2~Eg!s•~«83«!,

~21b!
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FIG. 46. The real and imaginary parts of the magnetic photo-pion multipoles (Ml 6
t ) from solution f 3 ~Table X!, in units of

1023/Mp1 MeV21, are shown as a function of beam energy in sets of top and bottom panels, respectively, as pairs of solid curves i
the unbiased estimate uncertaintybands. Also plotted for comparison are the GW@SM95# solution from @75# as open diamonds, and th
unitarized pseudovector Born components as open squares. The contributions ofSandP, D, andF pN-partial waves are organized into th
left, middle, and right columns, respectively.
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and the forward cross section, averaged over the spin s
of an unpolarized target, is just the sumds/dVc.m.(0°)
5u f 1u21u f 2u2.

The forward amplitudesf 1 and f 2 are shown for thef 3
multipole solution in Fig. 48 as solid curves for the re
parts, and dashed curves for the imaginary parts, res
tively. These provide several benchmarks. The amplitu
exhibit the expected resonance behavior with real p
crossing zero, and imaginary parts peaking at the delta r
02520
tes

l
c-
s

ts
o-

nance. The dashed curve in the upper panel in fact just
flects the totalp-production cross section since the imag
nary part off 1 is determined by theoptical theorem, Imf 1
5EgsT/4p. The Ref 1 satisfies the Kramers-Kronig relatio
@95,96#, which is guaranteed by the form of the dispersi
integral in Eq.~13!, and the value of Ref 1 at zero energy is
just the Thomson limit of2e2/M . With the assumption tha
f 2(`) vanishes, a dispersion relation for Ref 2 results in the
Gerasimov-Drell-Hearn~GDH! sum rule @94,95,97#; but
3-39
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FIG. 47. Compton helicity amplitudes fort50 as a function ofn5(s2u)/4M p over the range of the integrals in Eq.~13! for solution
f 3 ~Table X!. Integral parts of Re(Ai) are shown as solid curves and Im(Ai) as dashed curves. Thes- andu-channel Born contributions are

given as dotted curves, and thet-channelp0 andh0 contributions,A2
p0

1A2
h0

, as the indicated horizontal line in the upper-right panel. T
asymptoticn-independent componentsA1

as, A2
d, andA6

as are also shown.
ha
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tests of this sum rule, or equivalently of the assumption t
f 2(`)50, are still at an early stage. A unitarity cusp, due
the opening of thepN channel, appears in both forward am
plitudes at 150 MeV. Kinks are evident in the curves at 3
MeV due to the discontinuous jump between our fitted p
multipoles and the GW@SM95# solution that is used to exten
the integration in Eq.~13! to higher energies. We have teste
the effect of smoothing out these jumps in the pion mu
poles with various algorithms. Although the 350 Me
02520
t

0
n

-

kinks in the Compton amplitudes can be eliminated, there
no discernible changes to any of the predicted observa
below 350 MeV.

The quality of thef 3 solution is illustrated by comparing
the predictions of our multipoles withp-production cross
sections and beam asymmetries in Fig. 49, with Comp
cross sections and beam asymmetries in Fig. 50, and
p-production T and P asymmetries in Fig. 51. The soli
curves are theunbiased estimate uncertaintybands generated
3-40
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from the f 3 fit.
In Fig. 52 we plot the f 3 predictions for the angle

integratedp1 cross sections~top panel! and total pion-
photoproduction cross sections~bottom panel!. These are
compared to thep1 data of Table VIII, which was not use
in the fit to avoid double counting, and to previous resu
from Tokyo @63#, Mainz @98#, Bonn @66#, and Daresbury
@99#. ~The difference between thef 3 predictions and the
Mainz/Bonn total cross sections appears less than the
suggested by Fig. 44 because of their higherp1 results at
forward and backward angles.!

VIII. N\D PROPERTIES

The s-channel excitations of the isospint53/2 D reso-
nance contribute to theM11

3/2 andE11
3/2 photo-pion multipoles.

The imaginary parts of these are shown in Fig. 53 by
solid curves which denote theunbiased estimate uncertaint
bands ~labeled LEGS in the legend!. For comparison, we
have also plotted the GW@SM95# and GW@SP97k# multi-
poles from@75# as the dotted and dash-dotted curves, resp
tively. The dotted-GW@SM95# curve in the upperM11

3/2 panel
is underneath the solid lines and is essentially invisib
While this is clearly in very good agreement with our ow
solution, the newer GW@SP97k# solution appears shifted
slightly to lower energies. The Mainz solution of@22#, la-
beled HDT in the legend and indicated by the circles,
about 2.2% lower than ourM11

3/2 at theD peak but in good
agreement at lower energies. The resonance position of 1

FIG. 48. Forward Compton amplitudesf 1 and f 2 of Eq. ~21b!
for multipole solutionf 3 ~Table X!. Real parts are shown as sol
curves and imaginary parts as dashed curves.
02520
s

%

e

c-

.

32

MeV total energy where theP33 pN-scattering phase goe
through 90° (Eg5339.6 MeV for the GW@SM95# TpN ma-
trix!, is indicated. This is about 20 MeV higher than the po
position where theM11

3/2 peaks@20#.
Differences are more apparent in theE11

3/2 multipole. The
HDT/Mainz solution is somewhat smaller than our multipo
below the resonance position, but increases to meet our
certainty band at 340 MeV. The GW/SAID solutions are bo
smaller than either the LEGS or HDT multipoles.

A quantity of considerable interest is theEMR ratio of the
E2 to M1 N→D transition strengths. This is determine
from the resonant parts of theM11

3/2 andE11
3/2 multipoles and,

since theirTpN
l 51 matrix elements in Eq.~12! are the same,

this is just the ratio of the corresponding fittedb coefficients,

EMR5b@E11
3/2#/b@M11

3/2#, ~22a!

or EMR52(3.0760.26)% for thef 3 multipole solution.
The ratio of theE2/M1 N→D transitions provides an

important discrimination between nucleon structure mod
The quantity most frequently compared to model calcu
tions is the ratio of the corresponding photopion multipol

REM
3/2 5

Re@E11
3/2~M11

3/2!* #

uM11
3/2u2

. ~22b!

The evolution of this quantity with energy is shown in Fi
54 as dotted lines. For comparison, we also show this r
constructed from thenon-Born parts of the multipoles
~dashed curves!, and from only their resonant parts~solid
lines!. The latter is just the ratio in Eq.~22a! and is indepen-
dent of energy. From this one sees that the background te
represented by thea i in Eq. ~12! have an appreciable effec
and are comparable to theBorn contributions. At the energy
where theP33 pN-scattering phase crosses 90°, the po
where all the curves cross in Fig. 54, the real part ofM11

3/2

goes to zero and Eq.~22b! reduces to

REM
3/2 5

Im @E11
3/2#

Im @M11
3/2#

, ~22c!

which from our multipoles takes the value2(3.04
60.27)%. The small difference between this and t
23.07% value constructed from the purely resonant part
the multipoles reflects the inelasticity of theT matrix in Eq.
~12! which is very small since the resonance position is o
slightly above the (g,2p) threshold.

Sensitivity to the EMR enters the analysis chiefly throu
the p-production data. Near theD peak, the 90°p0 cross
section measured with the photon polarization parallel to

reaction plane,s i
p0

, changes by about 5% for each perce
variation in the EMR, while the perpendicular cross secti

s'
p0

, is completely insensitive except at extreme angles n
0° and 180°@17#. This is illustrated in Fig. 55 with data a
322 MeV beam energy. Here the solid curves are the pre
tions of thef 3 multipole solution~Table X! and the dashed
and dotted curves are obtained by scaling theE2 N→D
3-41
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FIG. 49. Predictions from multipole fitf 3
~Table X! shown asunbiased estimate uncer
tainty bands compared to a sample of th
p(g,p0) data base, upper-four panels, and t
p(g,p1) data base, lower-four panels, of Tab
IX. For this comparison, the data have be
scaled by the fitted normalization factor of Tab
IX ~last column!.

FIG. 50. Predictions from multipole fitf 3
~Table X! shown asunbiased estimate uncer
tainty bands compared to a sample of thep(g,g)
data base of Table IX. For this comparison, t
data have been scaled by the fitted normalizat
factors of Table IX~last column!.
025203-42
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FIG. 51. Predictions from multipole fitf 3
~Table X! shown asunbiased estimate uncer
tainty bands compared to a sample of theT ~left
panels! andP ~right panels! data base~Table IX!
for p(g,p0), top graphs, andp(g,p1), bottom
graphs. For this comparison, the data have be
scaled by the fitted normalization factor of Tab
IX ~last column!.
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d the
resonant component,b@E11
3/2# in Eq. ~12!, by factors of two

and zero, respectively.~It is important to scale only the reso
nant E2 component for this comparison. Larger appar
sensitivities can be generated, for example by zeroing
full E11

3/2 multipole, but such exercises are unrealistic sin

FIG. 52. Predictions from multipole fitf 3 of Table X for total
p(g,p1) cross sections~top panel! and for the sum ofp0 andp1

photoproduction channels~bottom panel!, shown asunbiased esti-
mate uncertaintybands. These are compared to the data of Ta
VIII for p1, which for this comparison have been multiplied by t
fitted scale factor from Table IX, and to previouss(p1) results
from @63,66#. The total photo-pion cross sections are compared
the results from@98,66,99#.
02520
t
e

e

Born and other nonresonant backgrounds are significa!

Similar sensitivities occur inp1 production, withs i
p1

(90°)
changing by about 3.5% for each percent variation in

EMR while s'
p1

remains essentially constant. These sen
tivities in s i are significant, although their effectiveness
somewhat diminished by systematic uncertainties. Howe
this shortcoming is circumvented in the ratio ofs i to the

le

o

FIG. 53. Imaginary parts of theM11
3/2 andE11

3/2 photopion mul-
tipoles. Theunbiased estimate uncertaintybands for multipole so-
lution f 3 ~Table X! are plotted as pairs of solid lines. For compa
son, the GW@SM95# and GW@SP97k# multipoles from @75# are
shown as the dotted and dash-dotted curves, respectively, an
Mainz solution of@22# is indicated by the circles. TheD resonance
position where theP33 pN phase crosses 90° is indicated.
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G. BLANPIED et al. PHYSICAL REVIEW C 64 025203
EMR-independents' , or equivalently in the beam asymme
try, S. This is plotted for both channels in Fig. 56. We ha
also plotted here the asymmetries recently reported f
Mainz @43# as open circles. Both sets of data points inclu
both statistical and polarization-dependent systematic un
tainties. While the two sets ofp0 data are in good agreemen
the Mainzp1 asymmetries appear shifted to more negat
values, which would correspond to a smaller EMR. This i
likely source of their somewhat smaller reported EMR va
@57#.

Compton scattering has a positive beam asymmetry in
region of theD, while theS from p-production is negative
As a result, the sensitivity in the Compton channel is
versed with predictions fors'

gg changing by about 3% fo
each percent variation in the EMR whiles i

gg remains essen
tially constant, except at large angles@100#. As before, the
asymmetrySgg cancels systematic uncertainties but, owi
to the substantially smaller cross sections in this channel,
remaining statistical errors are significantly larger than th
of Sgp, with the result that Compton scattering provides on
minor constraints on theN→D EMR. The effect of the
Compton data is shown in Fig. 57 where the three larg
multipoles of thef 3 solution are plotted as the solid curv
with the indicated errors. Repeating the fit without inclusi
of the Compton data results in the dash-dot curves. The l

FIG. 54. Evolution of the quantityREM
3/2 from Eq. ~22b! with

energy, using multipoles from solutionf 3 ~Table X!. The dotted
lines show the uncertainty band for the ratio constructed from
full fitted E11

3/2 andM11
3/2 multipoles, the dashed lines are construct

from their non-Bornparts, and the solid lines from only their res
nant parts. The energy at which theP33 pN phase crosses 90° i
indicated.
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est change occurs in theM11
3/2 multipole near the peak of the

D, and is quite significant. This is essentially because
gM1ND coupling appears squared in the Compton amplitu
for scattering through theP33 D resonance. This confirms th
sensitivity of Compton scattering to theM11

3/2 as asserted in
@101#, although we disagree with their conclusions, large
because of the very limited nature of their analysis in wh
only theM11

3/2 multipole was varied to fit a single observab
at two angles. In contrast, there is essentially no discern
change in theE11

3/2 multipole. Since only the denominator o
the EMR is changed with the inclusion of the Compton da
the net effect on the ratio is minor. The fit to the Compt
data produces changes in a variety of other multipoles,
theE01

3/2 shown in Fig. 57, but the uncertainties are larger a
the shifts are rarely more than twice the error bars.

In addition to the EMR, our multipole parametrization
Eq. ~12! separates theN→D resonance components and pr
vides a direct determination of the transverse helicity am
tudes. These are given by

A1/252
1

2
$M1N→D13E2N→D%K, ~23a!

A3/252
A3

2
$M1N→D2E2N→D%K, ~23b!

with the M1 andE2 resonant amplitudes determined fro
~12! by b@M11

3/2# and b@E11
3/2#, and the factorK is taken as

@102#

K5
1

\c
A2

3F 4pqWG

kMp~Gp /G!G
1/2

. ~24!

Here, q5226.2 MeV/c and k5258.9 MeV/c are the c.m.
p1 and g momenta at resonance,W51232 MeV the c.m.
resonance energy,G5120 MeV the resonance width, an
Gp /G50.994 thepN branching fraction@103#. The ratio of
these helicity amplitudes is simply related to the EMR of E
~22a!, A3/2/A1/25A3(12EMR)/(113EMR). For the f 3
multipole solution, A1/252135.7461.3431023

GeV21/2 andA3/252266.9061.6231023 GeV21/2.

e

rk

e-
lid

ob-
FIG. 55. Cross sections from the present wo
for p0 ~left panel! and p1 production ~right
panel! at Eg5322 MeV. Data for linear photon
polarizations parallel and perpendicular to the r
action plane are shown as solid circles and so
squares, respectively. Predictions of thef 3 mul-
tipole solution~Table X! are shown as the solid
curves. The dashed and dotted curves are
tained fromf 3 by scaling the E2N→D resonant
component by factors of 2 and 0, respectively.
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N→D TRANSITION AND PROTON . . . PHYSICAL REVIEW C 64 025203
A. Convergence of the multipole solution

Apart from resonance effects, cross sections for any re
tion generally fall with increasing angular momentum, a
this guarantees the eventual convergence of a multipole
pansion of the amplitude. However, such expansions are
ways truncated to limit a maximum angular momentu
( l max) that is varied to fit the data, and ambiguities can ar
when a data set lacks either sufficient statistical precision
breadth of kinematic coverage. Even whenl max is set at the
practical limit where the uncertainties on thel 5 l max multi-
poles are as large as the multipoles themselves, it can
happen that some underlying physics requires a yet highl
component. In such a case, the fitting process necess
shifts the higherl strength to lowerl multipoles. This is the
ambiguity pointed out by Donnachie in@26#.

1. The Ŝ„p0
…Õsin2 u test for D waves

Several analyses ofp(g,p) have minimized the numbe
of fitted multipoles, limiting these essentially toS and P
waves@43,22,76#. While this may yield a good represent
tion of a data set, the solution may not be unique and oth
with larger values ofl max may be more physically meaning
ful. Fortunately, the linear polarization data can shed light
this question. Inp production the polarization difference,Ŝ
of Eq. ~3e!, takes the simple form

FIG. 56. Beam asymmetries near the peak of theD from the
present work~solid circles! and from @43# ~open circles! for p0

~top! andp1 production~bottom!. Predictions of thef 3 multipole
solution ~Table X! are shown as the solid curves. The dashed
dotted curves are obtained fromf 3 by scaling theE2 N→D reso-
nant component by 2 and 0, respectively.
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FIG. 57. The three largest multipoles of thef 3 multipole fit top
production and Compton scattering~Table X! are shown as the solid
curves, with their uncertainties indicated by the vertical bars.
peating the fit without the Compton data results in the dash-
curves.

FIG. 58. The angular dependence of the polarization differen

Ŝ, divided by sin2(u), for the p(g,p0) channel at three differen
energies. The solid curves are predictions of the GW@P500k# solu-
tion in which onlyS andP waves were fitted, with all other multi-
poles fixed at their Born values. Deviations from a constant indic
contributions from partial waves withl>2.
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S kg

qp
D Ŝ5S kg

qp
D 1

2
~s i2s'!

52 sin2 u$1.5uM11u213Re@E11* ~M112M12!#

1otherl p50,1 terms1small@ l p50,1#

3@ l p52#terms%S,P

2 cosu sin2 u$12 Re@M21* M11#

118 Re@M22* M11#115 Re @E21* M11#%D

1smaller@ l p52# termsD1•••. ~25!

Thus if only S and P waves contribute,Ŝ/sin2 u must be
independent of angle@104#. The t-channel pion-poleBorn
graph contains quite high angular momentum compone
but this contributes only to thep(g,p1) channel. Inp0 pro-
duction theBorn contributions are quite small and have ve
little high-l strength. As a result,Ŝ(p0)/sin2 u provides an
effective test to determine if the data require extending
fitted multipoles toD waves. This quantity is plotted for th
present LEGS data in Fig. 58. For comparison, the solid li
show the predictions of the GW/SAID@P500k# solution in
which only S and P waves were varied, keeping alll>2
multipoles fixed at their Born values. At all energies t
curves are nearly flat, confirming the small high-l Born com-
ponents in thep0 channel. At sufficiently low energies th
data is also nearly flat, but near theD resonance a definite
asymmetry becomes obvious. TheseŜ(p0) data can be fitted
with c1 sin2 u(11c2 cosu) and the data requirec2Þ0, indi-
cating the presence ofD waves beyond the mere Born level
Two groups have recently pointed out that our asymme
data can be fitted varying onlyS and P waves @105,106#.
While that may be so, ourŜ(p0)/sin2 u test clearly shows
that non-Born D waves must contribute. To ignore them

FIG. 59. The leadingD-wave contributions from Eq.~25! to the

ratio Ŝ(p0)/cosu sin2 u, computed usingp0 multipoles from thef 3
solution~Table X!, are shown as the solid, dashed, and small-do
curves. For comparison, the leadingP-waveE11M11 interference
term is plotted as the series of solid circles.
02520
ts,
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forces thisD wave strength to artificially appear inS or P
multipoles, and that can potentially alter theN→D transition
amplitudes of interest.

When applying theŜ(p0)/sin2 u test there is a practica
limitation that must be kept clear. As indicated in Eq.~25!,
the leading contributions toŜ(p0) from l>2 multipoles en-
ters through interference with the largeM11 . As an ex-
ample, we have calculated the three cosu sin2 u dependent
terms of Eq.~25! using ourp0 multipoles, and these ar
plotted as the curves in Fig. 59. Away from the resonan
energy these terms are as large or larger than theE2 contri-
bution which is shown for comparison as the series of so
circles. However, the phase of thel>2 multipoles is nearly
zero so that their imaginary parts are always very small~Fig.
45 and Fig. 46! and the contributions of these imagina
parts toŜ(p0) are essentially negligible. On the other han
their real parts are significant. But these enterŜ(p0) as
products with the resonantM11 whose real part crosses ze
at the resonance energy. This forces all@ l>2#3@M11#
products to zero at this point, even if thel>2 strength is
significant. As a result, theŜ(p0)/sin2 u test for l>2 partial
waves is not applicable for energies close to the resona
But this is not really a serious limitation since by continuit
if there areD waves below the resonance, then there mus
l>2 strength under theD as well.

An analysis of the problems inherent to multipole expa
sions has shown that the highest fitted partial wave tend
accumulate uncertainties and is essentially guaranteed t
the least well determined@107#, which is itself another good
reason for carrying the fit beyondP waves. Since the
Ŝ(p0)/sin2 u test shows that there is an underlying proce
requiringD waves, we have extended the fits of Table X
to F waves so as to make sure the fits toD wave multipoles
are meaningful. Indeed, examination of thef 3 multipoles of
Fig. 45 and Fig. 46 show large uncertainties in many of thF
waves but quite reasonable determinations of theD wave
terms.

2. Overcoming Donnachie’s ambiguity with polarization data

Donnachie’s ambiguity of higher partial-wave streng
appearing in lower partial waves, and vice versa, can be
fectively mitigated by constraining the fitted amplitudes w
many independent polarization observables. This is ill
trated in Table XI which shows the evolution of the extract
EMR to its final value@57#. The number of partial waves
with fitted non-Born contributions increases to the right
the columns while the number of observables is increase
successive rows. If only the LEGS (g,p) cross sections and
beam asymmetries from Tables IV–VII are used as c
straints~row 1!, the result is unstable and strongly depen
on the number of partial waves included in the fit. But
soon as additional (g,p) polarization observables are adde
~row 2!, the extracted EMR value stabilizes. As expect
from Fig. 57, the further addition of Compton observab
has only small effects~row 3!.

We have also tracked the evolution of a multipole soluti
starting with the Mainz (g,p) cross sections and beam

d
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TABLE XI. Evolution of the N→D EMR, starting with fits to the (g,p) cross sections and beam
asymmetries from LEGS~present work!, and expanding the data base~Table IX! in subsequent rows by
adding data on other observables as indicated. The number of partial waves with fitted non-Born com
is increased in successive columns to the right.

Data included in EMR~%! EMR ~%! EMR ~%!

successive analyses fitl p5S2P fit l p5S2D fit l p5S2F

(g,p):
LEGS ~Tables IV–VII! $s,S% 2(2.1660.43) 2(4.2261.08) 2(4.0361.34)
~g,p!:
1 Bonn ’96 $T%

1 Kharkov ’81-86$T,P,G,H% 2(2.6160.29) 2(2.7460.28) 2(2.8260.29)
(g,p)1(g,g):
1 LEGS ~Tables II, III! $s,S%
1 world data$s% 2(2.7760.29) 2(2.9060.28) 2(3.0760.26)
.
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asymmetries from@43#. This is shown in Table 2 of Ref
@57#. When only the Mainzs andS observables are fitted
the resulting EMR again varies with the number of fitt
partial waves. But when additional polarization observab
are included in the fit, the EMR value stabilizes to2(2.7
60.2)%. This overlaps with the values in the third row
Table XI, so it appears that the finalN→D EMR is largely
independent of the (g,p) cross section scale, even thoug
the individual transition amplitudes are affected by sc
variations.

B. Final N\D results and uncertainties

We have studied the variations in the extractedN→D
properties that result from changing assumptions used in
multipole analyses, and these are summarized in Table
In row one we investigate the sensitivity to differentpN
analyses by replacing the unitarization factors (11 iTpN

l )
andbTpN

l in Eq. ~12! by cos(dl)e
idl andb sin(dl)e

idl, respec-
tively, and using the Ho¨hler phase from@108#. Row two
gives the result of truncating the multipole expansion aD
waves, calculated from rows two and three in Table XI.@We
do not consider fits truncated atP waves since these are rule
out by the Ŝ(p0)/sin2 u test.# In row three we show the
effect of shifting the energies of the LEGS data~Sec. II! to
allow for possible differences in calibration between t
present measurement and thepN scattering experiment
which are used to fix the phases of the photoproduction
02520
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plitudes. In row four we show the result of varying b
625% the>2p contributions to the dispersion integrals
Eq. ~13!. Finally, we have varied the parameters used in E
~14!, ~15!, and ~16! to model the asymptotic parts of th
Compton amplitudes. These have a very small effect, r
five, principally because they enter only the real part of
Compton amplitude which, as seen for example in Fig.
crosses zero near the resonance energy where theN→D
transitions dominate~Fig. 54!. Thesemodel-dependentun-
certainties are added in quadrature and listed in the last
of Table XII.

In summary, our final results for the EMR and theN
→D transverse helicity amplitudes are expressed with t
sets of uncertainties, the first being the combinedstatistical
andsystematicexperimental uncertainties from the multipo
fit and the second being themodel-dependentuncertainties
from Table XII:

EMR523.0760.2660.24~%!,

A1/252135.7461.3463.71~1023 GeV21/2!,

A3/252266.9061.6267.81~1023 GeV21/2!. ~26!

These can be compared to the latest Particle Data Gr
averages @109# of EMR(PDG)522.560.5(%),
A1/2(PDG)5213566(1023 GeV21/2) and A3/2(PDG)
5225568(1023 GeV21/2), which include our EMR result
from @21# in their averaging procedure. Although the
TABLE XII. Model uncertainties inN→D transition properties.

EMR A1/2 A3/2

Model assumption ~%! (1023 GeV21/2) (1023 GeV21/2)

pN phase solution 60.10 62.47 63.66
variations inl max 60.08 60.45 60.38
Eg-to-Ep uncertainty 60.20 62.72 66.89
2p component in Compton ReAi 60.02 60.13 60.06
variations in ComptonAi

as 60.11 60.10

quadrature sum 60.24 63.71 67.81
3-47
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clearly overlap with our values, we believe the errors in E
~26! are a more meaningful representation of uncertaintie

Most theoretical treatments ofp-production and nucleon
structure guarantee Watson’s connection of the (g,p) and
(p,p) channels with a unitarization procedure that is simil
if not identical, to theK-matrix prescription of Eq.~12!. Pre-
dictions of these models can be directly compared to
results in Eq.~26!. There are nonetheless other ways of u
tarizing the (g,p) amplitude, such as theOlssonor Noelle
methods described in@16#. We have not investigated these
detail. However, we note that while fits of the model para
eters of@16# to our polarization data result in EMR value
that vary with unitarization by only60.1% @20#, the corre-
sponding variations in the helicity amplitudes can be cons
erably larger (615%). ~Olssonunitarization generally lead
to smaller A1/2 and A3/2 values, while theNoelle method
produces larger values.! Clearly a model’s unitarization pro
cedure must be considered when comparing predictions
the helicity amplitudes with the results of Eq.~26!.

C. Quadrupole moments and deformation

The helicity amplitudes of Eq.~26! can be related to the
gND vertex couplings and theN→D transition moments.
Following the convention of Giannini@110#, at theD(1232)
resonance energy~with a photon energy ofW50.2588 GeV
in the gN c.m.! the electric coupling is

GE25
MA2

4ApaW
@A3A1/22A3/2#

51@0.13760.01260.043#, ~27a!

and the transition quadrupole moment is

QN→D5
212

MWA6
GE2

52@0.10860.00960.034#~ fm2!. ~27b!

Here, the first uncertainty is again the combinedstatistical
andsystematicuncertainty and the second reflects the pro
gation of modeluncertainties. Similarly, the magnetic co
pling is

GM15
23MA2

4ApaW
F 1

A3
A1/21A3/2G

51@4.46060.02360.104#, ~27c!

and the transition dipole moment is

mN→D5
2

A6
GM1

51@3.64260.01960.085#. ~27d!

There is a striking difference between these values
those of constituent quark models~CQM! which predict a
very small E2 component, withQN→D510.00360.001
02520
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fm2 and EMR5 1(0.1260.02)% @111,11#. This has been
understood in the framework of the dynamical meso
exchange model of Sato and Lee@12# who have fitted the
parameters of their calculation to our data and found for
bare gND vertex, QN→D510.00160.027 fm2 and EMR
51(0.061.3)%, while for thegND vertex dressedwith
pion loops, QN→D520.05160.029 fm2 and EMR
52(1.860.9)%. The CQM lacks the physics of the pio
cloud and is most appropriately compared to thebarevertex
results. Evidently, thespectroscopic QN→D is almost entirely
a product of the nucleon’s pion cloud.@Wilhelm, Wilbois and
Arenhoevel@112# have pointed out a potential ambiguity th
can occur in models that treat thepN decay channel dynami
cally in such a way that unitarity is automatically built in, a
in the calculations of Sato and Lee. Such ambiguities do
arise when unitarity is imposed with aK-matrix-like proce-
dure@112#, such as we have adopted in Eq.~12!. To demon-
strate the consistency of their treatment, Sato and Lee h
also shown howK-matrix unitarization can be rigorously de
rived from their dynamical model@12#. Evidently, the ambi-
guities suggested in@112# do not alter the conclusion
above.#

Other baryon models that incorporate the physics o
pion cloud also compare favorably with our extractedE2
strength. The Skyrme model of Wirzba and Weise giv
QN→D520.121 fm2 @10#, while Buchmann and collabora
tors augment the CQM with pion and gluon two-body e
change currents and findQN→D520.097 fm2 @13,113#.

In the work of Buchmann and collaborators the quad
pole moment of theD1 is just A2 larger than theN→D
transition moment,Q(D1)/QN→D5A2 @13#. Dillon and
Morpurgo have recently investigated possible higher or
corrections allowed by QCD@114#. Using their general QCD
parametrization for the quadrupole operator, evaluated w
SU~4! spin-isospin wave functions@115#, this relation be-
comes Q(D1)/QN→D5A2(11 1

2 C/B)/(12C/B), where
Dillon and Morpurgo have estimateduC/Bu at about 1/3.
Unfortunately, the sign ofC/B is at present unknown. Com
bining this relation with Eq.~27b!, we infer the quadrupole
moment of the D1 as Q(D1)52@0.18260.01560.057
60.086# fm2, where the third uncertainty reflects the sig
ambiguity in C/B. Combining themodel uncertainty from
our analysis with this QCD sign ambiguity gives anet model
uncertainty of60.103, so that

Q~D1!52@0.18260.01560.103# fm2. ~27e!

This is thespectroscopicor static quadrupole moment~as
measured in the lab frame! and the negative sign here ind
cates an oblate deformation for theD1. For any spin system
the static quadrupole moment is proportional toj (2 j 21)
from Clebsch-Gordan coefficients, and as a resultQ(N)
must vanish for thej 51/2 nucleon.

However, the quantities of greater theoretical interest
not the observed static moments but the moments of
intrinsic body-fixed system. Buchmann and Henley@116#
have recently investigated the relation between theintrinsic
and static moments in three different nucleon models:
quark model, a collective model and a pion cloud model.
3-48
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three lead to the same result, an intrinsicD1 quadrupole
moment with the same sign asQ(D1) and an intrinsic pro-
ton quadrupole moment of theoppositesign. This is easies
to visualize in the collective model with the proton as
prolate spheroid in its body-fixed frame which, when excit
by rotating perpendicular to its symmetry axis, becomes
late. It is particularly intriguing that all three models giv
consistent signs for the proton andD1 intrinsic quadrupole
moments.

IX. PROTON POLARIZABILITIES

The transient dipole moments of the proton, induced
the electric and magnetic fields of the photon during scat
ing, can be expressed in the laboratory as@2,5#

DW 5āEW 1 1
2 $ā1¹~sW •BW !1ā2sW 3~¹3BW !%,

MW 5b̄BW 1 1
2 $b̄1¹~sW •EW !1b̄2sW 3~¹3EW !%. ~28!

The coefficientsā and b̄ describe the dynamical rearrang
ments of charges and magnetic moments within the pro
during scattering. They arise from purely dipole scatter
and are traditionally referred to as thedipole polarizabilities.
The other four coefficients (ā1 ,ā2) and (b̄1 ,b̄2) scale terms
containing the proton spinsW and describe the dynamical re
arrangement of spins during scattering. They are referre
as thespin-polarizabilities, and in terms of their multipole
content, they contain contributions from dipole-quadrup
interference. Following the traditional notation, thebar over
these coefficients indicates that these refer to the struct
dependentnon-Born parts of the induced dipole momen
evaluated in the low-energy limit.

The polarizabilities are determined by thenon-Bornparts
of the fitted Compton amplitudes, evaluated in the lo
energy limit, Ai

nB(n5$s2u%/4M→0, t→0). In this limit
the amplitudes are purely real and given by Eq.~13!. The
dipole polarizabilities are determined from

ā2b̄52
1

2p
@A1

int~0,0!1A1
as~0!#, ~29a!

ā1b̄52
1

2p
@A3

int~0,0!1A6
int~0,0!1A6

as~0!#, ~29b!

whereAi
int refers to the integral parts of Eq.~13!, which are

determined by the fitted pion multipoles~Sec. VII B!, and the
asymptotic partsA1

as and A6
as are determined by the fitte

parameters in Eqs.~15b! and~14!, respectively. WhileA6
as is

small compared to the integral parts in Eq.~29b!, Fig. 47,
A1

as is the dominant factor in Eq.~29a!. For this reason it is
best to constrain the parametrization of itst-dependence with
fits to data over as wide a dynamic range as possible be
taking the low-energy limit to obtain the polarizabilities.

The spin-polarizabilities were first introduced by Ragu
@2# who presented calculations for the four spin-depend
quantities (g1 ,g2 ,g3 ,g4) in the Breit frame. There are now
at least three other conventions in use, that of Babusciet al.
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@5# who work in the lab frame and introduced the paramet
(ā1 ,b̄1 ,ā2 ,b̄2) appearing in Eq.~28! above, that of Drech-
sel et al. @117# who work in the c.m. and used the combin
tion of spin-polarizabilities denoted by (gp ,g0 ,g13,g14),
and that of L’vov and co-workers@118# who use the set
(gE1 ,gM1 ,gE2 ,gM2) to emphasize their multipole conten
The relation between these different definitions of the sp
polarizabilities is as follows:

ā154g352g02gp12g1354gM2 ,

b̄1524~g21g4!53g02gp22g14524gE2 ,
~30!

ā252g15g01gp522~gE11gM2!,

b̄252~g212g4!52g01gp52~gM11gE2!.

We refer to the parametersg0 and gp as theforward and
backward spin-polarizabilities, respectively, taking thes
names from the angular regions which are most sensitiv
them in Compton scattering@9#. From Eq.~30! it is obvious
that gp5 1

2 (ā21b̄2). Babusciet al. @5# had first introduced
this combination asd52 1

2 (ā21b̄2), which we had used in
@9#. This definition differs only by a minus sign,d52gp . In
this work we shall usegp for the backward spin polarizabil
ity since that seems to be more common lately. As eviden
Fig. 47, only theA2 helicity amplitude is poorly convergent
The c.m. set of polarizabilities (gp ,g0 ,g13,g14) has the ad-
vantage of restricting the contributions of theA2 amplitude
to only gp , which then reduces the uncertainties in the oth
three. This combination of spin polarizabilities is determin
by

gp52
1

2pM
@A5

int~0,0!1A2
int~0,0!1A2

as~0!#, ~31a!

g051
1

2pM
@A4

int~0,0!#, ~31b!

g1352
1

4pM
@A5

int~0,0!1A6
int~0,0!1A6

as~0!#, ~31c!

g1451
1

4pM
@2A4

int~0,0!1A5
int~0,0!2A6

int~0,0!2A6
as~0!#.

~31d!

Here theintegral parts are determined by the fitted pion mu
tipoles and theasymptoticparts by the fitted parameters o
Eqs.~14! and ~16!.

There are three important differences between our an
sis of nucleon polarizabilities@9# and those of other authors
In the first place, all other analyses have fixed the pion m
tipoles used to evaluate the dispersion integrals of Eq.~13!
and then varied only the polarizabilities, via variations in t
Ai

as , to fit Compton data. Instead, we have simultaneou
varied the pion multipolesand the Ai

as to fit both
p-production and Compton scattering. This is the only w
3-49
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to maintain a consistent unitarization of theS-matrixand, as
seen in Fig. 57, this has important consequences.

A second feature of our analysis is that the sum of
dipole polarizabilities is determined from the fit via E
~29b!, while other analyses generally impose the Baldin s
rule @119# as a constraint,

ā1b̄5
1

2p2Ev0

` s tot

v2
dv. ~32!

The total nuclear reaction cross section,s tot, above threshold
(v0) can be used to evaluate the right-hand side of Eq.~32!
independent of Compton scattering. Since this integral c
verges fairly rapidly, and reaction cross sections are m
larger than those of the Compton process, this should be
best way of fixing the sum of the dipole polarizabilitie
However, there are now several distinct evaluations of
~32!. The original work of Damashek and Gilman@95# gave
ā1b̄514.260.3(1024 fm3) using data from the 1960s. A
re-evaluation using fits to a recent and greatly expanded
base givesā1b̄513.6960.14 @120#. However, another re
cent re-evaluation gives a result closer to the original va
ā1b̄514.0 @121#, although with a rather ill-defined unce
tainty that is estimated at6(0.320.5). Given this spread o
values for the right-hand side of Eq.~32! we feel it more
appropriate to fitA6

as and determineā1b̄ directly from Eq.
~29b!. This also provides independent evaluations of the s
polarizabilitiesg13 andg14 from Eqs.~31c! and~31d! above.

Since theA4 amplitude is rapidly convergent, Eq.~31b! is
free of asymptotic terms. This is essentially the signature
a rapidly convergent dispersion relation first derived by G
Mann, Goldberger and Thirring@94#, and referred to as the
spin-polarizabilitysum rule in@122,97#,

g05
1

4p2Ev0

` s1/22s3/2

v3
dv. ~33!

Here,s3/2 ands1/2 are the photoabsorption cross sections
parallel and anti-parallel alignment of the photon and pro
spins. Although experimental programs to measure th
quantities are underway, there are as yet no data availab
accurately evaluate the right-hand side of Eq.~33!. We there-
fore let the fit determine the pion multipoles, and henceA4

int ,
which then fixesg0 through Eq.~31b!. @A dispersion sum
rule has also been derived forgp that is similar in form to
Eq. ~33!, except that the contributions to the integral a
parity dependent@123#. But once again, the data needed
capitalize on such a constraint are not available.#

Finally, all other analyses have fixed the asymptotic p
of the A2 amplitude to the first term in Eq.~16c!. The third
and possibly most significant difference in our analysis is
additional degree of freedom gained by including the newA2

d

term.
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A. Extractions of ā and b̄

A frequently quotedglobal averageof low energy experi-
ments for the difference of proton dipole polarizabilitie
comes from@8#,

ā2b̄510.061.560.9~1024 fm3!, ~34!

where the first error is the combined statistical and syste
atic uncertainty and the second is the model uncertainty. T
is based on an analysis of Compton data below 145 M
from @85,83,8#, together with the sum rule constraint, E
~32!, of ā1b̄514.2 and the assumption that the second a

third terms of Eq.~16c! are negligible so thatA2
as5A2

p0
. We

have repeated their analysis and found a similar result.
The motivation in@8# for the 145 MeV cut in the data

base used in calculating Eq.~34! was to limit the model
dependence in the evaluation of the dispersion integrals
keeping belowp-production threshold, and with this rationa
all of the data from@59# were excluded from that analysis
However, when the data from@59#, which extend up to 286
MeV, are included the resulting value ofā2b̄ drops signifi-
cantly. As noted in@9#, the trend to smaller values ofā2b̄
continues with the inclusion of higher energy data, even
coming negative when Compton scattering up to 2p thresh-
old are added from LEGS and Mainz. This is shown in t
third and fourth columns of Table XIII where we list th
ā2b̄ values deduced from different data sets, under the

sumption thatA2
as5A2

p0
. As discussed in@9#, these varia-

tions in ā2b̄ do not result from model dependent uncertai
ties in the evaluation of the dispersion integrals of Eq.~13!.
For energies below the 2p-production threshold (Eg5309
MeV lab!, unitarity provides an unambiguous connection b

TABLE XIII. Values for ā2b̄ deduced from different Compton

data sets assuming, for columns 3 and 4, thatA2
as is restricted toA2

p0

in Eq. ~16c!, or equivalentlygp5236.6. The last column show
the results when theA2

d term of Eq.~16b! is fitted, corresponding to
gp5226.5 @9#. Pion multipole solutions are listed in the top row
For the analyses of individual data sets in the (gp5236.6) col-
umns, cross sections were held at their published values, whil
the last column normalization scales were fixed from the fit@9#.

(g,p) multipoles SM95@75# LEGS @21# fitted
gp (1024fm4) 236.6 236.6 226.5

ā1b̄ (1024 fm3) 14.2 13.7 13.7

Data set Eg
Max

ā2b̄
~MeV! (1024 fm3)

LEGS ~Tables II, III! 309 20.660.5 1.760.5 9.360.7
Mainz ’96 @40,41# 309 21.363.4 24.363.0 8.464.5
SAL ’93 @59# 286 4.460.6 3.860.6 11.460.8
SAL ’95 @8# 145 10.360.9 10.160.9 11.561.0
MPI ’92 @83# 132 7.362.7 6.962.7 12.563.1
Moscow ’75 @84# 110 8.262.7 8.562.7 11.762.8
Ill ’91 @85# 70 11.164.3 11.164.3 12.164.3
3-50
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tween the imaginary parts of the Compton amplitudes,
photopion multipoles, and pion-nucleon phase shifts. AsEg
approaches 309 MeV, near the peak of theD, these well-
defined singlep-production contributions to ImAi become
very large, while the less certain multipion contributions a
quite small below 400 MeV and at higher energies are s
pressed by the energy denominator in the integrand of
~13!. As a result, there is in fact very little freedom in th
computation of the scattering amplitude for energies be
309 MeV. Columns three and four in Table XIII were com
puted using different photopion multipole solutions and d
ferent values for the Baldin sum rule, but row for row th
results are nonetheless very close.

The apparent variation in the deducedā2b̄ values of
columns three and four in Table XIII is an artifact of a
ansatz that limitedA2

as to the first term in Eq.~16c!. When
we fit the additional term of Eq.~16b! we obtain a sizable
correction toA2

as @9#. Repeating the calculations with th
new value forA2

as gives the results listed in the last colum

of Table XIII whereā2b̄ is now independent of energy. Th
global results from thef 4 fit of Table X, which include all of
the pion data of Table IX and those Compton data below
MeV ~i.e., the data of Table XIII!, give ā2b̄510.3961.77
~stat1sys! in agreement with the low-energy result of E
~34!, and ā1b̄513.2560.86 ~stat1sys! in agreement with
the recent sum-rule evaluation by Babusciet al. @120#.

B. The backward spin polarizability, gp

While the additional freedom from the inclusion of theA2
d

term of Eq.~16b! has removed the apparent inconsistenc
in ā2b̄ values extracted from Compton data ov
p-production threshold, it has also changed thebackward
spin-polarizability, gp , considerably. Writing out Eq.~31a!
explicitly we find for thef 4 solution,

gp52
1

2pM
@A5

int~0,0!1A2
int~0,0!

1A2
p0

~0!1A2
h0

~0!1A2
d~0!#

514.614.1244.920.719.7

5236.919.7, ~35!

or gp52(27.262.27)1024 fm4. Thus, fitting the additiona
A2

d term results in a non-Born part ofgp of (4.614.1
19.7)518.4, or about twice what had been assumed in p
vious Compton analyses. TheA2

d term from thef 3 solution,
which included Compton data up to 350 MeV, is slight
larger and results ingp5225.162.04, although the value
from the two multipole solutions clearly overlap within e
rors.

Sensitivity to gp is chiefly in the large angle Compto
data. This is illustrated in Fig. 60 where we plot the pred
tions from thef 3 fit ~solid lines!, and thef 4 fit ~long-dashed
lines! which are nearly identical. The results of repeating
calculations withA2

d set to zero,gp5236.9, are shown as
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plus-signs. The effect of the newA2
d term is to raise the

predicted cross sections at large angles, particularly at
lower energies.

Near the peak of theD resonance the real part of th
Compton amplitude, which contains all the polarizability d
pendence, crosses through zero~Fig. 48! so that at 324 MeV
~top panel of Fig. 60! there is no sensitivity togp or any of
the polarizabilities. As a result, Compton data near theD

FIG. 60. Angular distributions of c.m. cross sections forp(g,g)
from this work ~solid circles! and from@40,41,59# ~open symbols!,
compared with predictions from thef 3 fit ~solid lines! and f 4 fit
~long-dashed lines! of Table X. For these comparisons the data ha
been multiplied by the fitted scale factors~Table IX! from the f 3
solution ~top panel! and f 4 solution ~other panels!. For these two
fits the resulting backward spin polarizability,gp , is 225.1 and
227.2 ~in units of 1024 fm4), respectively. The result of repeatin
the f 3 calculation in the top panel and thef 4 calculations in the
other panels withgp fixed to 237 is shown as plus-sign~111!
curves. Calculations using the pion multipoles of@22# with gp fixed
to 237 are indicated by the small-circle curves.
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peak can only introduce noise in the extraction of polar
abilities and so in fixing these quantities for the proton
regard thef 4 solution as somewhat more reliable.

Since the Compton amplitude is essentially purely ima
nary at 324 MeV, these data are completely determined
the pion multipoles. For comparison, we have plotted as
small-circle curves in Fig. 60 calculations of Compton sc
tering using theHDT multipoles of @22#. The lower pre-
dicted Compton values at 324 MeV reflect the sma
p(g,p) cross sections from Mainz and Bonn that were us
to determine this solution. In generating the circle curves
have setā2b̄510.39~our f 4 solution!, ā1b̄513.69 as in
@120#, andA2

d50 so thatgp5236.9. As a result, the circle
and plus-sign curves are quite close at the lowest ener
where the LEGS and Bonnp(g,p) data overlap~Fig. 39 and
Fig. 41!. If one uses theHDT multipoles to fit the Compton
data below 2p threshold, a largerA2

d correction is needed to
bring the predictions up to the data, resulting ingp

5221.460.9 @57,58#. Nonetheless, the discrepancies at 3
MeV remain since these are independent of polarizabiliti

There has been a recent speculation@118# of a possible
way to fit the Compton data without the introduction of t
additionalA2

d correction, which would keepgp5236.9. The
asymptotic part of theA1 amplitude is assumed to be dom
nated byt-channels-exchange, withs being the correlated
2p object required in analyses ofN-N scattering. Since the
s couplings in the numerator of Eq.~15a! are poorly known,
they are simply treated as a free parameter in fittingA1

as . In
our fits we have set thes mass to 600 MeV, an average o
severalN-N analyses. The authors of@118# have pointed out
that reducingms in Eq. ~15! changes thet-dependence in
such a way as to raise the back angle cross section, so
one might be able to reconcile predictions with data in t
way while leavinggp fixed at 237. We have investigated
this suggestion and found that good fits can indeed be
tained in this way, but with a fittedms521766 MeV
@57,58# which is substantially less than the mass of tw
pions. This does not seem a realistic alternative if one is
take seriously the association ofA1

as with the t-channel ex-
change of anS-wave pion pair. But regardless of the physic
origins of A1

as , the polarization data do not favor this sol

tion. The spin-differenceŜ5 1
2 (ds i2ds') is completely

independent of theA2 amplitude, and is thus independent
the A2

d correction and ofgp . In Fig. 61 we plot thef 4
predictions for this observable using the fitted value ofgp

5227.2 ~long-dashed curves!, and usinggp5236.9 ~plus-
sign curves!. The two predictions coincide. However,Ŝ does
depend onA1 and hence on the choice ofms in Eq. ~15!. The
dotted curves show the result of fixingms5217 MeV. Al-
though the uncertainties in the data are far from negligib
the polarization data clearly favor a largerms . ~The f 4 so-
lution with ms5600 MeV has ax2/Ŝ-point of 1.25, while
lowering ms to 217 MeV raises thex2/Ŝ-point to 1.45.!

C. The spin polarizabilities, g0 , g13, g14

The forward spin polarizability, g0, is entirely determined
by the fitted pion multipoles entering theA4

int integral term of
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the Compton amplitude in Eq.~31b!. Evaluating this with the
f 3 and f 4 multipole solutions~Table X! gives g0521.46
60.15 and21.5560.15 (1024 fm4), respectively. The two
results are quite close in value since none of the fit
asymptotic terms enter the evaluation ofg0.

The g13 and g14 polarizabilities of Eqs.~31c! and ~31d!
are determined by integral terms and theasymptoticpart of
theA6 amplitude. Because the latter is so small~Fig. 47!, the
f 3 and f 4 solutions again yield very similar results:g13
54.1560.55 and 3.9460.53 (1024 fm4) from f 3 and f 4,
and g14521.8860.25 and22.2060.27 (1024 fm4) from
f 3 andf 4, respectively. As discussed in the previous secti
we regard thef 4 evaluation ofA6

as as the more reliable.

D. Final proton polarizabilities and uncertainties

We have studied the variations in the extracted pola
abilities that result from changing assumptions used in
analysis, and these are summarized in Table XIV. The res
in rows one through four were obtained with the same p

FIG. 61. Compton data from the present work for the spin d

ference,Ŝ5
1
2 (ds i2ds'). The long-dashed curves are predictio

from the f 4 solution of Table X withgp5227.2 (1024 fm4) and
ms5600 MeV. The plus-sign curves are obtained by repeating
calculations using thef 4 multipoles but withgp fixed to 237 and
ms5600 MeV, while settinggp5237 andms5217 MeV gives
the dotted curves.
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TABLE XIV. Model uncertainties in the extraction of proton polarizabilites; see Sec. IX D.~Entries less than 0.01 have been left blank!

Model assumption ā2b̄ ā1b̄ gp g0 g13 g14

(1024 fm3) (1024 fm3) (1024 fm4) (1024 fm4) (1024 fm4) (1024 fm4)

pN phase solution 60.26 60.40
variations inl max 60.24 60.08 60.32 60.02 60.04 60.02
Eg -to- Ep variation 10.05/20.62 10.10/20.00 10.09/20.33 10.00/20.01 10.12/20.04 10.02/20.04
(g, multi-p) in Ai

int 60.26 60.13 60.21 60.02 60.16 60.03
Bp 60.02 10.01/20.04 60.02 10.00/20.01
Bd 10.26/21.59 10.08/20.52 10.00/20.75 10.00/20.01 10.01/20.06 10.01/20.06
ms 10.87/20.62 10.04/20.16 10.19/20.42 10.00/20.01 10.01/20.02
gpNNFp0gg 10.05/20.04 10.09/20.13 61.54 60.01 10.02/20.03
Lp 10.04/20.00 10.05/20.02 11.18/20.00 10.01/20.00
A2

d(t) form 60.08 60.95 60.01 60.01

quadrature sum 11.02/21.87 10.23/20.58 12.24/22.10 10.03/20.03 10.20/20.18 10.05/20.09
I
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cedures used to generate the first four rows of Table X
~See Sec. VIII B.! In row one we show the effects of repla
ing the GW-SAIDpN T-matrix elements in Eq.~12! with the
Höhler phase-shifts from@108#. Row two gives the result o
truncating the (g,p) multipole expansion atD waves, and in
row three we show the effect of shifting the energies of
LEGS data to allow for possible differences in calibrati
with thepN scattering experiments~Sec. II!. In row four we
show the result of varying by625% the contributions from
multiple-pion production in the dispersion integrals of E
~13!. The effects of varying the Regge slope parametersBp
of Eq. ~14! and Bd of Eq. ~16b! in the range 4 GeV<B
<10 GeV @24# are shown in rows five and six. There is a
appreciable correlation in the fits between theA1

as and A2
as

amplitudes, and as a result variations inBd give significant
contributions to the uncertainty inā2b̄. ~This is the main
source of the increase in the model-dependent uncerta
from @9#.! In row seven we vary thes-mass parameter of Eq
~15! in the range 500<ms<700 MeV. The mass of thes is
model dependent. A recent analysis putsms between 535
MeV and 650 MeV@124#, and we have about doubled th
range for our uncertainty estimate.~The PDG average in-
cluding many old analyses gives a much larger range,
<ms<1200 MeV @103#. If ms is allowed to vary through
that range, the main effects are to increase the row se
uncertainties inā2b̄ to 62.05 and ingp to 10.20/21.43.!
The p0-exchange coupling,gpNNFp0gg52(0.33160.012)
GeV21 @55#, is varied through the range of its uncertainti
in row eight, and in row nine we vary the cutoff massLp in
the form factor of Eq.~16a! by 60.3 GeV. Finally, in row ten
we investigate the effect of replacing the Regge parametr
tion for A2

d in Eq. ~16b! with the functional form of Eq.
~15b!, corresponding to at-channel exchange of a partic
with a mass of 1 GeV. Thesemodel-dependentuncertainties
are added in quadrature and listed in the last row of Ta
XIV.

In summary, our final results for the dipole and sp
polarizabilities of the proton are expressed with two sets
uncertainties, the first being the combinedstatisticalandsys-
tematic experimental uncertainties from the simultaneo
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multipole fit and the second being themodel-dependentun-
certainties from Table XIV:

ā2b̄5110.3961.7721.87
11.02~1024 fm3!,

ā1b̄5113.2560.8620.58
10.23~1024 fm3!,

gp5227.2362.2722.10
12.24~1024 fm4!,

g0521.5560.1520.03
10.03~1024 fm4!, ~36!

g13513.9460.5320.18
10.20~1024 fm4!,

g14522.2060.2720.09
10.05~1024 fm4!.

E. Comparisons with xPT

The proton polarizabilities of Eq.~36! can be compared to
the expectations of QCD through chiral perturbation theo
The O(p4) predictions, ā2b̄57.064.1 and ā1b̄514.0
64.1(1024 fm3), have been in reasonable agreement w
experiment for several years@3#, and predictions for the spin
polarizabilities are now being pursued by several grou
When comparing withxPT, thet-channelp0 andh0 contri-
butions should be removed from Eq.~35! since these appea
at the tree level inxPT and are not normally included in th
calculated spin polarizabilities. For this purpose we can
fine

gp̄52
1

2pM
@A5

int~0,0!1A2
int~0,0!1A2

d~0!#, ~37a!

which for the f 4 solution is

gp̄5118.4062.2722.10
12.24~1024 fm4!. ~37b!

In terms of the definitions of Ragusa@2# our f 4 results~in
units of 1024 fm4) are
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TABLE XV. Predictions for the proton spin polarizabilities, in units of 1024 fm4, from HBxPT @7# and
from the subtracted dispersion relations of@117#, compared with the results from this work in the last colum

HBxPT Subt. Disp. Rel. This analysis
O(p3) O(p3)1O(p4) HDT~p!1multi-p

gp̄
14.6 13.4 19.5 118.4062.2722.10

12.24

g0 14.6 21.0 20.8 21.5560.1520.03
10.03

g13 16.8 12.6 14.3 13.9460.5320.18
10.20

g14 16.8 10.4 21.5 22.2060.2720.09
10.05
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of
ḡ15 1
2 ~g01ḡp!

518.4361.1421.05
11.12,

g252g01g14

520.6560.3120.09
10.06,

ḡ352 1
4 ~g01ḡp22g13!

522.2460.6320.53
10.57,

ḡ451 1
4 ~g01ḡp22g14!

515.3160.5820.53
10.56 ~38!

where thebar over the symbols again indicates that t
t-channelp0 and h0 terms have been excluded. Compar
with Eq. ~36!, the larger fractional errors in the Ragusa p
larizabilities reflect the uncertainty in the poorly converge
A2 amplitude which contributes to all butg2, which is itself
small because of a near cancellation.

Our extracted spin polarizabilities are compared with
recent heavy baryon chiral calculation (HBxPT) from @7# in
Table XV. The difference between the second and third c
umns clearly shows that theO(p4) terms are significant, in-
dicating that the chiral expansion has not yet converged
fact, large D contributions are expected to contribute
O(p5), particularly ingp̄ andg0 @7#, and such calculations
are being pursued.

In the fourth column of Table XV we list the prediction
of @117# using once-subtracted dispersion relations to ca
late Compton scattering, in contrast to the subtraction-f
L’vov relations used in the present work. Their predictio
are similar to our results, particularly forg0 , g13, andg14.
While they have also confirmed that the data favor a lar
value for the backward spin polarizability~less negative for
gp and more positive forgp̄), their result differs from ours
because of their use of theHDT pion multipoles from@22#
which lead to underpredictions of the Compton cross s
tions, similar to the circle curves in Fig. 60.

X. SUMMARY

The present experiment has achieved an as yet unequ
separation of proton Compton scattering from the very la
competing process ofp0 photoproduction in the region o
the P33 D resonance. As seen in Fig. 8 and Fig. 9, the val
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between events from the two channels drops to nearly z
for all detector settings and energies. This has been achie
with a large over-determination of kinematic parameters, a
is crucial to reducing the uncertainties in the subtraction
the tail of the p0 component.~The shape of the latter is
always difficult to determine accurately at levels that a
comparable to Compton scattering.!

In addition to providing definitive Compton/p0 separa-
tion, the large kinematic over-determination in this expe
ment has allowed us tomeasurethe detector efficiencies di
rectly from the data itself~Fig. 11, Fig. 13, and Fig. 15, Sec
IV B !, and so remove much of the dependence upon Mo
Carlo simulations that have characterized other experime
This has greatly constrained the resulting cross sections
has led to the small systematic scale uncertainty of 2%~Sec.
VI A !.

As shown in Fig. 37 and Fig. 38, the Compton cross s
tions from this experiment are in excellent agreement w
published data from SAL@59# and from Mainz@40–42#, and
are about 28% higher than older Compton data from Bo
@32# near the peak of theD resonance. However, while ou
p(g,p0) angular distributions exhibit the same shape as d
from Mainz @43# and Bonn@38#, the cross section scales o
the latter are about 10% lower~Fig. 44!. This is particularly
difficult to reconcile. For example, the 90° Compton andp0

cross sections shown as solid circles in Fig. 38 and Fig.
were measured simultaneously in the same detector,
which all detection efficiencies were directly measure
There is no freedom to adjust the scale of thep0 results
without destroying agreement in the Compton channel.

Our p(g,p1) angular distributions also overlap with re
cent data from Mainz@43# and Bonn@44# if the latter are
scaled up by 10%~Fig. 44!. However, the only available
p(g,p1) data that extend to extreme forward and backw
angles are from@39#, and these appear relatively higher wh
rescaled by 10% to match the central angles. Thep1 data
from @39# were measured with untagged bremsstrahlung
we have speculated that their measurements at angles
to the beam could have been contaminated by electr
Angle integratedp(g,p1) cross sections are quite close
results from Tokyo@63#, Sec. VI C. Because of thep1 dif-
ferences at extreme angles, our fitted total cross sections
about 6% higher~instead of 10%! compared with results
from Bonn and Mainz near the peak of theD resonance, Fig.
52.

The Compton data near the peak of theD provide a con-
sistency check with pion production. There the real part
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the Compton amplitude~which contains all the dependenc
upon polarizabilities! crosses through zero~Fig. 48!, and as a
result Compton scattering is determined completely by p
production. As seen in the top panel of Fig. 60, the LEG
pion multipole solution~solid curve! fits the Compton data a
theD peak while theHDT solution~circle curve! which was
fitted to the Mainzp(g,p) data is significantly lower.

The beam polarization asymmetries from this experim
have substantially smaller uncertainties than any other
set. They are in agreement with Mainz results@43# for
p0-production but disagree in thep1 channel near the pea
of theD resonance~Fig. 40, Fig. 42, and Fig. 56!. In contrast
to the complex process of coherent bremsstrahlung in a c
tal lattice that is used to produce polarized photons in Ma
LEGSg rays are produced by the Klein-Nishina scattering
light from free electrons in vacuum, and as such their po
izations are very accurately known. The Compton asymm
tries from this experiment are the first to span a wide ra
of energies and angles in the region of theD resonance and
are in agreement with the only other published datum fr
Frascati~Fig. 37!.

Combining our data from Tables II–VII with other Comp
ton cross section data and otherp(g,p) polarization ratios
~Table IX!, we have carried out the first simultaneous mu
pole analysis of Compton scattering and photo-pion prod
tion. This is the only way to consistently maintain unitari
and has important consequences for several multipoles,
ticularly the dominantM11

3/2 ~Fig. 57!. While the measured
angular distributions can be fitted by varying onlyl pN5S
andP waves, we have shown that the difference inp(g,p0)
polarized cross sections,Ŝ51/2(ds i2ds'), demands con-
tributions from at leastD waves~Sec. VIII A 1 and Fig. 58!.
Since the highest partial wave varied in a multipole analy
is guaranteed to be the most uncertain@107#, we have ex-
tended our fits toF-waves~Fig. 45 and Fig. 46!. We have
shown thatDonnachie’s ambiguityof higher partial-wave
strength appearing in lower partial waves, which can oc
when truncating a multipole expansion@26#, is effectively
mitigated by constraints from many independent polarizat
observables~Sec. VIII A 2 and Table XI!.

The M11
3/2 and E11

3/2 pion amplitudes, together with the
N→D resonant components, have been determined to
accuracy by our simultaneous fit, Eq.~26!. The new beam
polarization data provide the greatest constraints on theE11

3/2

multipole ~Fig. 56!. Although theM11
3/2 is quite sensitive to

the Compton data, theE11
3/2 is not~Fig. 57!. As a result, while

the Compton data have a significant effect on theA1/2 and
A3/2 transverse helicity amplitudes, their effect on theE2 to
Z.
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M1 mixing EMR is only minor. The helicity amplitudes de
termine thegND vertex couplings and theN→D transition
moments, Eq.~27!. The inferredspectroscopicquadrupole
moment of theD1 is negative, Eq.~27e!, indicating an ob-
late shape.

We have extracted the twodipole and fourspin polariz-
abilities of the proton, Eq.~36!, determined from the low-
energy limits of the fitted Compton helicity amplitudes. Th
resulting backward spin polarizability, gp , is significantly
different from previous expectations, with anon-Bornpart
that is larger by about a factor of 2. This difference is driv
by the Compton cross sections at back angles~Fig. 60!, and
has resulted fromfitting the asymptotic part of the on
poorly-convergent helicity amplitude,A2 in Fig. 47.~All pre-
vious analyses had simply held this contribution consta!
This new fittedA2 has also removed an apparent ener
dependence in the value ofā2b̄, the difference of the pro-
ton dipole polarizabilities~Table XIII!. Our value forā2b̄
extracted from data up to 2p threshold is in agreement with
low energy results, while our fitted value forā1b̄ is in
agreement with the Baldin sum rule.

Our extracted value forgp differs significantly from
O(p4) HBxPT predictions~Table XV!, although potentially
large corrections are expected at orderO(p5) @7#. While
these theoretical efforts are underway, it would be hig
desirable to measure other observables with increased s
tivity to gp , and two double-polarizationpW (gW ,g) experi-
ments are planned at LEGS@57,58#. Such double-polarized
Compton experiments are sometimes referred to as provi
direct access to the spin polarizabilities@125#. However, one
must recall that 12 independent observables are neede
determine the Compton amplitude above pion threshold~and
6 below threshold!. It is very unlikely that such a complet
set of data will ever be available and future extractions w
always involvefits to an incomplete set of observables. A
though still notdirect, such fits will hopefully have improved
sensitivities.
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