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We report new high-precision measurementsp()f/, ), p({f,wo) and p(';,Tﬁ) cross section and beam
asymmetry angular distributions for photon beam energies in the range from 213 MeV to 333 MeV. The
cross sections for all three channels are locked together with a small common systematic scale uncertainty
of 2%. A large overdetermination of kinematic parameters was used to achieve the first complete separation
of the Compton scattering and®-production channels. This has also allowed all detector efficiencies for
the p(y,y) and p(y,7° channels to be measured directly from the data itself without resorting to simu-
lations. The new Compton results are approximately 30% higher than previous Bonn data near the peak
of the A resonance, resolving a long-standingitarity puzzle However, ourp(;/, 0 and p({/,w*) Cross
sections are also about 10% higher than both earlier Bonn data and recent Mainz measurements, while
our p({/,ﬂ-*) cross sections are in good agreement with results from Tokyo. Our polarization asymmetry
data are of the highest precision yet available and have considerable impact upon multipole analyses. These
new data have been combined with other polarization ratios in a simultaneous analysis of both Compton
scattering andm production, with Compton scattering providing two new constraints on the photopion
amplitude. This analysis has improved the accuracy inEB&VI1 mixing ratio for theN— A transition,

EMR= —[3.07+ 0.26(stat-syst)= 0.24(model](%), and thecorrespondindN— A transverse helicity ampli-
tudes, Aj,=—[135.7+1.3(stat-syst)+3.7(model](107° GeV Y3 and As,=—[266.9+ 1.6(stat-syst)
+7.8(model}(10 % GeV . From these we deduce an oblate spectroscopic deformation foA the

The same simultaneous analysis has been used to extract the gipdda polarizabilities Z—Ez +[10.39
+1.77(stat-syst) 194model)](10 % fm®) in agreement with previous low energy measurements,
and o+ B=+[13.25*0.86(stat-syst)" 2 model)](10~* fm®) in agreement with recent evaluations

of the Baldin sum rule. Our simultaneous analysis has also provided the first determination of the
proton spin  polarizabiliies y,=—[27.23+2.27(stat-syst)" 52(model)] (10" * fm*),  y,=—[1.55
+0.15(stat-syst) 50ymode)] (104 fm?*),  y,3= +[3.94+ 0.53(stat-syst)" 52 model)] (10 * fm?*), and

y14= —[2.20+ 0.27(stat-syst)" 55 model)] (10 * fm*). The extracted value of theackward spin polariz-
ability, y.., is considerably different from other analyses and this has been instrumental in bringing the value
of ;—Eextracted from high energy data into agreement with low energy experiments.
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I. INTRODUCTION production in the energy region of the;; A(1232) reso-
nance are both rich sources of structure information.

The properties of the proton and tie, its first excited The proton’s first order scattering response is fixed by its
state and the only well isolated nucleon resonance, serve asstatic properties of mass, charge, magnetic moment and spin.
bench mark for models of nucleon structure. The isospin The leading corrections to thigoint scattering come from
=3/2 A decays with an 0.6%yN branch to the nucleon the dynamic rearrangement of constituent charges and spins
ground state and with a 99.4% branch#® final states. within the proton, and are expressed in terms ofpsariz-
Elastic (Compton photon scattering and pion photo- ability parameter$l,2]. These fundamental properties of the

proton can be compared to QCD through, for example, the
calculational techniques of chiral perturbation theopT)

*Corresponding author. Email address: sandorfi@bnl.gov [3—7]. The two spin-independenipole polarizabilities have

"Deceased.

been extensively studied and their experimental status has
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been summarized if8]. The first extraction of one of the multipole expansion of the amplitude. But constraints from
four spin polarizabilities has come from an analysis of the many observables are needed to avoid Donnachie’s ambigu-
present experiment and has been reportef@in Here we ity of higher partial wave strength appearing in lower partial
present the final data and analyses, including an extraction afaves, and vice verd®26]. Compton scattering has the po-
all six proton polarizabilities. tential for providing both new constraints on the photo-pion
Although the lifetime of theA (1232) precludes scattering multipoles as well as information on the proton polarizabil-
measurements, tHd— A transition amplitudes carry impor- ities. However, the effectiveness of such new constraints re-
tant structure information. While this transition is dominantly quires minimal uncertainties in the relative cross section
M1 quark spin-flip, a smalE2 component is expected from scales between they(y), (y,7% and (y,#*) channels.
the interaction with piongeither in a cloud surrounding the This can only be achieved through the measurement of both
proton [10-12, or asqa exchange currents between con- pion and Compton channels in a single experiment which,
stituent quark$13]). Since nucleon models differ greatly on Prior to this work, has not been available. _
the mechanisms used to generate these component&2the A number of measurements of proton Compton scattering
andM 1 transition amplitudes provide another sensitive testhave been performed between 1960 and 1@7&-332, the
ing ground. Of particular interest is the ratio of i@ toM1 ~ MOst systematic of these being the 1976 Bonn experiment
N—A transition strength4EMR). Hadron models predict [32]. quever, seve_ral_gutho_rs of (_jlspersmn calculations
this mixing ratio to be quite small with values ranging be- have pointed out a §|gn|f|cant inconsistency between the re-
tween —0.5% and—6% [14], so the requirements of experi- Sults of these experiments angt,¢r) data near the peak of
ment are quite demanding. Extractions of the EMR fromtheA [33-38. With Bonn-production as input, the disper-
pre-1990 experimental dataimostly unpolarizef favored ~ SION calculations always overpredlcFed_ the Compton cross
values between-1.1% and—1.6%[15,16. However, early = Sections near thé peak. A lowerunitarity bound on the
in the last decade the first of a new class of precision polarcompton cross sections, which avoids questions regarding
ization measurements became available from the LEGS faonvergence of the dispersion integrals, can be constructed
cility. These proved to be inconsistent with previous extrac®y using= production to evaluate the imaginary parts of the
tions [17], and instead required an increase in the EMR ofcompton amplitudes while setting their real parts to zero
about a factor of twg18—20. This factor of two is particu- [34,33,38. Beyond this, minimal real parts can be formed
larly crucial for models of hadron structure. In its absencelfom the s- and u-channel Born and t-channel 7°-pole
there is essentially no room for a pion cloud around thedraphs[35]. These exercises lead to a common conclusion.
nucleon[11,17. The database has expanded considerably’reviously published data near the peak of sheesonance,
during the last ten years, chiefly from new experiments afnd particularly at 90° center of ma&sm.,), appear to com-
LEGS and Mainz, and the larger EMR value has been borngletely exhaust these bounds, if not violate them, and leave
out in sophisticated analys¢g1,22. Here we present the No room for the dispersive contributiofi37].
final LEGS data and analyses, including extraction of the The chief experimental background to Compton scattering
EMR and the individual transvers¢— A amplitudes. comes from theyp— #°p channel, where one high energy
Compton scattering, pion photoproduction, and pion-Photon fromm®-decay is detected. The cross section for this
nucleon scattering are related by unitarity through a commomrocess is~200 times that expected from Compton scatter-
S matrix Below 27 threshold, E,=309 MeV, Watson’s ing. The earlier Compton experiments did not have sufficient
theorem requires they(w) and (=, 7) channels to have a resolution to unambiguously separate the Compton and
common phasé23], and K-matrix theory can be used to (v,7% channels, and relied heavily on simulations to iden-
provide a consistent, albeit model dependent, extension dffy regions in which the Compton process should dominate.
this unitarity relation to higher energig$6]. Once the ¢, 7) In contrast, the present experiment was designed to eliminate
multipoles are specified, the imaginary parts of the Comptofotential problems withm® background subtraction ba)
amplitudes are completely determined by unitarity and a disconstructing an observable in which the two competing
persion calculation involving integrals of the pion multipoles channels are completely separated, énddirectly measur-
can be used to generate their real parts with the only uning all detector efficiencies, thus eliminating the dependence
knowns being the nucleon polarizabilitig24,9). upon simulations. Both of these goals were achieved in the
At any given energy, a minimum of eight independentPpresent experiment with a large over-determination of kine-
observablesfor each pion charge statare necessary to Mmatic parameters.
specify the photopion amplitud@5]. Such complete infor- To minimize uncertainties in multipole determinations,
mation has never been available and previous analyses hatke (v,m") channel was also measured in the same experi-
relied almost exclusively on only four, the cross section andnent. Although Monte Carlo simulations were used here to
the three single polarization asymmetri&s(linearly polar- ~ correct for* reactions in the material of the detectors, the
ized beamy T (targe}, and P (recoil nucleon. In previous high resolution of the detectors allowed a sensitive evalua-
experiments’ ther® and = channels have genera”y been tion of these simulationéwhich several standard hadron re-
measured separately, each with independent systematic éction packages in fact failgdin the experiment described
rors which complicates the situation even further. In such d1€re, cross sections and linear polarization asymmetries have
case, specific multipoles such as the very interestin@/2  been determined for the(y,y), p(y,#°), and p(y,7")
M1 andE2 components can still be extracted from a fit to areactions in such a way that the overall cross section scales
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for the three channels are locked together with a small sys- 40000 ' ' ' ' '
tematic scale uncertainty. At energies below thefor E,,
less than about 270 Me\bur results for all three channels
are in substantial agreement with the earlier Bonn data 30000 B
[32,38,39. But near theA peak, our measured Compton
cross sections are about 28% higher than the 1976 Bonl3
measurements df32]. This has resolved the long standing 5 20000 N
unitarity puzzle However, ours production cross sections 3

are also somewhat higher than the Bonn data aftpeak in

both thew® and 7" channels. A rescaling of the Bonn data 10000 7
by a factor of 1.10 brings all of thei® cross sections and

most of theirm™ results in agreement with the cross sections

of this work, indicating that the differences actually scale 0200 295 280 275 300 325 350
with cross section, not beam energy. Nonetheless, with this Photon energy (MeV)

rescaling, the Bonnr " -production at extreme forward and

backward angles are noticeably higher than our results. We FIG. 1. The spectrum of electrons at the focal plane of the
speculate that these differences are due‘tdackgrounds in LEGS.tagging spectrometer. The horizontal scale gi.ves the corre-
the Bonn data. Compared with bremsstrahlung source§POnding photon energyk,=E;ing—Eaq. Three high-energy
laser-backscattering produces a photon beam that is virtual§A9es are evident at 307 MeV, 317 MeV, and 332 MeV,, correspond-
background-free. Assuming this explanation, one concluded 1 the backscattering of 364 nm, 351 nm, and 333 nm light from
that the essential difference between the LEGS and Bonfi284 GeV electrons, respectively.

mr-production cross section data is a normalization factor o
10%. This is in fact much larger than can be accommodate
by systematic scale uncertainties. Frankly, we found thi
quite surprising and a great deal of effort has gone into cros
checking our results.

New experiments at Mainz and at Bonn have reporte
results on Compton scattering amdproduction. While the
Mainz Compton cross sectioid0-42 are in quite good
agreement with our results, the newproduction cross sec-
tions from Mainz[43], and the recentrt measurements

ser light from 2.58 GeV electrons. Theray energies were
etermined to~5.4 MeV, full width at half maximum
FWHM), by detecting the scattered electrons in a tagging
spectrometer, as described[#5]. This resolution is domi-
dﬁated by the momentum spread of the electrons in the stor-
age ring. A typical spectrum of tagging electrons is shown in
Fig. 1. The backscattered energy is related to the laser and
electron energies;; andE,, by

4g|(Eo/mg)?

from Bonn[44], are both close to the old Bonn data. Neither _ (1)
the Mainz work nor the new Bonn experiment measutéd 7 1448 Eo/m2+ 6%(Eo/mg)?’

production at extreme forward and backward angles, so no

information is available on possible backgrounds. wherem,, is the electron mass anlis the laboratory angle

The measurement of Comptonm? and7* cross sections, between the electron angray momenta. Maximumy-ray
with scales that are locked together with a common systemenergies correspond t#=0°. Since the laser was operated
atic uncertainty, is a unique feature of this experiment. Thén a multiline mode(364 nm, 351 nm, 333 nnthis spec-
key components of the measurement and the analysis ateum is actually a superposition of three backscattering spec-
described below. This is covered in some detail because afa with corresponding maximum energies of 307 MeV, 317
the differences between owr-production cross sections and MeV, and 332 MeV, respectively. Data for this experiment
those measured at Bonn and Mainz. Beam characteristics awere collected in three block&orresponding to three ar-
discussed in Sec. Il, and experimental geometry in Sec. lllrangements of detectors—see Table | beland the same
The Compton#° analysis is detailed in Sec. IV, and the" tagger calibration was maintained throughout. This calibra-
analysis in Sec. V. The final data are presented and compareidn depends on the value of the electron beam energy. We
with other experiments in Sec. VI. We have carried out ahave verified the storage ring energy by measuring the angle
multipole analysis of these data and this is described in Seof tagged photons relative to the electron momemtafor
VII. The extractede2 andM1 N—A transition amplitudes different laser lines and different tagger settings. Uncertain-
are discussed in Sec. VI, and the proton polarizabilities inties in this measurement lead to a distribution of ring ener-
Sec. IX. We conclude with a summary of the key points ingies with half widthAE.=*+13 MeV. The corresponding

Sec. X. changes in the~ray spectrum are quadratic with energy, but
in the tagging interval these are approximately given by
Il. BEAM CHARACTERISTICS AE,(MeV)=£[0.016<E,(MeV) —1.942.

The laser-electron backscattering process is simply

The experiment was performed at the Laser ElectrorCompton scattering in the rest frame of the electron, but the
Gamma Sourc€LEGS) facility located at the National Syn- Lorentz boost to the laboratory creates a phobaam by

chrotron Light Source(NSLS of Brookhaven National collapsing the entire angular distribution into a narrow cone

Laboratory. Linearly polarized rays between 213 and 333 about the electron momentum vector. The spatial distribution

MeV were produced by backscattering polarized ultravioletof the high-energy photon beam after the nuclear target
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15 ' ' ' above 200 MeV the degree of polarization is virtually iden-
Ce . . tical for both vertical and horizontal orientations of the pho-
107 s o o o @ @ o & « « .[  ton'selectric vector.
) &« e s o OO OO0 OC o & e The actuah-ray polarization is modified slightly from the
5 - - . . .
E curves of Fig. 3 by two effects: bremsstrahlung in the re-
a o oo JUJJo o = = sidual gas of the electron-beam vacuum chamber, and partial
@ 0- - At ; ot
= > o O o] |:||:|\:||:| (J]O oo depolarization of the laser light due to synchrotron radiation
s sF 5 0O OO OdOoOgo o a = damage in the optics used to transport the light into the stor-
§ « o o OO OO O & o & - age ring. The unpolarized contribution from bremsstrahlung
—10 .. L was monitored at random intervals between 150 to 450 s.
Within the tagging range it was always a smatl 1%) frac-
151 , , tion of the flux,F,.m, independent of tagging energy. This

T
—20 —10 H d‘O (mm) 10 20 resulted in an effective correction to the polarizat®gyem
orz. disp. tmim =(1—Fp,em. The laser polarization was measured after the
FIG. 2. The measured spatial distribution of the LEGS taggednteraction region, at the exit of a 180° port in the bend-
photon beam. The size of the square symbols is proportional to thBlagnet upstream of the ring straight sectiaiich is free of
intensity. synchrotron radiation The laser light was prepared in two
polarization states, horizontéstate 1,in the plane of the
(~40 m from the center of the interaction regjida shown  Storage ringand vertical(state 2 perpendicular to the ring
in Fig. 2. The horizontal ellipse reflects the divergence of the?!an®- Denoting the polarizations oflthe Iasclar light, as mea-
stored electrons which is a factor of five smaller verticallySuréd after the interaction region, B andP3 , the corre-
than horizontally. Horizontal and vertical nickel slits, located SPondingnet y-ray polarizations are given by
20 m upstream of the target and followed by a magnet to

_ | _ 1l _pl —
sweepe™ pairs out of the beam, are used to eliminate pos—PI(Ey)_beem{PlPl(EV) 2(1=PYIP(E)) = Pa(EN ]},

sible tails and confine the photon beam completely within the (2a)
target. M | _i/1_pl _
Laser backscattering produces substantially higher def2(By)= Poren P2P2(E,) = 2(1-Po)[Pu(E,) PZ(EV?%B

grees of polarization than coherent bremsstrahlung. Further-

more, since the production process is simply the Klein- the second term in Eq2) arises from the decomposition
leh|r_1a scattering ofhght from free electrons in vacuum, the ¢ e unpolarized component into its orthogonal compo-
resulting y-ray polarization can be exactly calculated from nonis ang, sinc@, ~P,, this term is very small except at the
th? mtgdent Iasedr pola(glzatlo[m?]. F|gur|_e 3 ShOV‘I’S the cal- |o\ver energy end of the tagging interval. The measurements
e e oL o PL andPl, werecaie o Tequen? mes
resu]/t is nearly 100% for the maximumrray energy and the course of the experiment, split approxma}tel_y equally be-
tween the three data blogkd he standard deviation of mea-

never falls below 75% for either state throughout the tagging5 e

. ; ! urements within each data block was used to generate the
range(213 fo ??33 MeV. While there IS a slight erendence systematicy-ray polarization uncertainty~1%) for that
upon polarization state because of differences in the electr

beam divergence in and out of the plane of the storage ring, During the course of the experiment, the laser polarization

was flipped between directions paralld)) (to the reaction

1.00 ' plane (state 2 and perpendicularl() to the reaction plane
] (state 2 at random intervals between 150 to 450 s. Various
0901 + observables can be constructed from the cross sections mea-
r ] sured with the laser polarization in these two statgsand
080 1 o». In particular, the cross sections that would be measured
PrEy | ] by a beam of 100% polarizegt rays with electric vector
0704 1 oriented i_n, or perpendicular to, the reaction plame Or
[ o) are given by
Vertical polarization
0.60 +—/* 4
A EE T Horizontal polarization 1 (1+Po1—(1-Pl)o, (33
[ ] o= '
0.50 ¥ e P{+PJ
180 200 220 240 260 280 300 320 340
E, (MeV) —(1-PY o+ (1+P) oy an
g = .
FIG. 3. The energy dependence of the polarization upoay PI+PJ

energy for the two linear polarization states produced in the back- _ _ _
scattering of multiling364 nm, 351 nm, 333 njraser light from  The cross section that would be measured with unpolarzed
2.58 GeV electrons. rays is just the average of; ando, ,
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Plo,+Plo, ger hits are easily rejected. Single-hit analyses are used in
— -2t 1z (30 constructing asymmetry ratios. However, for absolute cross
PI+P3 sections, rather than attempting to correct for such a rejection

efficiency, multiple tagger hits are treated as accidental coin-
cidences and subtracted by monitoring events associated
with the five electron buckets following th&ue event
— 01702 (3d) bucket.

PJo,+ Pi/gz' At LEGS, the optics of the storage ring guarantee that
100% of the electrons which scatter light to produceays

and the numerator of this quantity, the spin-differeite reach the tagging focal plane, provided only that their mo-

The beam asymmetr¥, = (oy—o,)/(oy+0,), is

=3(oy— o)), is related toor; ando, by mentum matches the acceptance setting for the tagmer (
<2.385 GeVt, corresponding toE,>207 MeV for the
A 01— O measurements reported her€his is true even if a scattered
2= (3¢ electron is out on the tail of the beam divergence distribution

and pointed in such a way that the backscattered photon will
Ol?e stopped in the nickel beam slits. For this reason, we moni-
tor the beam that actually passed through the target, rather
than simply counting tagged electrons. The beam flux was
onitored by counting* e~ pairs in a sampling calorimeter
nstructed by interspersing scintillators with a thin, copper
nverter of very uniform thickness. Accidental coincidences
with the tagger were subtracted in exactly the same way as in
. o e the analysis of the reaction data. The efficiency of this moni-
_The calculation of th@»—_ray pola_nzatlon was ver|f|e_d just tor (~6% with a small energy-dependent slppeas deter-
prior to the start of this experiment by measuring themined by decreasing the flux and comparing with tagged
D(y,p)n nuclear asymmetry with two different laser lines rates measured in a largeonitoring Nal(Tl) crystal placed
which produce different photon polarizations at a fixed taggirectly in the beam. This procedure was tested with count-
energy[47]. The two data sets are in excellent agreementing rates in the Nal ranging from 0.1 kHz to 100 kHz and
The difference between the two asymmetry measurements ghowed no discernible rate dependen@e deduced fluxes
each angle, compared with the expected value of zero, giveégreed with the number of tagged electrons withis%,
a x*IN; of 0.84, summed over angles. A second cross checlind proved to be more stable over long time periods, being
of the beam polarization was provided by thele(y,7°) independent of the electron orbit in the storage pirihe
asymmetry. Data for the present experiment were collectedfficiency of the sampling calorimeter was measured fre-
in three blocks and in between the second and third periods guently (54 times throughout the course of the experiment,
“*He(y, % measurement was carried out. Angular momen-Split approximately equally between the three data blpcks
tum and parity conservation require the linear beam polarizalhe standard deviation of measurements within each data
tion asymmetry to be-1 for this reaction, and a comparison block was taken as the systematic uncertainty in the flux
of the measuredr® asymmetry with this expected value normalization for that block. This systematic flux normaliza-
yielded ay?/point of 1.39[48]. As comforting as it is to tion uncertainty proved to be nearly constant-at%. [Ap-
verify the beam polarization with a nuclear reaction, it is Proximately half of this variation could be accounted for by
important to keep in mind that such measurements will neveghanges in the barometric pressure of the air between the
approach the accuracy with which the polarization can b&ampling calorimeter and thraonitoringNal(Tl) crystal, al-
calculated from the Klein-Nishina process. Nor is it practicalthough no attempt was made to correct for this effect.
to repeat such nuclear measurements with sufficient fre-
guency to sample their systematic uncertainty. Fortunately,
the beam production at LEGS involves only the simplest of
processes, and the measurements of the polarization of the In this experiment, the polarizegtray beam traversed a
light that collided with the free electrons of the storage ringcylindrical 13.0 cm long cell of liquid B, 6.4 cm in diameter
and the small component from bremsstrahlung in the residuatith rounded end-caps. The target walls were made from
gas of the ring vacuum chamber remove the only potentiad.25 mm thick Mylar, thinned to 0.12 mm at the entrance and
unknowns. exit windows.

The electron ring at the NSLS operates at a frequency of Six high resolution NdITl) detectors surrounded the tar-
52.88 MHz with 25 of a possible 30 Rfucketsfilled with  get and were used to detect photons, recoil protons and
electrons. LEGSy rays are thus separated by multiples of charged pions. For thp(y,y) andp(y,#°) reactions, pho-
18.9 ns. With an average tagged flux 0k40° s™%, two or  tons were detected in a large volume (&) crystal (48 cm
more scattered electrons strike the tagging focal-plane detediameterx 48 cm deep while recoil protons were tracked
tor about 8% of the time. Since a separate time measuremettirough wire chambers and stopped in an array of plastic
is made for each of the 64 tagger elements relative to acintillators. This arrangement is shown in Fig. 4. A 2.5 cm
reaction from the target, events associated with multiple tagthick plastic scintillator(BC 408[49]) in front of the large

Since the photon has only two quantum states, any two
o, o, o, %, andX completely characterize the reaction.
The choice of observable usually depends on whether one
trying to suppress or emphasize model dependence wh
comparing data to a calculation. In all cases, it is importanEo
to construct the desired quantities directly fromando, in
order to avoid the needless amplification of uncertainties.

IIl. EXPERIMENTAL GEOMETRY
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Plagtic Scirtillator
Bars

U W WV W W W W W W W W W W

i
x-y Drift

Chambers To scintillator

TOF array 4

FIG. 5. The detectors used during the third data gr@ae Table
1), labeled by their central lab angles. The &) crystals at 90°
afnd at 170° are in the vertical plane, above and below the beam
?ine. The rest of the detectors are in the horizontal plane. The
Nal(Tl) centered at 55° was used both by itself to detettfrom
p(y,7*) and in coincidence with the time-of-flight argabeled

) ) TOF here for y+ p events fromp(y,y) andp(y,n°), as shown in
Nal separated neutral and charged particles, and in front gfig. 4.

this a 5 cm thick lead collimator with a conical aperture
restricted the acceptance to the full diameter of the Nal atits . .. . . . :
back face. Although 5 cm of lead will stop all protons and relative tw_nmg of I'gh_t signals frgm opposite ends of these
pions produced in the target, this thickness is not sufficient t§'S Provided a horizontal positiofio ~7 cm, FWHM
completely absorb the energy of a high energy photon. Noné/_vhll_e_ the segmentation of the array determined the vertical
theless, it does guarantee the generation of an electroma@osition. This provided a second independent Eneasurement
netic shower which will be detected by the 2.5 cm thick Of Proton angles, with an accuracy of about 1.4°, FWHM.
plastic immediately behind it, thus providing an efficient, Data were collected in three groups of runs corresponding
compact active collimator foy rays. On the recoil arm, a {0 three different angular settings of the 48 cm diameter Nal
stack of 7 high resolution drift chambers were used to recon@Nd TOF detectors. The central laboratory angles for the Nal

struct proton trajectories. Six of these were oriented with(6,,,) and recoil arms¥y) are listed in Table |, along with
wires vertical to measure position in the horizontal pléxe the center of masg&.m) angles of the different channels for
chambers and one was oriented with wires horizonfgl ~ which data were extracted. The detector settings were chosen
chambey. This combination determined proton reaction so as to provide an overlapping angular range to verify con-
angles to about 0.4°, FWHM, limited by multiple scattering sistency between the three groups of data.

in the target. A thin-walled helium bag after the wire cham-  During the third group of data runs, a set of four wire
bers minimized further multiple scattering. The protonschambers(identical to those used on the recoil TOF arm
stopped in an array of 16 plastic scintillator b&BC 408,  was installed in front of the 48 cm diameter Nal to provide
each 10 cm by 10 cm by 160 cm long, stacked in a wall 4 msimultaneous tracking of charged pions. An additional five
from the target to provide a long time of flighftOF). The  Nal crystals were also used during tigeoup Il runs to

FIG. 4. Arrangement of detectors used to identify-proton
coincidences, with photons measured in a largg Nakrystal and
protons tracked through wire chambers and stopped in an array
scintillators 4 m from the target. A lead collimator is shown cut
away to expose the plastic veto scintillator in front of the Nal.

TABLE |. Detectors, settings, and corresponding c.m. angles for the three data groups.

Data  Nalsize g, (Vg o A o8
group (cm)

Il 48X48 107° (=30°) 135°, 125°, 115°, 130°, 120°, 110°,

105° 100°, 90°
| 48X 48 76° (—44°) 105°, 90°, 75° 100°, 90°80°,
70°
1l 48X 48 55° (—55°) 75°, 65°, 70°, 60° 85°, 75°,
55° 65°, 55°

1l 24X 36 14° 150° 20°

1l 13X15 90° 105°

1l 24X 25 140° 150°

1l 8 X13 170° 170°

1 8 X13 170° 170°
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obtain a broad sampling of th y,#") angular distribution. 100 — : : :
The recoil neutron was not detected in any of e/, 7 ") — '
measurements. The dimensions and angular settings of th@ 80 4
group Il detectors are listed in Table | and their arrangementa
is shown in Fig. 5. The detectors at 90° lab and 140° Iab 2
were preceded by wire chambers that were used to trelck =
events and to define the solid angles. “|5
In addition to defining solid angles, wire chambers pro- 2 407
vide the potential for reconstructing the source of emitted ;=
particles. However, this latter capability disappears at ex-& 207
treme angles where the detector is essentially looking dowr®
the beam axis. On the other hand, for these angles a sma 0
and accurately known azimuthal acceptance must be main 0
tained to avoid large errors on the polarization asymmetry. 100 ! ! ! !
For these reasons the solid angle of the 170° Nal crystals fo__
7" events was defined by lead collimators having tapered% 80 -
apertures whose cross sections were formed from arcs deﬂra
ing a fixed azimuthal acceptance. The same technique coulmo
have been used for the 14° Nal crystal which detected botr%
forward-angle == and recoil protons corresponding to
backward-anglem® production. However, because of the
concern for placing lead in the path of forward goiag . T
from atomic pair production, this detector was preceded in-& 20 > Reaction tails - -
stead by a pair of scintillators in the shape of arcs defining a® et
fixed azimuthal acceptance. These were used to define th g | , | :
solid angle.(By requiring a coincidence between these scin- 0 20 40 60 80 100
tillators, false triggers from the Cerenkov effect in the non- Bar array energy depostion (MeV)

overlapping light guides were eliminatgdVire chambers FIG. 6. Energy deposition in the array of plastic scintillator bars
preceding these scintillators were installed for part of theof Fig. 4 plotted against the TOF to the bars, shown with@og)
running period and were used to check the efficiency of thesgnd with (bottom) the requirement of a straight track through the
arc-shaped scintillators. wire chambers. The polygon in the bottom panel defines the region
The light from all of the NalTl) crystals in this experi- used in the Comptom? analysis.
ment was collected using Hamamatsu R1P&d] photomul-
tiplier tubes and voltage dividers equipped with temperaturein the sixx-wire chambersliminated almost ale™ events
compensated resistors. This combination produced a highl{pottom panel of Fig. 6 The polygonal arc surrounding the
linear and stable response. The gains of the Nal tiaed dense band in the lower panel defines the region of accepted
those on the plastic bar arsawere continuously monitored proton events. Events to the left of this area are due to
with a pulsed HeCd laser system. Shifts in Nal gains weréwuclear reactions in the plastic bars. It is important to ex-
found to be insignificant over the time scales of any of theclude these events since they are associated with an incorrect

60

.. Dprotons

100

60

40

time—of—

data groups €2 months each energy signal and would confuse the kinematic identification
of the Compton andr® channels.
IV. ANALYSIS OF COMPTON AND #° PRODUCTION The drift chambers on the TOF arm provided precision
tracking of charged particle events. In addition to simgte
A. The (y,7)/(v,=°) separation rejection and the determination of reaction angles, they were

The p(y,y) andp(y,7°) reactions were separated with Used to project the track onto the plastic bar array. The pre-
the detectors shown in Fig. 4. An event in the 48 cm diamdicted horizontal coordinatew(c}®™) was compared to the
eter Nal triggered the data acquisition system, and a softwarear position determined from the time difference of the light
coincidence was required with the TOF arm. Protons weréignals at opposite ends of the scintillatbra(,), and agree-
identified by comparing the energy deposited in the scintilinent was required to WlththCbars bar,|<20 cm. In the
lator bars with the corresponding TOF. A spectrum is showrdimension perpendicular to the reaction plane, the bar seg-
in the top panel of Fig. 6 from thgroup | data. Spectra from mentation pary) and the vertical wire chamber position
the other datagroupsare virtually identical. This plot con- (wc,) were used to project the ray back to the beam axis,
tains contributions from protons, and electrons and positrongnd the position was required to fall within5 cm of the
as indicated.(Charged pions would overlap with the" target center. These requirements eliminated virtuallyall
band, but are essentially eliminated by the requirement of asvents not already suppressed by xtheghambery? cut. The
accompanying high energy ray with energy greater than x chambersvere also used to project tracks back to the beam
100 MeV) Because electrons undergo considerable multipleaxis to form an image of the source of emitted particles. This
scattering even in thin amounts of material, the additionals shown in Fig. 7 for thegroup | data. The vertical lines
requirement of a lowy? (<3) from a linear fit of the tracks indicate the physical limits of the target cell. The broadening
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Projection along target axis (cm) 30 AE in Nal (MeV) .
FIG. 7. Projection of tracks from the TOF wire chambers onto 25 L
the beam axis for thgroup | data. The vertical lines indicate the — ~~
. »n 20 I
physical length of the target. o i
~ 15 -
of the target edges is due partly to its rounded end caps, but 2, i
mostly to the uncertainty in the depth within the target at g ,
which events originate. The latter effect smears the source 57 I
resolution when the laboratory recoil angle is different from & 0 B r
90°. For thegroup | data, ¥ gr=—44°, as listed in Table I. 5 57 QOO ol e T e -
The small peaks to either side of the target celi about _od s s emt s p(y,y) : L
+10.5 cm are produced by the Mylar vacuum windows 5 A o :
at the entrance and exit of the target chamber. The target 150 —125 —100 -75 -50 -25 O 25
definition was slightly better for thgroup Il data 'k AE in Nal (MeV)
=-—55°) and a little worse for thegroup Il data g 30 i
=—30°). In all cases, the reconstruction resolution was suf- 25 r

ficient to completely remove the contributions from vacuum
windows by restricting to source points within9 cm of the
target centefFig. 7).

The p(y,y) and p(y,7°) channels have been separated
by comparing they-ray energy deposited in the 48 cm diam-
eter Nal with the proton TOF to the bar array. This is shown
in Fig. 8, where the energy expected for Compton scattering, _, AR
as calculated from the angles measured in the wire chambers<i s T B0
and the tagged beam energy, has been subtracted from the ~107" .. -7 7
abscissa. The net recoil TOF has been constructed as the —15- — i . .
weighted mean of the time deduced from the proton energy -0 -125 -100 -75  -50 -25 0 25
deposited in the plastic scintillator bars and the direct flight- AE in Nal (MeV)
time measurement, t_he latter b_elng dor_nlnant du_e to its FIG. 8. Recoil proton TOF to the plastic bar array, plotted
smaller uncertainty(This net TOF is essentially the distance pgainst energy deposited in the 48 cm diameter Nal. For both axes
along the polygonal arc in the proton identification plot; Fig. the values expected for Compton scattering, calculated from the
6, bottom) The expected TOF, calculated again from theangles determined by the TOF wire chambers and the tagged beam
angles measured in the wire chambers and the tagged beaiRergy, have been subtracted. Results for 10° bins centered at 120°,
energy assuming(y,yp) kinematics, has been subtracted 90°, and 60° c.m. from thgroup II, group |, andgroup Il data are
from the ordinate in forming the plots of Fig. 8. Results areshown in the top, center, and bottom panels, respectively, for the
shown here for 120%5°, 90°+5°, and 60%5° c.m. from  tagging interval 296.E <333 MeV.
the group I, group | and group Ill data in the top, center
and bottom panels, respectively. In each case, Compton scdeéft side of then? cluster in the top panel is created by the
tering events are clearly resolved in a peak centered at theombination of Compton kinematics and a 100 MeV Nal
origin. These particular plots have been made for the tagginthreshold that was imposed on all three dataups As the
interval between 290 MeV and 333 MeV. The channel sepay-ray angle decreasdésenter panel of Fig. )8 the expected
ration is even larger for lower tagging energies. Compton energy increases which extends #fecluster to

Since the energy ofr'>-decay photons is always less than more negativeAE values. Similarly, recoil protons from®
that of Compton scatteringz’ events appear at negative production are always lower in energy than those from
values ofAE in the plots of Fig. 8. The lowAE limit at the ~ Compton scattering, and thus have a longer TOF. As a result,

in bars (ns)
S

S
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300 1 1 1 1 1 100 1 1 1 1 1
bso 1207 323 MeV i 120° 265 MeV
200 - -
m —
-
£ 150 -
3 L
O
O 100 -
50 - i
0
200 1 1 1 1 1
90 323 MeV FIG. 9. Spectra of events be-
150 - L L low a line rotated~30° between
" g the (y,y) and (y,#° peaks in
) 3 5 plots similar to Fig. 8, shown here
g 100 8 - - for two tagged energiegight and
o left panel$. The high energy
@ peaks result from Compton scat-
50 . B r tering. The data in the top, center,
T and bottom panels are from the
o e group I, group |, and group Il
' ' ' ' ' sets, respectively.
250 30 L L L
200 25 60° 265 MeV L
7] 204 -
"E 150 | -
2 S 5% ‘
100 -
L 10 -
50 - 5 % |
0 o T T T

Rotated AE/At coordinate (arb. units)

the 0 clusters extend to positive valuessf in the plots of 265 MeV. The data in the top, center, and bottom panels are
Fig. 8. The largery-ray angles are associated with higherfrom the group II, group |, andgroup Il sets, respectively.
energy recoils and shorter TOFs. The cutoff of tecluster  (Accidental coincidences with the tagger have been treated in
below AE~—75 MeV in the lower panel results from the the same way for these reactions as for the beam flux mea-
low proton energies associated with this forwartay angle.  surement, Sec. Il, and have been subtracted from these spec-
Here, most of the low energy°-recoil protons are stopped tra) The widths of the high energy peaks from Compton
in the target. scattering are dominated by the energy loss of the recoil
Compton scattering yields were extracted from spectrarotons in the hydrogen target, and in the rotated coordinate
similar to those of Fig. 8 by cutting data with Nal energiessystem of Fig. 9 their shape is essentially Gaussf@he
different from the Compton process by more thaBy®',  AEN®' cut reduces ther® background in these rotated-
where| AE{?!|< 20, 20, and 30 MeV thresholds were usedcoordinate spectra. The cutoff used with gmeup Il data,
with the group I, group | and group Il sets, respectively. 30 MeV, is the largest because th@ peak in Fig. 8 is the
The remaining high energy events were projected onto a linenost limited for the low proton energies associated with that
rotated by about-30° from the energy axigparallel to a angle) The spectra of Fig. 9 were fit to separate Compton
line between the,y) and (y, 7°) peaks. These projections scattering from the residual tail of° events. The yields
are shown in Fig. 9 for two tagged energies, 323 MeV androm the two polarization states were extracted by first fitting
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the sum of spectra from the two states, using the result to fisimilar to that shown in the lower panel of Fig. 6. The effi-
the line shape parameters, and then refitting the individuatiency of this requirement can be directly measured by using
polarization states by varying only the peak ar@&rious  non-bar variables to guarantee that a proton was incident on
fitting procedures were explored, but the result was insenskhe bar array. The fraction of these with valid bar signals is
tive to the method because of the high degree of separatiofen the net bar efficiency.
between the Compton ane’ peaks) _ The TOF wire chambers are sensitive only to charged
The (y,7°) yields have been extracted by making a roughparticles and can be used to restrict their source to the liquid
cut to exclude most of the Compton evefisthout truncat-  pygrogen. The additional requirement of a high-energy sig-
ing tails frqm then? pea_lé in plots similar to those of Fig. 8, 5 (>100 MeV) in the 48 cm diameter Nal from a neutral
and summing the remaining counts. The Compton Cross sefyicle (with no signal in its front veto plasticeliminates
1 e e ecion o ot it et Tecton. T, prton e s e
Cross sections. anteed by requiring a single ele;lctlron in the taggé?f’hit, a
Empty target data were collected for each of the thred'eutral high-energy Nal signal;, 2100, and a wire-chamber

measuremengroups in order to sample the contribution track that passes the? test for a straight Iinel,\l"XVZCX, coming

from the walls of the target cell. These were analyzed withom the central 10 cm of the 13 cm long targNtNCX and
the same requirements used to extract Compton scattering bar Yo'

and 7° production, but subtractions proved unnecessanpointed at the bar array™7,,,. For Np®" events satisfying
since the number of events surviving these requirements wdBe proton requirements imposed on bar sigiedat is with

completely negligible. bar, hit positions within 20 cm of the values predicted by
the x chambers with bar, positions which project back
B. Measurement of detector efficiencies through they chamberto within =5 cm of the target axis,

and with bar energy and TOF falling within the polygonal
%ands in bar identification plots as in Fig, 6he bar array
efficiency for protons is given by

Events were added to the Nal energy verses TOF hist
grams used to separate the Compton arfdproduction
channelgas in Fig. 8 only when the following criteria were
fulfilled: the recoil proton had an energy and TOF within a

polygonal arc similar to that shown in the bottom panel of (N9 NNNL AN ANYS NS L ANDar
Fig. 6; the fit of the six TOFx-wire-chamberpositions to & 4 efi= v X 19ty p
straight line had a reduceg?<3; the x projection of the N9 NNT2 oINS AN NS )
wire-chamber track onto the bar array agreed to within 20 cm X 940 (4a)

of the hit position recorded by the barkyc2?'S—bar,|
<20 cm; thex projectionof the wire-chamber track back to
the beam axis was consistent with an event originating in thd his net efficiency includes all possible effects encountered
target cell 9<z<+9 cm in Fig. 7; they projectionof after the proton leaves the wire chambers: multiple scatter-
the track back to the beam axis, using the bar positionng, dead layers, and lost signal from nuclear reactions in the
(bary) and the vertical wire chambew(,), fell within +5  detector material.
cm of the target axis; the 2.5 cm plastietoin front of the The bar detection efficiency depends upon energy, and
48 cm diameter Nal had less than 5 MeV deposited energysince the data are dominated by production, the proton

Each of these requirements has an efficiency associatgdertex energy can be reconstructed from the wire-chamber
with it. While Compton and=° production are both two- angle and tagged-beam energy assurpifig,p) 7° kinemat-
body reactions, and as such are completely specified by twigs The efficiency from thgroup Il data for the centrat 70
kinematic observables, in fact eight kinematic variables havem of the array(avoiding the edges of the 80 cm bark is
been measured in this experiment: the tagged beam energyjotted as a function of proton vertex energy in the top panel
the protortime of flightto the bar array; the energy deposited of Fig. 10 as open circles. The solid curve is a fit of a smooth
by the proton in the scintillator bar array; the polar and azi-fynction to these data points. Since the scintillation light is
muthal angles of the recoil proton measured in the TOF-armgjected at either end of each bar, there can be an additional
wire chambers; the proton recoil angles determined again bysition dependence to thear eff This is shown in the
the hit position in the bar array; theray energy in the 48 |ower panel of Fig. 10. There, the parametrized energy de-
cm diameter Nal. _ _ . pendencdthe solid curve in the top panek divided out to

In addition to providing the first unambiguous separatlonexpose the separate position dependence. The full two di-
of the p(y,y) andp(y,7°) reactions, this large kinematic mensional map obar eff is shown in Fig. 11 using the
overdetermination has allowed us to deduce the detector efngoth functions that were fitted to the measureméthis
ficiencies directly from the data themselves, thus avoidinggig curves of Fig. 10 In general, data extraction was lim-
potential systematic uncertainties associated with simulgyeq to regions of detector response where the efficiency was
tions. We describe each of these efficiency measurements ¥jo\wly varying. The only exception was in the minimum
turn. proton vertex energy where the efficiency was allowed to
drop to 66%.(This is a compromise in extracting data at as
low a beam energy as possible without having too large an

A proton is identified in the array of plastic scintillator efficiency correction.The vertical lines in Fig. 10, and the
bars on the TOF arm as an event within a polygonal arehdeavy lines in Fig. 11, indicate these extraction thresholds.

1. Scintillator-bar-array efficiency
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FIG. 12. Measured efficiency for protons in thavire-chamber
of the TOF arm(open circleg as a function of distance from the
center of the chamber. The solid curve shows a smooth function
fitted to the data. The vertical line indicates the limit used in data
extraction.

The bar efficiencies are very similar in theoup landgroup
Ill data sets, although the dynamic range of proton energies
is somewhat less.

2. Wire-chamber efficiencies

The seven drift chambers used to track charged particles
on the TOF arm were all identical in construction, six ori-
ented with wires verticalx chambersand one oriented with
wires horizontally chambe). The geometrical layout of de-
tectors in Fig. 4 guaranteed that any proton originating from

in the TOF-bar array as a function of proton vertex energy, top. Athe region of the target, including the liquid,Kell and the

smooth function fitted to these datsolid curve in the top pangl

mylar vacuum chamber windows, which reached the plastic

was used to divide out this energy dependence from the efficiencljar array had to have passed through the stack of wire cham-
verses position plot shown in the bottom panel. Vertical lines indi-pers. The position of a charged particle in thechamber

cate thresholds used in data extraction.
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could be predicted from th& chambertrack and the hit
position on the bar array. Thus, protons in thehamber
could be guaranteed fromon-y-chambepbservables by re-
quiring a single hit in the taggeiN?%,,, a neutral high-
energy Nal signaIN'yi'loo, an x-chambertrack that passes
the x? test for a straight IineNW;X, with bar, hit positions
within 20 cm of the values predicted by thechambers
Niczxo_barx, and an energy and TOF lying within the polygo-
nal bands in bar identification plotsi;”. With N events
detected in thegy chamber its proton efficiency is

wcey, eff

t Nal WC, wcy,—bar b wc,
{NTZ2hit NG 2300 IN S NN, XN AN

tag Nal Wey wcey—bar bar
{lehitmNy>100mNX2 AN_% — “NNjp

(4b)

This efficiency is shown for thgroup | data as a function of
the distance from the center of the chamber in Fig. 12. The

FIG. 11. Efficiency of the plastic bar array as a function of both full two-dimensional map of they-chamberefficiency is
vertex energy and horizontal bar position, using smooth parameteshown in Fig. 13, and displays the hexagonal shape of the

izations of the datdsuch as the solid curves of Fig. 1Heavy
lines indicate thresholds used in data extraction.

wire chamber frames. Regions near the frames for which the
efficiency was rapidly varying were avoided during data
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FIG. 13. Two dimensional map of thg-wire-chambermproton
efficiency using smooth parametrizations of the datach as the
solid curve in Fig. 12 Data extraction was limited to the interior of
the indicated circle.

analysis. The vertical line in Fig. 12 and the circle in Fig. 13

show the maximum radiugl1.4 cnm used in the Compton
and 7° analyses. The measured efficiencies for ghaup Il
andgroup lll data are very similar.
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FIG. 14. The measured net efficiency of the tracking algorithm
used withx-wire-chamber®f the TOF arm, plotted as a function of
bar, for thegroup I data. The center of the bar array corresponds to
bar,=0. Reaction angles increase, and proton energies decrease, as
bar, becomes increasingly negative.

3. Large-Nal-veto efficiency

Signals in the 2.5 cm veto plastic scintillator preceding
the 48 cm diameter Nal are used to eliminate charged par-

Efficiency maps similar to those of Fig. 12 and Fig. 13ticle events. This results in rejection of somarays due to

can be developed for each of tkehambersn turn by using

eithere™ pair production while transmitting this plastic veto

the other chambers to define charged particle trajectoriegr to leakage coming back from electromagnetic shower pro-

Because of thee? test applied to the fit of th&-chamber

duction in the large Nal crystal. Photons from eitipéry, v)

signals, it is convenient to develop a net efficiency for theor p(y,#°) incident on this veto scintillator are guaranteed
full stack of sixx chambersand their track-reconstruction from nonveto observables by the same requirements used in
algorithm. Protons in the-chamberstack can be guaranteed the data analysis: a smgle hit in the taggdei9,.,, a high-

from non-x-chambepbservables by requiring a smgle hit in

the taggerNy*%,;;, a neutral high-energy Nal signal})2', o,

energy Nal S|gnaINy>100, and a valid proton event in the
TOF bar array(i.e., with energy and TOF within the polygo-

an energy and TOF in the bars within the polygonal bands ila| pands in proton identification plots, witk-chamber

identification plots similar to Fig. 6N{3", and with bar,

positions which project back through tye:hamberto within
+5 cm of the target aX|sI}lf;'+gW°y For NX protons hav-
ing x-chambertracks that pass thg?<3 test for a straight
line, the netx-chambemreconstruction efficiency is

w
TINNT

Na bar bary+wcy
NN >100mNID mtht+5 }

{Ntagmtm NNilloom Nlbgrm Ny oy

tgt+5
tag
{Nl*hl'[

wc, eff=
(40)
This netx-chamberefficiency is plotted in Fig. 14 as a func-

tion of bar, for the group | data. Because of the two-body
nature of the reactions, thear, variable combines both po-

tracks that pass thg?<3 test for a straight line, wittar,

hit positions within 20 cm of the values predicted by the
x chambers and with bar, positions which project back
through they chamberto within =5 cm of the target axjs
Np®". With N¢'° events in the 2.5 cm plastic scintillator, the
net NaH-veto efficiency for photon detection is

Naaghitm N’;‘glloom Ngar} N NvE‘tO

Nal eff=1— tag Nal bar
INTE i NG Z 00 TN}

(4d)

This net Nal eff was computed separately for f{e/,y) and
p(y,7°) reactions by selecting the appropriate peak in the
AE versus TOF plotgFig. 8) with a cut along a line rotated
~30° with respect to the Nal energy axis. The results from

sition and energy dependence, with proton recoil energy dethe group | data are shown in Fig. 15 as a function of the
creasing to the left. The solid curve is a smooth functionthreshold in the veto scintillator. The measurements from the

fitted to the data. The vertical lines mark the/0 cm limits

group Il andgroup 11l sets are very similar. A veto threshold

of the =80 cm bars that were in the final analyses. The samef 5 MeV was used for all cross section extractions. The

maximum radius cut as in Fig. 121.4 cm was used with
the x-chambersin the Compton andr® analyses to avoid

fraction of Compton events rejected by the veto plastic is
less because the TOF arm requirements on the recoil proton

regions near the frames where efficiencies varied rapidlyguarantee that the corresponding scatteyadys are com-

The measured efficiencies for theoup Il andgroup 11l data
are very similar.

pletely contained within the aperture of the lead collimator

that is located just before the front veto. In contrast, the
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photons fromz° production illuminate a much larger area,  FIG. 16. High-energw(y,wo) y-ray spectra from thegroup |

and those that skim the inner surface of the lead aperture cdneasurements. Data for nine tagged beam energies between 234
produce a singlee™ pair, thus triggering the veto plastic MeV and 323 MeV are shown, offset, as open circles. Monte Carlo
while still depositing most of the photon energy in the |argegenerated spectra, with a Nal response function fitted to these data,
Nal. To minimize this, the lead collimator is conically ta- @€ shown as solid curves.

pered to project back to the center of the target. Nonethelesg,easured-minus-calculated energy difference requirement of
the effect of this lead skin-thickness is somewhat enhancedec. |V A was not imposed in generating the spectra of Fig.
by the finite extent of the target with the result that the net17 in order to expose the tail of the Nal response. The solid
y-ray efficiencies fop(y,#°) are slightly smaller. curves are the line shapes predicted from the fits torthe
data shown in Fig. 16, allowing only the peak areas to vary.
The agreement here, as at other energies, is excellent.

As a final check on the fits to the? data, we show in Fig.

An accurate knowledge of the 48 cm diameter Nal re-18 the calibration of the 48 cm diameter Nal measured im-
sponse function is needed for optimal separation of thﬁ"nediately prior to thegroup | data period by placing the
Compton andr® channels. This was determined separatelygetector directly in the tagged photon begopen circles
for each of the three datgroups (Although it is straightfor-  The calibration deduced from the fits to the spectra of
ward to place this detector directly in the tagged beam, suchig. 16 is shown as the solid line.

a measurement does not actually reproduce the experimental
conditions ofy rays filling a large conical acceptange.

Both the calibration and the line shape of the Nal re-
sponse function were measured directly from tit data. ~ There are a few parameters needed to construct cross sec-
Nal spectra fromp(y,7°), with a cut in the energy- and tions that cannot be directly measured, and for which we

TOF-difference spectréFig. 8 to eliminate Compton events, Must rely on Monte Carlo simulations. _

were fitted for each tag bin simultaneously. Data from the ~Corrections are made for events that are lost due either to
group | measurements are shown in Fig. 16 as open Circ|e§epondary reactions in the target or, at low energies, for re-
with the central tag energy indicated to the left of each speccPil protons that stop in the target.

trum. These were simulated witheanT [51]. All tagged The effective target length from the extended target and
energies were fitted simultaneously, varying only three pathe geometrical solid angle subtended by angular bins with a
rameters(other than the numbers of countshe slope and moderate polar acceptance and a large azimuthal acceptance

offset in a linear energy calibration, and the width of aiS determined by Monte Carlo.

C. Large-Nal calibration

D. Monte Carlo corrections for (y,y) and (y,#°)

Gaussian smearing function that was applied to ¢EenT Finally, for the Compton analysis, a correction is made for
predictions to account for nonuniformities in the Nal crystal. ¥ rays that produce signals in the tail of the Nal response
The resulting Monte Carlo generated spectra are shown dBat are below the\Eq®' thresholds used in the analysis.

the solid curves. The agreement in tireup |l andgroup Il Although these corrections are all carried out simulta-
data is of equally high quality. neously, we discuss them separately below in order to expose

The Compton data provide a cross-check on the Nal calithe magnitude of each component.
bration and line shape. Nal yields frop{y, y), using a cut

in the energy- and TOF-difference spectfag. 8) to elimi- 1. Corrections for secondary reactions in the target

nate w® production, are shown in Fig. 1(dpen circles for A small fraction of the recoil protons undergo secondary
two tagged beam energies from tup | data. TheAE}?' nuclear reactions in the target. These are simulated with the
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FIG. 19. Fraction of recoil protons that undergo secondary had-
80 ! 1 1 ! ! ronic interactions. Data are shown for oné° angle bin from each
of the three datayroups of Table I. The lower limit reflects the
I minimum 30 MeV proton vertex energy required in all the analyses.
60 3 E = 265 MeV [ , . .
i 7 Compton scattering that undergo hadronic interactions in the
a % o liquid hydrogen target is shown in Fig. 19 for three5°
5 40 1 - angular bins from the three datmoups These GCALOR
3 results are plotted as a function of the initial energy at the
p(y,yp) vertex. The calculations fqu(y, #°p) are virtually
20 1 B identical. Results for energies below 30 MeV are not shown
since the requirement of a minimum vertex energy of at least
e - 30 MeV was imposed on all analyses. The rise at low proton
0150 75 200 225 280 275 300 vertex energy is due to the increase in the nuclear elastic

FIG. 17. Comptomy-ray spectraopen circleg for two tagged

Energy dep in Nal (MeV)

scattering cross section. The shift between the @fdup
1), 90° (group 1), and 120°(group Il) points is due to the
decreasing recoil angl@able |) and the associated increase

beam energies from thgroup | data. The solid curves are the line j, ihe length of liquid hydrogen traversed by the recoiling

shapes predicted from the fits shown in Fig. 16 with only the areag 15 |n all cases, secondary nuclear reactions affect less
of the peaks adjusted. .

than 2% of the events.

GCALOR hadronic interaction cod®&2]. This code reliably
models hadronic interactions in plastic scintillatevhich ) . o
contain Significant amounts of hydrogerand Successfu”y ) The effective target Iength and solid .angles from the finite
reproduces data on the ratios of nuclear-reaction-tails t§iz€ target and detectors are determined by Monte Carlo
atomic-energy-loss-peaks produced by 10 MeV to 100 Me\glmulathn. Inte.ract|0n points are chosen randomly a!ong a
protons [53,54. The percentage of proton recoils from fixed cylinder withsampling target lengthxs, that contains

2. Determining the effective target length and solid angle

400 .

W

(@]

o
|

200

Energy in Nal (MeV)
o]
S
1

T
0 500

T
1000

ADC channel

1500

the target cell, following the measured beam prafita. 2).
Events are distributed into sampling solid angle()¢, de-
fined by a cone spanning a fixed reaction angle. This cone is
chosen so as to encompass all angular bins for which data are
extracted, regardless of the point of origin within the target,
and ()¢ is determined by simple analytic integration. Then,
for Ng photons reacting in the sampling target lengty,
which produce reaction products in the sampling solid angle,
O, andN, events thata) pass all of the experimental cuts
applied to the data, an@) come from an interaction point
inside the actual target cell, the effective target-length and
solid-angle product is just

Q)11= k0,0
(«Q) Ksg SN (5)
S

FIG. 18. The calibration of the 48 cm diameter Nal as measured

by placing the detector directly in the tagged photon béapen
circles, compared with a prediction from the fits to th€ spectra

of Fig. 16 (solid line).

Atomic interactions are included to account for the decrease
in photon flux along the length of the targél is chosen to
be substantially larger than the physical detectors so as to
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include contributions from multiple scattering and secondary | ® LEGS I _________ o (8] dispersion theary
reactions, but less thanmto avoid the needless computation St

of events that have no chance of entering any of the detectors
of interest. Events are spread randomly ogrfollowing an

angular distribution that is iterated, converging quickly to the 320T
measured distribution. :

360 H — — -6,(6) - deconvolution of G, ()
6(0) - final

3. Deconvoluting finite size effects

do/dQ  (nb/sr)

It is straight forward to show that the cross sections com-
puted using the effective target-length and solid-angle prod-
uct of Eqg.(5), (da/d(2)ey,, represent an average over the
entire sampling solid angle)s. Angular distributions mea-
sured in this way can then be used to deconvolute the finite
size effects and construct the quantities of theoretical
interest—the cross sections that would be observed from a
gi?ﬁ Iltht:ae?/r;rigtri]oﬁ gglpf;[eti:’%its assec?t?sr? x%harggé?igge;i;ﬁo{écts for the Compton cross sections at 323 MeV. The first choice

. . ?for the samplingdistribution in Eq.(6), o, is a dispersion calcu-
and the strong azimuthal dependence accompanying a Siftion [55]. Fits to the left side of Eq(6) are then used for the

able beam asymmetry Can_result in_significant dl_ﬁerence econd iterationgg,. This quickly converges to the final points,
between thepoint cross sectionand the corresponding av- ¢hown as solid circlesee Sec. IVD B

erage values.
In the Monte Carlo computation of«€2)¢ff, events are procedure has been applied to all of the LEGS results, and all

spread randomly ovef) following an assumed sampling Cross sections plotted and tabulated in this paper represent
distribution, o(E,,, 6, ¢). The best value for thpoint cross  the deducegboint values.

FIG. 20. Iterative stages in the deconvolution of finite size ef-

sectionat any energy and angle is then Because of the cos@) dependence in EdY7), it is also
necessary to correct the measured asymmetries for finite de-
do do oo(E,,60,¢) tector acceptance in order to obtain the correspondiigt
m(Ey,e,cb):(m) _—. (6) values. This is essentially a correction for those portions of
epr o dQ/Qg the detector acceptance that are neither in nor perpendicular
Qs to the plane containing the photon’s electric vector, and is

equivalent to modifying the beam polarization with the geo-

If the choice forog(E,,0,¢) is iterated using fits to the metrical factor,
measured cross sections, then the left side of(&gquickly
converges to the desirgmbint cross section

We illustrate this procedure with an example from Comp- G_ j o cog24)dqd
ton scattering. For reactions with linearly polarized photons pe= '
and unpolarized targets, the angular dependence of the cross f odQ)
section factorizes into two components,

®

integrated over the detector acceptance. TH&r; and
0(0,)=0un( O[L+2(6)cog2¢)], (7)  PJo, in Eq.(3d) must be multiplied by°$ andPS , respec-

tively, to construct the asymmetries that would be seen by a
where o ,,(6) and%(6) are the unpolarized cross section point detector. Fortunately, no Monte Carlo simulations are
and beam asymmetry that would be measured with 100%eeded here. Since the wire chambers provide the polar and
polarized photons. To construct the initishmpling cross azimuthal angles for each event, these geometrical factors
section o4 (E,,0,¢), we fit oyn(#) andX(6) values pre- can be directly evaluated from the data for each angle and
dicted by a dispersion calculatigb5] to polynomials in  energy bin as the sum (4/)2 cos(2p) for the N; and N,
cos@) andE, . This is shown as the dotted curve in Fig. 20 events measured with the two polarization states.
for 323 MeV. We userg; in the Monte Carlo simulation to
distribute events intd)s and deduce #Q)¢'" as in Eq.(5),
which is then used to construct experimental cross sections.
We insert these into the right hand side of K@), together The Monte Carlo simulations for the Compton scattering
with the integral ofo; over (). Fits to the left side of Eq. and #%-production channels differ only in the event genera-
(6) are then used for the second iteratiany,, which is  tors and in the shape of the differential cross sections used to
shown as the dashed curve in Fig. 20. In this example, thdistribute events; in all other aspects they are identical. For
65° datum was included only in the final fit, which is shown Compton scattering2®’" is completely determined by the
as a solid line. This procedure converges to the fpwht  measurement of the recoil proton in the TOF wire chambers,
cross sections, shown as solid circles. Although we coulgince the accompanyingray is entirely contained within the
have started with flat distributions fer,, a reasonable first lead aperture of the 48 cm diameter Nal. In contrast,the
guess ensures convergence in essentially one iteration. Thitannel is considerably more complicated. There, the high

4. Measuring the systematic uncertainty in the(,#°)
acceptance
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energy 7%-decay photons are spread over a large angular 200 225 250 275 300 325 350

range, and the geometrical acceptance is necessarily a con- A -ttt

volution of both proton-recoil angl-ray arms. In such a case, L Group Il data in Eﬂ g

the effective geometrical solid angle determined by Monte 5T I X T

Carlo could potentially be more sensitive to small differences 5 20_;_ S El

that may exist between the actual and the simulated geom- § 3 1 3 1

etry. "s. 15.b ¥ 1
As discussed above, the detector calibrations and efficien- of C ip ]

cies are measured directly from the data, and the thresholds 'g 10_3_ 3 1

indicated by the solid lines in Figs. 10 to 14 have been im- = - F? ]

posed to avoid regions where efficiencies are varying rapidly. st ¥ 11

This maximal set of criteria leads to what we refer to as the A T B

full acceptanceanalyses. With everything but the small com- Y P N B S I I

ponent from reactions in the target and the geometrical solid o Riwe) <114 cm: Ema>100 MeV

angle now determined directly by measurement, analyses us- o R(we)< 9.0 cm | Evars100 MeV

ing cuts that are more restrictive than tliigl acceptance o

treatment should then give the sapiey, #°) cross sections. * Riwe) <114 cm; By/Emax>0.70

Variations in these results expose systematic uncertainties in ® Biwel < UlionRirEnar,50

the geometrical acceptance. s Bfwe)= 60 Bylbne 85 bt
We have performed a series of analyses in which the 35-& Group I data ffa B

maximum acceptable wire chamber radilg,;, was re- £ 2 é’ }? 3

duced from thefull acceptanceof 11.4 cm(Fig. 12 and Fig. 5 OF il

13), and in which the Nal energy threshold was increased § 25+ 5 +

above thefull acceptanceof 100 MeV (Fig. 16). The appli- Ay | = q

cation of these more restrictive requirements changes the dis- qﬁ 20 .

tribution of 7% decay photons and allow us to sample sys- T BT & -

tematic variations in the acceptance. This possibility of = 10_5_ . & 1

measuringa component of the systematic uncertainty is a E & L N

unique by-product of being able to extract detector efficien- 5 ﬁ 0 o =100% |

cies directly from the data. P P A SN IS P W
For each7® angular bin we have carried out between 8 200 225 250 275 300 325 350

and 12 different analyses. A sample of five of these using E, (MeV)

different requirements on@ the proton recoil position 4

within Ry, in the TOF wire chambers, and @h) the y-ray FIG. 21. Cross sections fq(y, ) for 130° from thegroup Il

energy measured in the 48 cm diameter Nal, as compareghta (top), and for 100° from thegroup | measurementgoottom

with the maximum available fromr® decay,E,/Enax, @re  using different requirements on the proton recoil position within a

plotted in Fig. 21. HereE,,, is calculated from the tagged circle of radiusR(wc)in the TOF wire chambers, and on theay

beam energy and the proton recoil angle. Data are shown f@nergy measured in the 48 cm diameter Nal as compared with the

100° from thegroup | set(bottom panel and for 130° from  maximum available fromr° decay,E ., /E .y (see legend

thegroup Il data settop panel. Upon inspection one notices

shifts in these different analyses that are significantly beyongound none. The shifts evident in Fig. 21 simply reflect sys-

statistical fluctuations. For example, th&,.<11.4 cm; tematic differences between the actual and simulated geom-

E,/Emax>0.70] points denoted by crosses are the highest aétries of they-ray and recoil-proton detectors. Such differ-

most of the energies in the lower panel, while fffe,. ences are present in every experiment. The current one is

<6.0 cm;E,/Eya¢>0.85] triangles tend to be the highest unique in its ability tomeasuresuch effects.

for most energies in the top panel. For each energy and each angle we have taken the mean
The variations between dagroups for the full accep-  of the results from the different data groups and the different

tance analyses are small. This is shown in Fig. 22 where[R,;; E,/En, analyses as representing thet value for

results from th¢ R,,.<11.4 cm;E,>100 MeV] analyses are the cross section, and we have taken the standard deviation

plotted for overlapping angles, 100° from tgeup | and Il of these different analyses as representing the systematic er-

data and 70° from thgroup | and Ill data sets. ror on the acceptance. The latter has then been combined in
There are no obvious correlations between the differentjuadrature with the statistical error from thél acceptance

analysis requirements and andiee., no one set oR,.; (which includes the propagated statistical errors on the effi-

E,/Emad results is always high, etc. The recoil protons ciency measurements, as well as the Monte Carlo statistics
associated with the 10Qfroup | data of Fig. 21 are approxi- for the secondary reaction correction and the solid angle de-
mately centered in the TOF wire chambers, while those frontermination to yield a netmeasurementincertainty for the

the 130°group Il data are concentrated to one side of the fullp(y,=°) cross sections. The resulting values are shown in
acceptance. Although we have looked for trends associatdeig. 23 for two beam energies, 323 MeV and 265 MeV,
with such variations in wire chamber position, we havealong with the corresponding results from fiaé acceptance
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s+ : gm"p Z‘Ii‘;’a FIG. 23. Finalnet p(y, 7% cross sections at 323 MeV and 265
E roup i MeV, along with theirmeasurementincertainties(see text The
[ e e B B e '! correspondingfull acceptanceanalyses,[R(wc)<11.4 cm; E,
200 225 250 275 300 325 350 >100 MeV], are also shown with their statistical errors.
E, (MeV) and within a central 40 cm radius as determined fioar,

) _ andbary), and by limiting they rays to the high end of their

FIG. 22. Cross sections fao(y,7°) from the different data spectrum(with greater than 85% of the maximum photon
groupsat overlapping angles: 100° frogroup landgroup Il (top),  energy available fromz® production, the distribution of
and 70° fromgroup landgroup IIl (bottom). Each of these used the photons collapses within the lead collimator, as shown in the
full acceptanceanalysis requirements{R(wc)<11.4 cm; E,  |ower panel of Fig. 24. With theseR,,.<6.0 CM;E, /Emax
>100 MeV]. >0.85] kinematic constraints, the solid angle is entirely de-
termined by the TOF arm.

The p(y,#°) cross sections from thguasi-two-bodyac-
ceptance(bottom panel of Fig. 24 are compared with the
mean results in Fig. 25 for two different beam energies. The

The accuracy of ther® cross sections can be tested by agreement here, as at other energies, is very good. The high-
comparing the final mean results with cross sections from aenergy requirement on thgray energy is a crucial compo-
analysis in which restrictions are placed on the data that kinent of thisquasi-two-bodyacceptance test. In fact, the test
nematically confine the high-energy photon frarfi decay of Fig. 25 is only as good as the energy calibration of the
within the lead collimator of the 48 cm diameter Nal. This Nal. As seen in Fig. 16 to Fig. 18, this is under very good
two-body-likeanalysis removes any dependence on the gesontrol.
ometry of the Nal arm and reduces the computation of the In summary, the determination of the Nal energy calibra-
solid angle to the angular range selected by the TOF wirdion and response function directly from the data itself,
chambers, as is the case in Compton scattering. and thequasi-two-bodyacceptance analysis, confirm the ac-

The distribution of high-energy photons frop{y,7%0)  curacy of the calculation of the effective geometrical accep-
on a plane containing the lead collimator in front of the 48tance for the(y, 7°p) reaction. For Compton scattering, the
cm diameter Nal is shown in Fig. 24, calculated for 300geometrical solid angle is entirely determined by the proton
MeV incident energy. The top panel corresponds tofthe  recoil angles measured in the TOF wire chambers and, thus,
acceptancenalysis in which events in the TOF wire cham- is of high accuracy.
ber are limited to a radius of 11.4 cm and a minimum energy
of 100 MeV is required in the Nal. Approximately half of the
photons are outside the lead aperture, indicated by the circle. There is a final component of the Monte Carlo correction
The highest energy photons are emitted along#flemo-  that is unique to the Compton analysis. For the extraction of
mentum vector, opposite the recoil momentum in the c.mthe Compton events described in Sec. IV A, a requirement is
frame. By restricting the proton recoils to a small angularplaced on the difference between the obseryedy energies
range(within the central 6 cm radius of the wire chambersand those predicted from the recoil angle measured in the

analyses of the three dagmoups

5. A two-body consistency test for(, #°) cross sections

6. Corrections to [§y,yp) for Nal tails below AE threshold
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FIG. 25. Final net angular distributions fp(y,7°p) are shown
here as solid circles. The crosses result from kinematically restrict-
B ing the proton recoil and the highest-energ3-decay photon to a
quasi-two-bodydistribution, as in the bottom panel of Fig. 24.

Vert disp. (cm)
o
|

IR
o
|

—20 T . . T T used with these data. The excellent agreement between the
-0 20 _;10 0 10 20 30 calculated Nal line shapes and those observed without im-
orz disp. (cm) . Nal ; . . -
posing theAE;® requirement, as in Fig. 17, verifies the

FIG. 24. Scatter-plot of the position of high-energy-decay accuracy of these calculations.

photons fromp(y,#°p), calculated forEye,,=300 MeV, on a

plane containing the lead collimator in front of the 48 cm diameter V. ANALYSIS OF " PRODUCTION
Nal. The lead aperture is indicated by the circle. The top panel
shows the distribution of photons corresponding to fileaccep-
tancerequirements used with the TOF and Nal detectors. tWoe
body-like distribution in the bottom panel results from kinematic
restrictions on the proton-recoil angle and the Nal enésgg Sec.

The p(y,7")n reaction was measured during the third
group of data rungTable ) using the six Nal detectors of
Fig. 5. Each Nal was preceded with a plastic scintillator for

IVD5). - 100 ' ' T% ] { I

5

g {:HH}JHH 65°
TOF wire chambers and from the tagged beam enérgy. § ST 17 111 111 %0 i
8). This requirement iSAE) #'| <20, 20, and 30 MeV for the & } tH
group 1, 1, and lll data sets, respectively. This cut reduces § 90 4 125 i
the 7° background in the rotated-coordinate specHig. 9), -
but limits events in the tail of the Nal response. A correction 32
is made withGEANT for vy rays that produce signals below g 85 - R
AE}?' . The percentage of Compton events passing this re- 3
quirement is shown in Fig. 26 faor 5° angular bins centered 7
at 125°, 90°, and 65° from thgroup I, I, and Ill data sets, “ 80 ‘ : : ‘ :
respectively. The increase between the 1g§dup 1) and 150 175 200 225 250 = 275 300

90° (group ) points is due to the increasing recoil angle Photon energy (MeV)

(Table ) and the associated decrease in the path length and g 26 Fraction of Compton events passing th&)?!| <20,
multiple scattering through the liquid hydrogen. This in turn 2 and 30 MeV requirements on the difference between the pre-
decreases the broadening in the expected Compton energitted and observeg-ray energies for=5° bins centered at 125°,
calculated from the wire chamber angles. The same trend iso°, and 65° from thegroup 11, 1, and Il data sets, respectively.
followed for the 65°(group Ill) points, which are further These GEANT predictions are plotted against theay energy in
increased by the largéA E)®'| <30 MeV requirement that is  the 48 cm diameter Naksee Sec. IV D b
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FIG. 28. Projection of charged particle tracks onto the beam axis
from the wire chambers that were used in front of the 48 cm diam-
L eter Nal during the third group of data runs. The superimposed
spectrum shaded in black was obtained with the target cell filled
with hydrogen gagnormalized to the same beam flux as the full
liquid target spectrum The hatched area indicates tbentral re-
gion used during analysis to avoid reactions from the ends of the
target cell(at =65 mn) and from the windows of the vacuum
chamber(at =105 mm).

0 50 100 150 200 250 300
E (MeV) of hydrogen gas and is normalized to the same beam flux as
FIG. 27. Energy deposition in the 48 cm diameter Nal plottedthe target-full data. The contributions f'rom reactions ip the
against the energy loss in its preceding 2.5 cm plastic scintillatormylar of the target cell entrance and exit windows and in the
top panel. Particle types are localized in bands as indicated. Théacuum chamber windows result in the peaksti5 mm
bottom panel shows the effect of restricting the origin of events toand =105 mm, respectivelyThese backgrounds are more
the central region of the targéhe hatched area in the wire cham- prominent here than in the recoil-proton spectra of Fig. 7
ber projection of Fig. 28 which require a more-exclusivg + proton triggen
Background contributions can be eliminated in one of two
energy loss measurement and charged pions were identifisdays: either by subtracting normalized spectra obtained with
in AE vs E spectra. As discussed in Sec. Ill, wire chambersthe target filled with hydrogen gas, or by restricting to events
were used with the detectors at 55°, 90°, and 140° to definthat come from theentral region of the target, as indicated
solid angles while collimators were used with the crystals aby the hatched area in Fig. 28. Imposing this latter require-
14° and 170° lab. The analysis of data from the 48 cm di-ment results in the particle identification spectrum plotted in
ameter Nal at 55° is detailed in Sec. V A below. This analy-the bottom panel of Fig. 27. Electrons are dramatically re-
sis is typical of all of the other detectors, except the mostluced, since their production is now restricted to the lbw-
forward Nal at 14°. The reduction of the data from the latterlow-density hydrogen, and protons are almost eliminated.
is treated separately in Sec. V B below. The few protons that survive this cut are recoils frarfi
production which at these angles are low in energy and
mostly stop in the plastid E scintillator. Pions can be ex-
tracted with a polygonal cut such as shown in the bottom
A typical particle identification spectrum obtained in the panel of Fig. 27. Although this central target cut provides the
55° Nal and its preceding plastic is shown in the top panel otleanest particle identification, it requires accurate calibra-
Fig. 27. Protons, pions, and atomic electrons are resolved itions which must be relied upon to fix the target lendt.
separate band¢This separation increases in the other deteccross check of the calibration is provided by the positions of
tors at larger angles as the energy of the particles decrgasethe peaks in the target-empty spectra of Fig,) 28compro-
The four wire chambers in front of the 55° detecfthree  mise that reduces electron contamination without requiring
x chambersmeasuring horizontal position and ogecham-  the wire chamber reconstruction to fix the target length is to
ber measuring vertical positiorcan be used to project par- place cuts at=80 mm in the spectra of Fig. 28, and use
ticle tracks back to the beam axis and form an image of theinormalized empty-target spectra to subtract out the remain-
source. The result for the target filled with liquid hydrogen ising effects of the target cell walls. This method has a slightly
shown in Fig. 28 as the solid curve. The spectrum shaded ismaller systematic uncertainty and has been used throughout
black was obtained with the target filled with one atmospherdor =" analysis. Nonetheless, cross sections were also com-

A. (y,7*) extraction at 55° lab
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results of simulations using GEANT and GCALQR1,52. 0 30 60 Elabfi'(%ev) 120 150 180

puted using the central target cut of Fig. 28, and the root- FIG. 30. Effici_encies of the stack afdrift cI:ambers, pre_ceding

mean-squarérms) deviation between the results of the two the 55° Nal during thegroup Iil data, for7" as a function of

analysis methods was 1.4%. distance across the chambigsp) and as a function of pion energy
Pion spectra are shown for 755° c.m. and two differ-  (P0ttom panel

ent beam energies in Fig. 28olid curve$. The beam energy . : : -

and the pion angle completely specify the reaction so tha& The computation of cross sections requires the efficien

i ; D : o es of the wire chambers used in placing target cuts and
events in which the full ionization energy is deposited in thethese are measured in much the same way as described in
Nal appear in well defined peaks. The tails below these kigg: |y B2 Geometry guarantees that a pion identified in the

nematic peaks are due to reactions in the matgrial of thF\IaI has to have passed through the complete stack of drift
detector. Those above the peaks result from an increase yhambers. For example, the efficiency of one oftreham-
the deposited energy from the— u—e decay. Ther™ 10 per s the fraction of detected tagged pions that are tracked in
w" v decay occurs in 26 ns and imparts up to 4.1 MeV to thehe other two chambers,
muon, which then decays ®" vv in 2.2<10 % s. For the w Mol e e e
latter, the electron can carry up to 52.8 MeV of energy. The we,  ANTOhie NI OIN, XNING PP NN ™
fraction of events for which decay energy is added to the & = Ntad NNa A NS A NS . (93
N : : {NZhiINjp NN, NN ™}

pion signal depends upon the angle of the emitted neutrinos
and upon the gating time used with the readout electronicsrne analysis algorithm required a hit in at least two of the
These factors have been incorporated into GEANT Montenambers. so that the net efficiency is
Carlo simulations, using GCALOR to account for nuclear '
reactions in the detector mater{&@1,52. The resulting cal-  \c55°eff= "W Woix 4 g Woixg Wk 1 o Wog WO 9 o WO WO WeK

. . . X 1 2 1 3 2 3 1 2 3 -
culations are shown as the dash-dot curves in Fig. 29 and are (9b)
in excellent agreement with the data. Pion production ac-
counts for the entire spectra of Fig. 29, and their full inte-This is plotted in Fig. 30 as a function of horizontal position
grated yields were used in determining cross sections. (top panel and pion energybottom panel (The slight dip
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FIG. 32. The correlation of energy deposition in the 14° Nal vs

FIG. 31. Energy deposition in the 24 cm diameter Nal plotted .
against the energglylosspin its preceding 1 cm plastic scintilla?or Thetf:he tagged beam energy for those events in the | ban+d of
i ig. 31. The kinematic band of pions from the two-bqulyy, 7" )n

upper band is due to protons while the lower contains both electrons " =" . L
and pions reaction is clearly visible.

narrow feature above a smoothly varying background. This
is shown in Fig. 32 where the energy deposited in the Nal is
structed in a similar way. plotted against the tagged beam energy. The kinematic band
Monte Carlo simulations were used to correct for eventdrom the two-bodyp(y,7")n process is resolved for nearly
lost due to secondary reactions within the target, and to cath® full range of tagged beam energieSoftware cuts limit
culate the effective target length from the extended target a&'€ left-hand side of this plgt.
well as the geometrical solid angle subtended by moderately
large angular bins. Here, we followed the same procedure:
discussed in Sec. IV D, including the deconvolution process 3so[-
used to generate th@oint cross sections that would be ob- ’
tained with a pencil beam on a point target as seen by a poin
detector. L 250F
The above analysis procedures were repeated with the 90§ ) i
and 140° detectors. Very similar spectra and efficiencies§ f
were obtained, the only difference being increased separatio 150
between particle bands in plots such as those of Fig. 27 4, |
Since the two 170° detectors, positioned symmetrically
above and below the beam line, were not equipped with wire 0}
chambers, only the target-empty subtraction method was g -
used to eliminate their contributions from the mylar target E
and vacuum windows. 500 |-

seen in the top panel near0 is due to a dead wire in one
of the chamber$.The efficiency of they chamberis con-

400

EY =323 MeV

* J(]l*4**+*ﬁMﬁ]{ﬂﬂ*ﬁﬁith“*,%

EY =265 MeV

B. (y,w*) extraction at 14° lab 400 -

A typical plasticAE vs NalE plot observed in the 14°
detector is shown in Fig. 31. The upper band is due to pro<S
tons and is resolved. However, at this forward angle both ,pL
atomic electrons and pions are considerably higher in energ f
than at other angles, and as a result the two merge to forn j00[- | [
the lower band in the figure. Furthermore, as mentioned ear C ﬂHH{ HHM H*ﬂ“
lier, the small angle relative to the beam precluded the use o oL v vt v lu 10wy, AL s

. : 0 50 100 150 200 250 300
wire chambers to resolve the dominant electron sources fron E, (MeV)
the target cell and vacuum chamber windows. For these rea- al

sons, the analysis techniques of Sec. V A are not suitable. k|G, 33. Energy deposition in the 14° Nal at two of the incident

Despite the presence of electrons, the angular acceptanggam energies of Fig. 32. The shaded peaks denote the contribu-
of this detector and the tagged beam energy are sufficient t@ons from the absorption of the full ionization energy of pions from
determine the pion energy from tipéy, = ")n reaction, and  p(y,7")n. The lower lines below the peaks indicate the fitted elec-
as a result the full pion ionization-energy peak appears as @on background.

unts

300 |-
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1e critically dependent upon the accuracy of the hadron package
09 E used withGEANT to simulate reactions. This is illustrated in
08 E Fig. 35 where we plot the predicted response of Nal to 170
“E MeV 7" using GCALOR[52] and two standard packages,
07 Gheishg56] and FLUKA[51]. The peak to total-area ratios
—~ 06 F ° o, can differ by more than 5% depending upon which of these
B E o is used. Fortunately, the futt™ response could be measured,
= 05F o S . .
s E ° 0 free of electron contamination and with moderately high
© 04k o, resolution, in the Nal detectors at other andesin Fig. 29.
03 F Simulations with GCALOR provide a consistently excellent
02 E description of the observed line shapes while those using
“E Gheisha or FLUKA are noticeably poorer. For this reason,
0.1 GCALOR has been used throughout the simulations reported
0 :I L1 I L1l | | | L1l | L1l | L1l | Ll | L1l | L1l I 1l here.

[=]

2 50 75 100 125 150 175 200 225 The solid angle for this detector was determined by a pair
E (MeV) of plastic scintillators in the shape of arcs with fixed azi-
muthal acceptance. This shape was chosen to minimize un-
FIG. 34. Pion efficiency for the 14° detector, using only the full certainties in the geometrical asymmetry correctibf, in
kinetic energy peaks as in the shaded areas of Fig. 33. These wely. (8), which otherwise could be significant at extreme for-
calculated withGEANT, using GCALOR to account for reactions ward and backward angle$For the same reason, similar
[51,52. arced-shape apertures were used with the 170° detgators.
coincidence between the two 14° scintillators eliminated
Accidental-event subtracted Nal spectra for two of thefalse events triggered by Cherenkov radiation in the non-
beam energies of Fig. 32 are shown in Fig. 33. These spect@verlapping light guides. This pair was located after a larger
were fit to aGEANT-generated pion line shape and an expo-plastic scintillator used for thA E measurement of Fig. 31.
nential backgroundsolid lineg. The peaks are associated Because of this slightly unusual geometry, the efficiency of
with pions that deposit their full kinetic energy in the detec-the scintillator pair was measured with a set of wire cham-
tor. To minimize the systematic error associated with posbers that were positioned in front of the pair for part of the
sible uncertainties in the energy dependence of the backunning period. This efficiency is just the fraction of events
ground, only the region near the kinematic peaks have been the pair of arced scintillators that trigger the wire cham-
used to extractr* cross sections. These are the shaded aredsers, pass the particle-ID cuts, and are accompanied by a
in Fig. 33.(Fits with a linear electron background have alsovalid tag,
been carried out. These produce statistically equivalent re- .
sults) e o ANPINNTINNYG ANPRY
The efficiency of using only ther™ full kinetic energy pair“eff= ta Nal ~ njwC ' (10
. ) . {N®BINN,;" N N™}
peak can be determined wittEaNT, and the results for this D
detector are shown in Fig. 34. The decrease with energy seen
here is caused by an increase in the nuclear reactions withiphis is shown as a function of position in the plane of the
the detector material. On average, thé response is outside scintillator pair in the top panel of Fig. 36. To avoid potential
the shaded areas of Fig. 33 about one-half of the time. As @ambiguities from electrons, which undergo appreciable mul-
result, the systematic error in the resulting cross section igiple scattering, this efficiency map was made using the pro-

ton band in Fig. 31. The geometrical shape of the scintillator

pair (solid curve in the top panglis reproduced. A slice
jgﬁg’;ﬁ: through the middle of this efficiency map is shown in the
--------- FLUKA bottom panel.

The above analysis was applied to target-empty spectra.
The results were subtracted to eliminate the contributions
from particles produced in the Mylar target and vacuum
chamber windows.

The protons in the upper band of Fig. 31 were mostly
recoils from#® production at 150° c¢.m. Coincidentally, the
angular settings for the 14° Nal and the 48 cm diameter Nal,
which was positioned on the other side of the beam line at
55° during thegroup 1l runs, corresponded to the conjugate
angles foryp— 7°p. When a=° decay photon was emitted
along the pion momentum vector its energy was sufficient to

FIG. 35. The response of Nal to 170 Me¥", as simulated trigger the large Nal. Events in this 55° detector had a higher
with GEANT using three different hadron packages to model reac{riority in the data acquisition and, unfortunately, the signals
tions in the material of the detectp61,52,58. from the 14° detector were not simultaneously recorded.

Yield
2

10"}

0 50 100 150 200 250 300
E(r+) MeV
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C. Monte Carlo corrections for (y,w")

The extraction of# " -production cross sections relied
upon Monte Carlo simulations to determine thé-detection
efficiency. This introduced only small uncertainties when es-
sentially the fullr* response could be used, as in Fig. 29,
but was more critical for the 14° detector for which only the
full-kinetic-energy peak could be uséBig. 33. The cross
sections were evaluated for each data point using the three
hadron reaction packages, GCALQB2], Gheishd56], and
FLUKA [51]. Tests included variations of the target thick-
ness and of the materials of the hermetic Nal cans. The un-
certainties associated with the* response were taken as
half the maximum variation between the results obtained
with GCALOR and either Gheisha or FLUKA.

Uncertainties in detector alignment and beam position
were also evaluated for each data point by varying the ge-
ometry in Monte Carlo. The largest variations occurred for
the 14° and 170° detectors since at these extreme angles a
change in the central angle value has some effect on the lab
to c.m. Jacobian.

The above uncertainties agystematidn nature, but are
dependent uponr® energy and angle, and for that reason
have been evaluated separately for each datum. These were
combined in quadrature with thstatistical errors to yield a
net measurementincertainty for each point.

VI. FINAL RESULTS

Final c.m. cross sections for th®y,7), p(y,#°), and

FIG. 36. Efficiency of the plastic scintillator pair used to define p(y, ") reactions from this experiment are listed in Tables

the solid angle of the 14° detector. A mapping in the plane of thej|, |V, and VI, respectively. Linearly polarized beam asym-
scintillator is shown in the top panel, and a cutYat0.5 cm is

shown at the bottom.

metries forp(y,y), p(y,7°), andp(y, ") and are listed in
Tables Ill, V, and VII, respectively. All finite size effects
have been deconvoluted using the procedure outlined in Sec.

Corrections for such lost recoil protons were attempted butV D 3.

found to be too uncertain for cross section determinations. Portions of these

results have appeared in Refs.

For this reason the proton recoils measured at 14° were us¢d7,21,9,57,58 (The 90° c.m. Compton data reported in

only to constructr® asymmetry ratios.

[37] were extracted from an analysis that used a larger angu-

TABLE Il. Point cross sectiongSec. IV D 3, do/dQ . in nb/sr, forp(y,y) in the c.m. frame as a function of incident lab photon
energy and c.m. scattering angle. Tied measurement errofisted here are the quadrature sunstdtisticaland point-specific systematic
uncertaintiegSec. V). In addition to these, there is an additional systematic scale uncertainty ¢6@eoVI1 A).

E, (MeV) 65° *err 75° *err 90° *err 105° *err 115° xerr 125° *err 135° *err

333.8 272.1 25.9 197.2 19.5 216.4 18.2 197.8 21.0 227.8 23.6 227.5 22.9

323.8 272.0 10.8 224.0 8.0 216.5 7.5 214.4 7.5 247.2 9.1 251.6 9.6 268.9 12.0
310.1 253.4 7.3 203.7 4.9 206.5 4.8 210.9 4.7 243.5 5.8 242.1 6.0 253.0 7.6
298.2 211.0 6.8 186.0 4.5 190.4 4.3 200.2 4.4 205.3 5.2 222.1 5.7 251.1 7.4
286.5 171.8 7.3 156.3 4.5 160.8 4.4 175.4 4.5 183.3 5.4 202.7 6.0 234.0 8.1
275.6 134.8 8.1 125.8 4.6 134.8 4.6 153.1 4.8 164.6 5.8 171.1 6.5 212.9 8.8
265.1 119.4 10.2 104.1 5.0 108.5 5.0 121.1 4.9 138.6 6.1 155.6 6.9 178.9 9.2
254.1 99.8 13.8 91.0 5.8 81.4 55 98.0 5.2 114.0 6.1 131.2 6.8 148.8 9.1
244.8 76.4 7.1 85.6 6.6 78.7 51 93.7 5.9 122.3 6.9 129.7 9.0
234.7 60.4 9.8 59.0 6.5 75.4 5.2 81.8 5.7 86.8 7.4 1065 8.3
224.3 53.9 6.6 68.4 5.0 66.6 5.4 84.0 6.5 78.2 7.6
213.1 48.2 6.6 60.6 6.2 67.5 8.5 57.1 5.0 62.7 6.9
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TABLE Ill. Pointbeam asymmetrieSec. IVD 3, X, for p(;/,y) as a function of incident lab photon energy and c.m. scattering angle.
The net measurement errotsted here are the quadrature sum of statistical goidt-specific systematiencertaintieSec. V). There are
no additional systematic polarization scale uncertainties.

E, (MeV) 65° *err 75° *err 90° *+err 105° *+err 115° *err 125° =*err 135° =*err

333.8 0.355 0.093 0.435 0.103 0.506 0.080 0.304 0.100 0.210 0.112 0.257 0.106 0.353 0.123
323.8 0.212 0.041 0.358 0.037 0.394 0.034 0.385 0.034 0.277 0.040 0.227 0.039 0.183 0.043
310.1 0.249 0.028 0.287 0.025 0.374 0.022 0.332 0.022 0.291 0.025 0.210 0.025 0.145 0.028
298.2 0.197 0.032 0.229 0.025 0.315 0.022 0.297 0.022 0.224 0.026 0.229 0.026 0.061 0.028
286.5 0.153 0.042 0.248 0.030 0.245 0.028 0.179 0.027 0.182 0.030 0.119 0.030 0.046 0.033
275.6 0.149 0.058 0.152 0.037 0.241 0.033 0.198 0.031 0.110 0.034 0.095 0.036 0.046 0.037
265.1 0.086 0.078 0.155 0.045 0.140 0.039 0.110 0.037 0.061 0.040 0.077 0.040 0.023 0.043
254.1 —0.112 0.124 0.034 0.062 0.105 0.047 0.134 0.043 0.093 0.040.023 0.048 0.023 0.054
244.8 0.018 0.081 0.032 0.056 0.100 0.051 0.009 0.057 0.067 0.688126 0.061

234.7 0.078 0.138 0.064 0.071-0.077 0.058 0.112 0.064—-0.037 0.065 0.055 0.070
224.3 0.070 0.231 —0.052 0.086 0.036 0.068 0.077 0.075 0.067 0.0740.092 0.082

213.1 —0.061 0.109 —0.079 0.084 —0.075 0.084 —0.155 0.084 —0.074 0.100

lar acceptance than that of the present work to minimizébeen evaluated for each data point and combined in quadra-
statistical errors. Those results should not be combined witkure with statistical errors to yield theet measurement un-
this work, since that would involve double counting. certaintieslisted in the data tables.

In addition to thepoint-specificsystematic errors, there
are alsccommorsystematic uncertainties that scale the entire
set of cross sections. These include target density variations

As discussed in the previous sections, the large overdue to temperature fluctuations, heat loading and bubbles,
determination of kinematics in this experiment has allowedvhich we have estimated from multiple temperature mea-
us to measure detector efficiencies directly from the dataurements as 0.8%; time variations in the flux normalization,
itself. In addition, for the case of° production where the which we have sampled through 54 independent measure-
effective solid angle was necessarily a convolution of thements taken throughout the running of this experim&ect.
acceptances of two detector arms, the additi@myatematic 1l), and taken their standard deviatioh%) as a measure-
uncertainties in this convolution were determined in thement of the associated systematic error; possible rate-
analyses described in Sec. IV D 4. As a result, there is a clastependent uncertaintigd%) in the efficiency of the flux
of point-specific systematiancertainties for each datum monitor(Sec. I); uncertainties in the target lengt®.2%), as
which include the propagated errors from efficiency mea-determined from x-ray photographs of a full target taken un-
surements, the variations in acceptance, andrfoproduc-  der operating conditions; uncertainties in the geometric solid
tion, possible variations in detection efficiency. These havengles due to possible variations in wire-chamber calibra-

A. Measurementand systematic scal@ncertainties

TABLE IV. Pointcross sectiongSec. IV D 3, do/dQ. ,, in wbisr, forp(y,7°) in the c.m. frame as a function of incident lab photon
energy and c.m. reaction angle. Thet measurement errotisted here are the quadrature sumstdtistical and point-specific systematic
uncertaintiegSec. V). In addition to these, there is an additional systematic scale uncertainty ¢8@eoVI A).

E, (MeV) 70° *err 80° *err 90° *err 100° *err 110° *err 120° Z*err 130° =*err

3335 29.00 161 3184 157 3388 152 3343 201 3261 126 2950 090 26.17 1.26
322.2 29.34 1.10 3320 058 3494 140 34.08 160 3224 119 2961 083 26.62 0.81
309.6 27.36 0.84 3082 091 3356 138 3242 158 3082 084 29.08 045 2535 0.77
297.7 2352 135 27.07 082 2914 162 2921 126 2754 080 2547 051 22.84 0.69
286.1 19.69 0.68 2250 069 2424 1.04 2410 121 2344 064 2198 053 19.01 0.97
275.2 15,74 0.65 1746 064 2032 145 1928 114 1871 047 1764 035 16.65 0.93
264.7 13.05 184 1400 1.15 1561 1.14 1514 083 1443 0.71 1397 039 1299 0.62
254.5 10.02 0.64 1129 0.71 1200 082 1129 046 1071 059 10.39 0.53
244.4 7.63 0.49 8.15 0.27 8.65 0.65 8.22 0.57 859 043 798 0.57
234.3 6.40 0.30 7.06 0.97 597 0.29 6.09 0.53 6.16 0.34
223.9 6.22 1.25 561 1.26 4,06 0.35 435 0.49 417 017
212.9 291 045 3.08 0.58
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TABLE V. Point beam asymmetrie&Sec. IV D 3, X, for p({z,wo) as a function of incident lab photon
energy and c.m. reaction angle. Tinet measurement errotisted here are the quadrature sum of statistical
and point-specific systematigncertaintiegSec. VI). There are no additional systematic polarization scale

uncertainties.

E, (MeV) 60° *err 70° *err 80° *err 90° *err 100° *err
3335 —-0.478 0.029 —-0.510 0.014 -0.521 0.012 —-0.536 0.009 —0.544 0.008
322.2 —0.470 0.014 -0.485 0.009 —-0.525 0.007 —-0.537 0.006 —0.533 0.005
309.6 —0.455 0.014 —-0.484 0.008 —0.500 0.007 —0.512 0.005 —0.514 0.004
297.7 —-0.429 0.022 —-0.466 0.009 —0.484 0.007 —0.502 0.005 —0.491 0.004
286.1 —0.420 0.042 —-0.471 0.012 —-0.468 0.007 —0.473 0.005 —0.471 0.005
275.2 —0.430 0.020 —0.448 0.008 —0.449 0.006 —0.439 0.005
264.7 —0.397 0.083 —0.421 0.010 —0.424 0.007 —0.405 0.006
254.5 —0.349 0.017 —-0.396 0.009 —-0.379 0.007
244.4 —0.358 0.041 —-0.368 0.013 —0.358 0.011
234.3 —0.330 0.022 —-0.347 0.019
223.9 —0.300 0.074 —-0.223 0.039

E, (MeV) 110° *err 120° *err 130° *err 150° =*err
3335 —-0.545 0.012 —-0.516 0.012 —-0.468 0.014 —0.308 0.044
322.2 —0.522 0.006 —0.489 0.006 —0.444 0.007 —0.297 0.014
309.6 —0.496 0.005 —0.468 0.005 —0.417 0.006 —0.254 0.009
297.7 —0.471 0.006 —0.448 0.006 —0.384 0.007 —0.245 0.009
286.1 —0.449 0.006 —0.410 0.006 —0.354 0.007 —0.230 0.010
275.2 —-0.411 0.007 —-0.368 0.007 —0.333 0.008 —0.214 0.012
264.7 —0.376 0.008 —0.355 0.008 —0.290 0.009 —-0.189 0.031
254.5 —-0.349 0.009 —0.314 0.009 —0.266 0.011
244.4 —-0.343 0.011 -0.289 0.011 -0.239 0.013
234.3 —-0.265 0.017 —-0.259 0.014 -0.233 0.016
223.9 —0.238 0.083 —0.220 0.022 —-0.182 0.021
212.9 —0.204 0.045

tions and/or detector alignme(it.1%.

Adding these in quadrature gives tatal systematic
scale uncertaintyof 2% for the cross sections of Tables I,
IV, and VI.

For the asymmetry ratios, the influence of theint-

order and is not significant. In addition, tegstematic scale

uncertaintiescancel completely. However, these ratios are
affected by variations in the beam polarization. There are
two sources of such uncertainties, fluctuations in laser polar-
ization and in the fraction of unpolarized bremsstrahlung.

specificsystematic effects discussed above is at most thirdhe polarization of the laser in its two orthogonal states was

TABLE VI. Point cross sectiongSec. IV D 3, da/dQ. ., in wbisr, forp(y,7*) in the c.m. frame as a function of incident lab photon

energy and c.m. reaction angle. Thet measurement errotisted here are the quadrature sumstdtistical and point-specific systematic

uncertaintiegSec. V). In addition to these, there is an additional systematic scale uncertainty ¢8@€oVI1 A).

E, (Mev) 20° <err 55° =*err 65° *err 75° +err 85° =*err 105° *err 150° xerr 170° =err

322.2 10.47 0.81 2090 042 2246 0.38 2390 0.40 25.08 055 2393 0.68 1538 0.39 1223 0.55
309.6 840 054 2006 0.39 2166 0.36 2373 0.39 2521 054 2548 0.64 16.42 040 15.04 043
297.7 565 049 1861 0.36 2045 0.33 2253 0.37 24.14 052 2493 064 16.68 040 1503 0.43
286.1 503 052 16.71 033 1843 0.30 20.85 0.34 2223 048 2368 0.64 16.52 040 1589 0.44
275.2 5.07 054 1465 0.29 16.49 0.27 18.68 0.31 20.12 0.43 2193 0.60 1547 0.38 14.81 0.43
264.7 274 054 13.08 0.26 14.45 0.24 16.57 0.27 1769 0.39 20.80 0.62 14.44 035 1353 0.43
254.5 3.38 0.66 11.88 0.24 1321 0.22 1472 0.25 16.13 035 1875 0.59 1348 0.33 1244 0.41
244.4 3.20 0.67 1043 0.21 1158 0.20 1343 0.23 1448 0.32 16.00 0.52 1276 0.32 11.42 0.40
234.3 429 0.71 9.93 0.20 1069 0.18 11.68 0.20 12.36 0.28 1536 052 1157 0.29 1056 0.42
223.9 485 0.83 9.60 0.20 9.75 0.17 1058 0.18 1142 0.26 14.23 051 10.21 0.26 10.12 0.79
212.9 8.67 0.18 8.90 0.16 9.68 0.17 10.08 0.24
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TABLE VII. Pointbeam asymmetrigSec. IV D 3, X, for p({z,w*) as a function of incident lab photon
energy and c.m. reaction angle. Tinet measurement errotisted here are the quadrature sum of statistical
and point-specific systematigncertaintiegSec. VI). There are no additional systematic polarization scale

uncertainties.

E, (MeV) 20° *err 55° *err 65° *err 75° *err
322.2 —-0.364 0.075 —0.439 0.011 —-0435 0.008 —0.442 0.008
309.6 —0.294 0.061 —0.386 0.008 —0.377 0.006 —0.381 0.006
297.7 —0.417 0.089 —0.342 0.008 —0.323 0.006 —0.330 0.006
286.1 -0.354 0.112 —-0.294 0.009 —0.291 0.007 —0.284 0.007
275.2 —0.332 0.110 —0.286 0.010 —0.261 0.008 —0.252 0.007
264.7 —-0.767 0.246 —0.286 0.011 —0.238 0.009 —0.233 0.008
254.5 —0.348 0.209 —0.279 0.012 —-0.231 0.009 —0.203 0.009
244 .4 —-0.221 0.237 —0.280 0.013 —0.246 0.010 —0.190 0.010
234.3 -0.019 0.195 —-0.291 0.014 —0.246 0.011 —0.207 0.011
223.9 -0.261 0.215 —0.263 0.016 —0.259 0.013 —-0.224 0.013
212.9 —0.263 0.018 —0.231 0.014 —0.202 0.014

E, (MeV) 85° *err 105° *err 150° *err 170° *err
333.5 —-0.071 0.113
322.2 —0.425 0.010 —0.436 0.015 —0.150 0.011 —0.061 0.042
309.6 —-0.374 0.008 —-0.373 0.010 —0.145 0.007 —-0.014 0.022
297.7 —0.327 0.008 —0.303 0.010 —0.103 0.007 0.017 0.022
286.1 —-0.277 0.009 —0.259 0.011 —0.102 0.007 —0.039 0.021
275.2 —0.244 0.010 -—0.232 0.012 -0.091 0.008 0.025 0.023
264.7 -0.201 0.012 —-0.193 0.014 —0.076 0.009 0.021 0.027
254.5 —0.189 0.013 —0.189 0.015 —0.074 0.010 —0.017 0.029
244.4 -0.179 0.015 -0.134 0.018 —0.066 0.011 0.087 0.033
234.3 —-0.172 0.017 —0.145 0.020 —0.039 0.012 —0.009 0.041
223.9 —-0.174 0.018 —0.160 0.023 —0.034 0.014 —0.025 0.073
212.9 —-0.157 0.020

measured 67 times during the course of the experifeat. data from the Saskatchewan Accelerator I(8BL), which
II) and the associated systematic uncertainty was taken as thee shown as open trianglgs9]. All of these are in quite
standard deviation of these measuremét$). The unpo- good agreement. As noted previousBec. | and if37)), the
larized bremsstrahlung was sampled continuously and wasompton data prior to 1980 were systematically low in the
always less than 1%Sec. I). These effects lead tpoint-  region of theA peak. In the upper-left panel of Fig. 37 the
specificsystematic uncertainties which have been propagateflonn data fron{32] are shown rescaled by a factor of 1.28
through the analysis for each datuffgs.(2) and(3d), and  (¢crossed squarksApart from the obvious normalization
E|g. 3] and combined in quadrature W|th stat|§t|cal uncertaln—promem, the general angular dependence of their reported
ties to yield thenet measurement erroiiisted in the tables. ross sections is in good agreement with the new results. The
There are no ac_jd|t|or_1al uncertainties on the asymmetry rat|o§n|y other published asymmetry datum in this energy region,
beyond those listed in the tables. from Frascati[60], is in agreement with our results within
errors.

The energy dependence of théy,y) c.m. cross sections
A selection of the results from Tables II-VIlI are com- and beam asymmetries are shown in Fig. 38 at the three
pared with other published measurements in Fig. 37 to Figangles for which data is available from recent experiments at
42. The results from the present work are shown as solidlainz:[41] using the CATS Nal detector and a recoil proton
circles, and other measurements are plotted as the open syatetector for 75° c.m. scatterind40] using the COPP
bols defined in the legends. photon-proton coincidence apparatus for 90° c.m., [
Angular distributions for Compton scattering are shownusing the CATS Nal to detect photons -atl38° c.m. The
in Fig. 37 for four incident beam energies. The Mainz crossseparation of the solid and dashed bands in the left panels
sections(open circleg are taken from three different experi- indicate the magnitude of the systematic scale uncertainties
ments at 75° c.nf41], 90° ¢.m.[40], and 130.7° lah42]. In  for the LEGS and Mainz cross section data, respectively. At
the bottom panels, the average of the LEGS results at 224.35° and 90° c¢.m. the overlap with the present work is nearly
MeV and 234.7 MeV are plotted to compare with 230 MeV perfect. These measurements used a photon-proton coinci-

B. Comparisons with other data
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dence to separate the’ background in much the same way squares. Asymmetry data from Kharkp2] are shown as
as in the present work. The Mainz data-ail38° c.m. ig- inverted triangles ) in the upper-right panel. These asym-
nored the proton recoils and relied solely on the resolution ofnetry data, and the LEGS results in Table V, include all
a Nal to resolve Compton scattering. Their statistical errorsitatistical and systematic uncertainties. The error bars on the
are sufficiently large to overlap completely with our data. Mainz asymmetries are taken as the quadrature sum of the
We note that in Ref[42], nominally equivalentfree-  statistical and the 2% systematic polarization uncertainties
proton scattering data were extracted from an analysis O(ﬁuoted in[43]. While the asymmetry data all agree within
quasifree scattering from a deuterium target at 148.8° labarrors, we observe a difference in the cross sections that
Those results lie somewhat below the trends shown in Figgrows with energy. Below about 270 MeV, our results are
37. However, signif.icant correctipns were applied that IOW’consistent with the Bonn data 88] within errors, while at
ered the cross sections from thelfy, yp) values. As a test  jonar energies our data at central angles are noticeably

of these corrections, the authors[d®2] offered their proton higher, by as much as about 13% at the peak ofRheA
scattering measurements shown as the open-circle points rael%onénce. The Lund data 1] are in agreement with our

~138° c.m. in Fig. 37 and Fig. 38. However, the error bars e
on these data are clearly too large to support any conjectur{fsu'ts at 322 MeV, but seem to remain higher than the Bonn

of a shift between our LEGS results and tentroidsof the ata set at lower energies, although below 300 MeV the
open-circle points. Lund data are quite sparse. The recent Mainz resulfgd 3jf

Angular distributions forz® photoproduction are shown '€ in agreement with the Bonn data.
in Fig. 39 for four incident beam energies. Recent measure- !N Fig. 40 we compare the energy dependence of the 90°
ments from Mainz using the DAPHNE detectpt3] are c.m.p(y,7°) cross sections and beam asymmetries from the
shown as open circles. Data from Lup6ll] are plotted as present data set with those of Maif#3] and Kharkov{62].
open triangles 4\), and results from Bonp38] as crossed The separation of the solid and dashed bands in the left panel
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indicates the magnitude of the systematic scale uncertaintiemnces are not more than one standard deviation.
for the LEGS and Mainz cross section data, respectively. In Fig. 42 we compare the energy dependence of the 85°
These systematic uncertainties allow one to adjust the corrgzm. p(y,*) cross sections and beam asymmetries from
sponding data sets up, or down, by half the spacing of thesge present data set with those from Maj#3]. The separa-
bands, and that is a factor of 2 too small to bring these setgon of the solid and dashed bands in the left panel indicates
Into agreement. the magnitude of the systematic scale uncertainties for the
Angular distributions form* photoproduction are shown | EGS and Mainz cross section data, respectively. The cross
in Fig. 41 for four incident beam energies. Recent measuresection trends are similar to those of Fig. 40, and once again
ments from Mainz using the DAPHNE detectot3], and  the estimated systematic uncertainties are too small to bring
from Bonn using the PHOENICS detec{dd], are shown as  these data sets into agreement. The Mairizasymmetries

open circles and open diamonds, respectively. A selection of|so appear to become more negative with energy.
the older Bonn data, interpolated in energy fro&9], are
plotted as crossed-squares. As was the case withrtmea-
surements, the Mainz and Bonri" -production experiments
agree with each other but are below the LEGS data near the In the present work, the angular coverage for produc-
peak of theA-resonance. Cross sections from Tokyo aretion (20° to 170°) is sufficiently large to permit an integra-
shown as cross€$3] and are closer to the LEGS results. tion of angular distributions to obtain total cross sections for
Asymmetry data from Kharkoy64] are shown as inverted P(¥,7"). The data of Table VI have been fitted to the func-
triangles (V) in the upper-right panel. The LEGS asymme- tional form

tries in Table VIl include all statistical and systematic uncer- 4

tainties. The error bars on the Mainz and Kharkov asymme- do(6) _ 1 S a,cod
tries are taken as statistical errors summed in quadrature with dQcm.  (1- B, c0SH)2 1=0 n '
systematic polarization uncertainties of 23] and 3%

[64], respectively. While the Kharkov asymmetries are in

reasonable agreement with our results, the Mainz data tenslhere 8., is the velocity of the pion in the c.m. frame.
to be more negative at central angles, although the differThere are significant contributions tp(y,#") from the

C. Total cross sections forp(y, =)

11)
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85° and 95° data frorf¥3]. The solid and dashed bands in the left panel indicate the systematic scale uncertainties for the LEGS and Mainz
cross section data, respectively. The error bars on the Mainz asymmetries are taken as the quardature sum of statistical and 2% systematic
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FIG. 40. Excitation functions for 90° c.m. cross sectiglast pane) and beam asymmetri€gght pane) from the present worksolid
circles for the p(y,7°) reaction compared with measurements from Mainz and Kha#8y62. The 90° Mainz points are the average of

polarization uncertaintiegt3]. (The asymmetry errors on the LEGS and Kharkov data reflect the total uncertainties.
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t-channel pole graph, which contains quite high angular mothe LEGS 90° c.m. Compton ang®-production cross sec-
mentum components. These affect thé distribution at ex-  tions come from totally simultaneous measurements, using
treme angles, and the (18, , cos#) 2 factor in Eq.(11) the same set of data runs to select two different regions of the
ensures rapid convergenf5]. Analytic integration of Eq. Same channel-identification spectrumid-panel of Fig. 8
(11) then gives the totalr™ cross sections for each beam from the same detectors. The same particles, photons and
energy. The results are listed in Table VIII, and plotted inrecoil protons, were detected for the two channels, and the
Fig. 43, together with similar integrations of the Tokyo anddetection efficiencies come not from simulations but from
Bonn data fronj63,66. The LEGS and Tokyo cross sections direct measurements. As a result, the LEGSy,y) and
are quite close, even without considering their systemati®(7,7°) results are locked together, so that even if one were
scale uncertaintie§2% and 7%, respectively while the  to arbitrarily adjust the overall experimental cross section
Bonn resultgwhich have a 6% systematic scale uncertainty scale, it IS impossible to remove the discrepancy with Mainz
are about 10% lower at the peak of theresonance. in the 7% channel without destroying the agreement in the
Compton channel.

The comparisons of Fig. 39 and Fig. 41 between the
LEGS and Mainz/Bonnr-production cross sections reveal a

There are several conundrums created by our new dataiscrepancy that appears to grow with energy. We have ex-
The first can be summarized by comparing the center-lefamined the extent to which this can be accommodated by a
panel of Fig. 38 and the left panel of Fig. 40. While the simple normalization scale factor. The result of scaling the
LEGS and Mainz results are in excellent agreement foMainz and Bonn cross sections of Ref43,38,39 up by
p(y,7), the cross sections fq(y,#°) differ by more than  10% is shown in Fig. 44. The overall agreement is quite
evaluations of systematic uncertainties allow. Furthermoregood in thew® channel. Evidently, the differences in Fig. 39

D. Difference in (y,sr) cross section scales
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FIG. 42. Excitation functions for 85° c.m. cross sectidlest pane) and beam asymmetriésght pane) from the present worksolid
circles for thep(y,#*) reaction compared with recent measurements from Maik The solid and dashed bands in the left panel indicate
the systematic scale uncertainties for the LEGS and Mainz cross section data, respectively. The error bars on the Mainz asymmetries are
taken as the quardature sum of statistical and 2% systematic polarization uncetdBjti€Ehe asymmetry errors on the LEGS data reflect
the total uncertaintiep.

are growing, not because the energy is increasing, but simplhat work do not show any scale shifts when compared with
because the cross sections are increasingzFaproduction,  recent measurements of these reactions from Md&i@z71].
this 1.10 rescaling factor achieves reasonable agreement ov@n the whole, data from LEGS and Mainz dile are in
the central angular range, although the Bonn data are noticeeasonable agreement, although both the LEGS and Mainz
ably higher at forward and backward angles. MeasurementéHe experiments relied on simulated detector efficiencies to
of 7™ at extreme angles require detectors close to the bearextract cross sections.
and we can easily speculate that these differences are due to The 10% scale difference between the LEGS and Mainz/
e~ backgrounds in the Bonn data. Compared with bremsBonn data sets is quite troubling, particularly in light of the
strahlung sources, laser-backscattering produces a photoelatively minor role of simulations in the analysis of the
beam that is virtually background-free. Assuming this explafpresent experiment. Any future experiment to investigate this
nation, one concludes that the essential difference betweestale difference will have to have at least comparably large
the LEGS and Mainz/Bonn data sets is a normalization factolevels of kinematic overdetermination, with similar capabili-
of 10%[67]. The conundrum here is that thisusery large  ties of determining detector efficiencies by direct measure-
The estimated systematic scale errors on the LEGS, Mainment.
and Bonn data sets are 2%, 3% and 5—6 %, respectively. A
10% scale change is not easy to explain away. VII. SIMULTANEOUS MULTIPOLE ANALYSIS

As discussed in Sec. Il, @+ *He measurement was car- OF p(y,7) AND p(y,7y)
ried out at LEGS between the second and third running pe- ) )
riods of the present experiment, during which both elastic The Compton scatteringsr photoproduction, andsN
scattering andr® production were measurd68,48. (That scattering chann_els are inter-related by l_Jn|tar|ty through a
“He experiment in fact used the same flux monitoring and®®mMmon S matrix Single 7 photoproduction can be de-
the same 48 cm diameter Nal to detect high energgys as sgnb(_ad in terms of four _mdependent hehcn_y amplitudds,
the present proton experimentt is interesting to note that With i=[1,4], each having real and imaginary paft&2].
the “He(y,y) and *He(y,n°) cross sections measured in

® |EGS
TABLE VIII. Total cross sections inub for p(y,7"), as a X Tokyo'77 4
function of incident lab photon energy. @ Bonn73 ]
» ]
E, (MeV) ey, ) (ub) ~err 2507 2 7
2 : R "m8 g
322.2 257.5 3.1 2 - of B "y
200+ X X _|
309.6 259.2 2.9 ~ - x® -
297.7 248.5 2.9 £ . BeE &
286.1 232.3 2.8 o 150 e E T
275.2 212.3 2.7 & ]
264.7 193.1 2.6 - A I PP I PUPEPE AT P PP
I I ! I | I I
254.5 177.0 2.5 220 240 260 280 300 320 340 360
244 .4 158.2 24 Ey (MeV)
234.3 146.7 2.3
223.9 137.4 2.4 FIG. 43. Total cross sections fg(y,7") from the present

work (solid circles compared with results froif63,66].
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Cross sections and polarization asymmetry ratios can be exained by unitarity and a dispersion calculation involving
pressed in terms of products of these amplitudes. At anyntegrals of the pion multipoles can be used to generate their
given energy, a minimum of eight independent observableggeal partd24,9]. All previous analyses ofr production have

for each pion charge state, are necessary to specify the phrelied almost exclusively on multipole fits to only fouy,@)
topion amplitude to within an overall pha§25]. (In prin-  observables, the cross section and the three single polariza-
ciple, seven should be sufficient to fix the four compexo  tion asymmetries?, (linearly polarized beaj T (targe},
within a common phase, but in fact there does not exist and P (recoil nucleon, with phases taken fron¥N scatter-
measurable set of seven observables that are sufficiently iimg. Here we treat Compton scattering on an equal footing
dependent.Such complete information is not yet available atand simultaneously fit two additional observables, they

any energy. The conventional approach to overcoming thigross sections and beam polarization asymmetries. In this
limitation is to utilize the unitarity connection withrN scat-  way we bring in two new pieces of information and exploit
tering. At energies where there is only one open channethe complete §,v), (y,7), and (r,7) three-channel
which for photoproduction implies energies belowsr 2 unitarity.
threshold orE, =309 MeV lab, Watson's theorem requires

the (y,7) and (w,7) channels to have a common phase

[23], and various model-dependent prescriptions can be used

to extend this unitarity relation to higher energies. Since the Pion-production multipoles can readily be fitted to ob-
7N phase shifts are determined quite accurately in terms ofervables at a series of fixed energies. However, since one is
angular momentum multipoles, Watson's theorem can balways dealing with less than the complete set of observables
used to bring this information into photoproduction if tHe  needed to determine the amplitude, ffespace will gener-
helicity amplitudes are expanded in terms of multipoles withally have multiple minima, and even the global minimum
specific 7N final state angular momenta. Once the, £) can be insignificantly deeper than another more physically
multipoles are specified, the imaginary parts of the sixmeaningful one. This usually causes the extracted multipoles
Compton helicity amplitude#\; are then completely deter- to fluctuate with energy more rapidly than can be physically

A. Parametrization of (y,#) multipoles
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justified. The solution to this problem is to impose continuity M¥? | E¥2  andM¥?, the first two describind1 andE2

by parametrizing the multipoles with a smoothly varying N— P, excitation and the latter allowing for a possible tail

function of energy. This greatly reduces the number of frerom the P,; resonance. The sensitivity to tails from the

parameters and has the added advantage of bridging gapsNt (1535 andA (1700 resonances were examined by adding

the data coverage that invariably ocd@6]. There will be g terms to theE}? and E/M3? multipoles, respectively.

some model dependence with such a procedure, but this cathese resonances, though higher in energy thafPt{heare

be held to a minimum by using a physically motivated pa-quite broad. However, the presenceferms in these mul-

rametrization 16]. . tipoles does not improve the fit, and so these resonant con-
We have performed a series of energy-dependent analyripytions were not included in the fits described here. The

ses, expanding the-production amplitude into electric and myjtipole parametrization of Eq12) is equivalent to that

magnetic partial waves;/. andM/.. in the CGLN notation  ysed in analyses by the RPI grofu$,76 and very similar to

of [73], with relative #N angular momentuml, and that used by the GW/SAID grou7].

intermediate-state spij=1=1/2 and isospinr=1/2 or 3/2.

The (y,m7) multipoles have been parametrized with a

B. Calculation of (y,y) multipoles
K-matrix-like unitarization of the fornj57] r.» P

Once the {,7) multipoles are fixed by the choice of

Ari(Ey)={AE(Ey)+alsﬂ+azsi parameters in Eq(12), the imaginary parts of the six
22 - | crossing-even invariant Compton helicity amplitudes,
+a30,,(E,—EJT)HLI+IT )+ BTy Ai(v,t) with i=[1,6], are completely determined by unitar-

(12) ity [24,36], and dispersion integrals can be used to calculate
their real parts. For the latter, we have followed the proce-
dures of L'vov and co-workerf24,55, writing the real part

Here,E, ande , are the beam and corresponding Kinetic  of the scattering amplitude as fix¢dtispersion relations us-
energies, andhg is the full pseudovector Born multipole, ing a Cauchy loop of finite size,

including p andw t-channel exchangé&4], included here for

[=<19. In addition to the Born terms, a low-order polynomial 5 vmaxv’ IM A (77,1)

in the pion energy , has been included to allow for other ~ ReAi(v,t)=Ai(w,t)+ ;PJ —y 5 4
possible terms that are expected from contributions such as "o vy

u-channel resonances and pion rescattefir®. While it is +A(). (13

obviously desirable to keep the number of fitting constants to

a minimum, the multipole parametrization must have enougl@_'ere, y=(1/4M)(s—u), M is the nucleon mass, ané®
degrees of freedom to be able to describe the actual energy, \ i< thes- and u-channel Compton Born contributilons
dependence dictated by the underlying physics. To ensurgnichy are determined completely by the nucleon’s charge

this, our criterion has been to verify that fits to mock data, magnetic momentThroughout this discussics u, and
generated fronGW-SAIDpredictions are able to reproduce t are the usual Mandelstam variables V\Sthu+t=2|’\/|2)

the .GV\[SM%] pho_to—plo_n multipole solu_t|or[75]. E_‘"‘Ch The principle value integrals in Eq13) are evaluated
mulltlpole up tp_and mcludlng-waves con.talns aterm im,, using pion multipoles in the range=E ,+t/4M~ 150 MeV
V_Vh'le thelgdd't'onasl/‘;‘Z termis usedsgnly in th_e largest mul- (r-threshold to 1500 MeV. Within the interval, 2G8E,
tipolesEqy: and M1, and in theE; [ which is of special <350 eV, thew multipoles are varied to fit the data base
interest. Theas term containing the unit Heaviside step (sec. vII Q. A reasonable set of pion multipoles is needed to
function ©,, (=1 for E,>309 MeV) is used only in the extend the computation of these integrals through the full
Eo+ amplitudes to accommodate possible effects fromp 15_1 5 GeV energy range, and for this we have used the
Swave 2 production. TheGW-SAIDSM95] 7N scattering  G\wW[SM95] solution [75] which is close to our fitted solu-
solution is used for thd-matrix element§75]. Below 2 {jon, Nonetheless, the particular choice of the multipoles
threshold E27=309 MeV, T, reduces to sin{)é%, §(E,)  used for this extension has little effect on the evaluation of
being the elastic 7N phase shift, and (%iT),) the amplitudes at beam energies below 350 MeV. This is
= cos(@)€d. Thus, Eq.(12) explicitly satisfies Watson’s because the numerator of the integrals Aim is completely
theorem[23] below Ei” and provides a consistent, albeit dominated by singler production and is very large in the
model-dependent, procedure for maintaining unitarity affitting interval. At the same time 2 contributions, which are
higher energies. The maximuB, included in our analyses modeled in evaluating the above integrals and thus depend
is 350 MeV, which is over the 2 threshold, but since the upon theoretical assumptiofs5], are quite small below 400
p(v,2m) cross sections are negligible near threshold and stilMeV and at higher energies are suppressed by the energy
very small below 400 MeV, the model dependence associdenominator in Eq(13). As a result, there is in fact very
ated with this extended unitarization procedure is insignifi-little freedom in these dispersion integrals up to th@eak.
cant. This allows the Compton observables to be used as an effec-

When a singles-channel resonance dominates a partialtive constraint on the pion multipoles without incurring ad-
wave having only one open decay channel, the last term iditional model dependent uncertainties, provided that we re-
Eqg. (12 exactly reduces to a Breit-Wigner energy depen-strict their use to energies below the onset of appreciable
dence. TheB term was fixed at zero for all multipoles except (y,27) strength.
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The asymptotic terms in Eq13), A®®, are the residual AJ(t)=C,eBs12, (16b)
contributions that arise from closing the above integrals with
a semicircle of radius’™2*in the upper half of the complex This is functionally the same as E(l4) and B; is again
v-plane. Three of the Compton amplitudess( A,, andAg)  taken as 6 GeV2. Its precise value is of secondary impor-
converge sufficiently rapidly that their asymptotic parts aretance sinceC, is varied in the fit and readily compensates for
zero, A%=0 for i=(3,4,5). TheA; amplitude also con- different values oB; (Sec. IX D). The full asymptotic part
verges rapidly, but its integral is not completely saturated byof A, used in our multipole fitting is
v=1.5 GeV. The residual componeAg® is modeled as 0 0 5
() =A7 () +AF (D+AZD). (160

A2S(t) = CqeBr’?, (14 . . . , :

We have also investigated fits using the functional form of
whereB,, is taken as 6 GeV? from a Regge mod¢R4], and  t-channel exchange for the extd term, similar to Eq.
Ce is varied in the multipole fit. Choosing a different value (15b), but obtained very similar results indicating that the
for B, has almost no effe¢Sec. IX D since the fit compen- exact form of thet dependence is not critical for this term
sates by changing the parame@y. (Sec. IXD.

The two Compton amplitudes associated with 180° pho-
ton helicity flip, A; and A,, have appreciable asymptotic C. Database for multipole fits
parts. L'vov and collaborators mod@l{® as thet-channel
exchange of a pair of correlated pions in a relat&eave.
This is equivalent to exchanging the postulategheson,

The multipoles for single pion photoproduction can be
decomposed into terms of definite isospin,

1 2
oNNF o A a0 ={A(O)+ AWM+ -AC2)
Ais(t)z goNN 2)/7, (15&» YP p 3 3
t—mg )
. : : (0) 1 (1) \/E (3/2)
with massm, =600 MeV. Since the coupling constamsy Ay min=V2| A FZAT - AT
andF .. are essentially unknowr{® is taken as . 17
[ 1 2
C Ao pon=—| AD— —AD) |+~ AB2),
ATS(t) = ——, (15b) A N 3
_mU' ~
. o . , o_Lrw V2 (312)
and the paramete€, is varied in the multipole fit. The Aynomp= V2| A —§A +?A ,
asymptotic part of theA, amplitude is dominated by .
t-channelm® exchange, where the(0) and (1) superscripts indicate the scalar and
vector parts of the isospin 1/2 multipole, and tB&) super-
A”O(t)z ngNFwowF (t) (163 script denotes the= 3/2 component. A complete description
2 2 T mn of A® A and AGC2 would require data from at least

— mﬂo

three of the channels in E(L7), and this requires measure-
Here g, nn is the 7NN coupling constant ané 0., is the =~ ments with a neutron target. Some neutron data exist, mostly
=0 lifetime, UNNF 0,,=0.3310.012 GeV! andm,ois  extrapolated from deuteron measurements, but the data are
the 7° mass.F.(t)=(A2—m2)/(A2—t) is an off-shell ~sparse and the systematic uncertainties are large. However,
form factor for thewNN vertex with cutoff mass\ ,=0.7  the same linear combination &¢® and A®" contributes to
GeV [78]. All of the constants in Eq(169 are known and the #°p and = n proton channelgwith a different linear

this term should strictly be considered part of the Born am-combination contributing to the neutron channelswe de-
plitude, AS . However we group it witiA2° to maintain con- ~ fine the net proton isospin 1/2 amplitude as

sistency with the previous L'vov papef24,55. Those pub-

lications have assumed that thischannel 7° exchange AE)1/2):

0
component completely closes th&, contour, A3°=A7 .

'I{;OWﬁVT:‘]r, we hav((:e fourt]d tf:jis gss\l;lvmptt_]ion ins(;defic(:jie_nt ttr? fitthen proton data alone are sufficient to determA$? and
e high energy Compton daf8]. We have added in the AE)  For the sake of accuracy in extracting the physically

- 1 i - O -
pseudoscalaBorn typecontr|put|on fromt chann_e " ex interestingr= 3/2 multipoles associated with tie— A tran-
change through a term having the same functional form as 372

Eq. (168, with g,y F ,,,=0.097 GeV! andA,=1.2 GeV S|t|on|, M7% and 1+, Itis _Il?ﬁj[tez_r t(;] restrict thehmult;]pole ﬂti
[79]. However, the small coupling constants and the com—t0 qnyproton reactions. This 'S.t € approach we have ta ern.
) : 0 (This is not the approach used in several other recent multi-
paratively largey mass,mo,]=547.45 MeV, result in am] pole analyseg75,22, where neutron data have been in-
that is less than 2% oA7 . To provide greater freedom in cluded to extract the separate scalar and veetofl/2 am-
fitting the amplitudes we have added another term with glitudes. While this provides a more global description of all

t-dependence typical of a process following Regge theory, mr-production channels, there remains an additional as yet

1
©) 4 = A1)
A+ A

: (18
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TABLE IX. Compilation of data included in the multipole analyses of this work. The total number of data
points is 747. The systematic scale uncertainties of the data sets are listed in the second last column and the
fitted normalization scales for solutidi3 (f4) of Table X are shown in the last column.

Observable E, (MeV) Source Scale uncertaintyr(i) Fitted normalization {;)
yp—m°p:
do/dQ 213-334 LEGS/this work 2.0% 0.962981)+0.018
py 213-334 LEGS/this work
3 244-314 LEGY17]
T 280-350 Kharko\62]
T 303-345 Bonr{81]
= 280-350 Kharko\[62]
yp—atn:
do/dQ 213-322 LEGS/this work 2.0% 0.962981)+0.018
py 213-334 LEGS/this work
T 280-340 Kharko64] 9.0% 1.0171.003+0.015
T 282-345 Bonr(80]
P 280-340 Kharko\64] 9.0% 1.0171.003+0.015
H 320-350 Kharko\82]
H 320 Kharkov[82]
G 320-350 Kharko\[82]
YP—yp:
do/dQ 213-334 LEGS/this work 2.0% 0.982(0.9819.018
do/dQ 207-339 MainZ41] 4.4% 1.058(1.022%0.021
do/dQ 250-349 MainZ40] 5.0% 0.997(0.959% 0.018
do/dQ 149-286 SAL[59] 3.8% 1.039(1.025% 0.014
do/dQ 73-145 SAL[8] 4.0% 1.062(1.067: 0.019
do/dQ 98-132 MPI[83] 4.3%, 6.4% combined
do/dQ 81-110 Moscow| 84] 8.0% 0.976(0.989% 0.022
do/dQ 33-81 lllinois [85] 2.0% 0.992(0.999% 0.020
3 213-334 LEGS/this work

#The two data points from th83] experiment do not have a common scale uncertainty, so their systematic
errors were simply combined in quadrature.

unestimated uncertainty in their=3/2 multipoles due to the Fits to theseT points, including only beam asymmetries)(
inclusion of neutron data in the fitting process. and leaving the cross sections completely unconstrained, are
Many different observables are needed to constrain thenable to reproduce these results. We conclude that there
pion multipoles. The data included in our analysis are summust be some problem with the low energy portion of the
marized in Table IX. Because of the differences in %) Bonn target asymmetry data. We have also excluded the
cross section scales evident in Fig. 44, we have fitted onl)Khar’kov beam asymmetry results froié2,64 since, while
(v,7° and (y,7") cross sections from the present experi-they are generally consistent with our olindata, their er-
ment(Tables IV and V], and augmented our beam asymme-rors are 3 to 4 times larger and thus do not provide a useful
try data(Tables V and VI) with other published polarization constraint. For Compton scattering, th€l50° Moscow re-
ratios (in which systematic errors largely cancelhese in-  sults [84] have been shown to be inconsistent with other
clude our earliel (7°) data[17], [T(#°),T(7")] data from  measurements], and so we have included only their90°
Bonn [80,81], [T(7°),P(#°),T(#"),P(«")] data from data. Finally, the recent Mainz Compton measurements at
Khar’kov [62,64], and the few beam-target asymmetry points130.7° lab[42] became available only after our analysis was
[H(7"),G(x")] from Khar’kov [82]. For photon scatter- completed, and are not included in the fit. In any case, these
ing, there is good agreement among all modern Comptopoints would have negligible impact owing to their large
data and, together with our own resulf@bles Il and Il) we  errors(lower panel of Fig. 38
have included in the multipole fits cross sections below 350 The total number of data points included in our analysis is
MeV from [40,41,59,8,83-85 747, of which 232 are fromyp— ’p, 278 are fromyp
Some data points from the references of Table IX have—7"n and 237 are fromyp— yp. There are four main
been excluded from our fits, the most puzzling being the lowobservables in ther-production data basedo/d() (158
energy Bonn target asymmetrig§(«*) for E,=220, 241 points, X (186 point3, T (108 pointg, andP (48 pointy, as
and 262 MeV\] and[ T(=°) for E,=272 MeV] from [80,81.  well as a few isolated double-polarization asymmetri€$7
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pointy and G (3 pointy. The Compton scattering data is NAG Library [90]. These are distinct packages that use com-
limited to two observablesdo/d() (158 pointg and (79  pletely different algorithms to minimize a function. Tests us-
pointg. Thus there is a roughly even distribution among theing these two packages on the same data yielded results that
different observables and no single observable dominates. differed by no more than 0.001%.

Ideally, one would like to vary all parameters simulta-
neously in onggrand fit However, this can lead to unphysi-
cal solutions arising from the ambiguities associated with

Starting with the test fit that reproduced the G395  incomplete sets of observables, and past analyses have gen-
solution (Sec. VII A) for the Aéllz) and Af’/z) multipoles of  erally varied parameters in stad@®,91,92. In our work we
Egs.(17) and(18), the parameters in Eqél2) to (16) were  have found that agrand fit yields several normalization
varied to minimize they? formed by comparing predictions scales that differ from unity by significantly more than the
with the data base of Table IX. systematic scale errors associated with the measurements. In

When combining data from different experiments, sys-contrast, if eitheka) the (y, ) data is first fit and the result-
tematic uncertainties cannot be ignored. One simple methoghg normalization scales are fixed before including, %)
that has been used in past analyses is to add such an errordata in a subsequent fit, or the convefisethe (y, y) data is
quadrature with the statistical uncertaintig&6,87. How-  used to fix their normalization scales before expanding the fit
ever, systematic errors represent uncertainties in normalizae include (y, ) data, then all fitted normalization scales are
tion scales that are generally not a function of angle. Addingonsistent with expected systematic uncertainties. The
them in quadrature with the statistical component ignoreseducedy? values for agrand fit compared to those of pro-
very significant correlations and underestimates the uncegedures(a) or (b) differ by trivial amounts ¢ 0.031 out of
tainties. The correct procedure is to let the fit determine relaj 535, and simply indicate the presence of multiple minima
tive normalization scales among the data sets. All of thevhich occur because the data base has less than a complete
cross section data sets of Table IX, and several of the polaset of observables. Both procedukes and (b) yield physi-
ization asymmetry data sets, have such systematic scale ugally meaningful normalization scales, and in fact nearly
certainties. We have followed the procedure[88], multi-  equivalent results in all fitted parameters. We report here
plying all data from a set with a systematic scale err@f)(  results obtained following procedutb) since the Compton
by a common factotf) while adding §—1)%o? to thex?.  data measured in different laboratories are all in agreement.
Specifically, our fitting procedure minimizes the following  With the normalization scales being fitted, the error com-
function: puted from the covariance matrix on all fitted quantities in-

s herently includes both statistical and systematic components.
fix?P—x'(s) fi—1\2 However, this alone is not the total uncertainty. The full vari-
fioy + , (19 ance associated with a quant®yhaving astandard devia-
tion op resulting from a fit ton points withk parameters is
iven by

D. Fitting procedure

Nsg

313

=1

ij 0t
whereNg is the number of independent data sets, each havg
ing N; points.x? and Ty, are thejth experimental datum 5
from theith data set and its associated measurement error, s§,=X— b= x305. (20)
respectivelyx{j"(S) is the value predicted from th?aparam- n=k
eter set, and; is the global scale parameter associated with
theith data set. The last term in E.9) weights the penalty The quantitys is formally referred to as thanbiased esti-
for choosing a normalization scale different from unity by mate uncertaintyor estimated standard errdrd3]. In other
the systematic uncertainty of the measurement. For some afords, the total uncertainty is actually larger by the square-
the polarization data the effects of systematic uncertaintiegoot of the reducege?. The point is best made with an ex-
are more complicated than a simple scale shift and for theseme example. If two measurements reporting values of
the statistical and systematic errors have already been rd-0+0.1 and—1.0=0.1 are fitted to a constangNUIT will
ported as a combined net uncertainty. For such sets we fiseturn their weighted mean, 0.6®.07. But the uncertainty
fi=1. on the observable from these measurements is clearly much
The procedure of Eq19) for accounting for systematic larger than+0.07. The problem here is that the function
uncertainties is not unique. The GW/SAID group uses a veryassumed in the fita constant was inappropriate. This is
similar algorithm[75], and others were used in multipole reflected in the large reduced-value of 14.14, and results
analyses carried out in the 1970s. However, multipole analyi a totalunbiased estimate uncertainty sp= *+1.00 which
ses have recently been reported by groups from RPI ani$ intuitively reasonable(The Eo4FDF code from the NAG
Mainz in which systematic scale uncertainties have simplyLibrary returnsunbiased estimate uncertaintiesile the er-
been ignored76,22. This associates an unphysical level of rors returned bymiNuIT must be multiplied byy/x?4s.) Al
accuracy with the data being analyzed and necessarily resuliisted errors quoted in this work are totahbiased estimate
in as yet unestimated errors in their reported results. uncertainties The errors reported from other recent analyses
Two computer codes were used to determine the fit paby the GW/SAID and RPI groud¥5,76 are not and should
rameters by minimizing? in the above expressiomiNUIT be multiplied by the square-root of their associated reduced-
[89] from the CERN Program Library anebarprFfrom the  y? values.
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TABLE X. Energy range for the data of Table IX included in the multipole fits.

Solution p(vy,m) range p(v,vy) range Xﬁf
f2 [21] 200-350 MeV 200-350 MeV 97(644-34=1.634
f3 (this work 200-350 MeV 33-350 MeV 112@7147-36=1.583
f4 (this work) 200-350 MeV 33-309 MeV 98®94-36=1.494
E. Multipole solution characteristidA resonance behavior with the real part cross-

ing zero at~340 MeV, where theP,;; wN-phase passes

We have carried out a large number of multipole fits to thethrough 90°, and the imaginary part peaking near this energy.
data of Table IX but will restrict most of the discussion to the Our fitted M3/ is essentially indistinguishable from that of
three summarized in Table X. These differ in the energythe GWSM95] solution from[75]. After this, the next most
range of the Compton data included in th&minimization.  prominent multipoles are thEY? and E¥? for which our
The first entry, solutionf2, reported in[21], did not fit  solution is actually closer to the Born values over most of the
Compton data below 200 MeV and excluded comparisonsitted energy range and show a departure only ove2#)
with the last 4 cross section entries of Table IX. Inffdwe  threshold. The largedd-wave multipoles are th&3? and
have expanded the Compton data to low energies in order {32 For these, our solution is consistent with the Born

increase the-range for the fit of the asymptoti?® compo-  ampjitudes, while the GYSM95] solution is significantly
nents in Eq.(13). Most of the subsequent discussion is fo- ifferent in the EX2. In contrast, many of the smaller
cused on fitf3. The fit f4 restricts the Compton data to p_yaves deviate somewhat from both Born and (SW95].
energies below they,2m) threshold in order to minimize \ost of theF-wave multipoles are consistent with Born val-

uncertainties in the extraction of polarizabiliti€she f3 and ues, although the uncertainty bands are certainly largest for
f4 solutions are very close to the ones used to produce ”"L?lese.(Since the phases of tr%s/_z é’f Mg/_z and M%’f
results ,I'Sted n th? third and first rows in Table | ], multipoles are indistinguishable from zero, their imaginary
respectively. The differences are very small and result from,, i< have been set to zero.

iterating the procedure used to fit cross section scales and 1 Compton helicity amplitudes of Eq13) depend

from tzhe inclusion of a few additional high energy points. upon botht and the energy parameter (s—u)/4M . Thet
The x“q4¢ for all the solutions of Table X are comparable. range of the data being fit is relatively smakt<0.2

The fitted normalization scales for solutid® (and f4) (GeV/c)2. In Fig. 47 we plot the six Compton helicity am-
are listed in the last column of Table IX, together with the : '

. o . : litudes att=0, with v varying over the range of the inte-
systematic scale uncertainties associated with the data s«%

; . rals in Eq. (13). The (purely rea] s and u-channel
(fourth column. The fitted scale factors are close to unity, Compton-Born terms are shown as dotted curves. The con-

With_ the Iarges_t deviat_ions being Ies_s than 1.5 standard degp, tions of the integrals in Eq13) to the real parts are
viations of their associated systematic scale errors. We not&,itad as solid curves from O to 1.5 GeV. and the corre-

that the fitted scales for the two Mainz Compton meas“re'sponding imaginary parts are shown as the dashed curves.

ments of[40,4];|_differ by about 6%, confirming a similar - 4 asymptotic parts from EqéL5h), (16b), and (14) are
result reported in41]. The 180° Compton experiment of v-independent and are indicated by the horizontal lines ex-

[83] reported the cross section at two energies, but with UNfending to 1.75 GeV in théd;, A,, and As amplitudes,
correlated systematic uncertainties. We have therefore com- 0

. o 70
bined their systematic and statistical errors in quadraturéeSprt'Vely' Thet-channel 7% and 7° contributions,AZ
since there was no common scale factor to fit. The polariza+ A7 in Eq.(160), contribute only to theé\, amplitude. This
tion asymmetry data represent ratios of cross sections iassentiallyBorn component is alsov-independent and is
which systematic effects largely cancel. Asymmetry resultsshown as the other horizontal line in the upper-right panel.
have generally been quoted with residual systematic error§hus for A,, the full real part is the sum of the dotted and
propagated through to a net uncertainty. The one exception three solid curves. For all buA,, most of the amplitude
the T andP measurements from Khar’kd®4] which have a  strength is in the vicinity of th& resonance. As expected the
9% scale error due to target polarization uncertainties, ané\;, A,, and A; amplitudes converge rapidly, and has
this scale we have also fitted. only a small component beyond 1.5 GeV.

The electric and magnetic pion multipoles are plotted as a The general features of th& amplitudes shown in Fig.
function of beam energy in Fig. 45 and Fig. 46 where pairs47 persist throughout thierange of the present analysis. We
of solid lines denote theunbiased estimate uncertainty illustrate the behavior of the total Compton amplitude with
bands. For comparison, we have also plotted thel §V05] the special case af=0 for which there are important limits.
solution from[75] as open diamonds, and the unitarizedAt exactly t=0, corresponding to 0° scattering, kinematic
pseudovector pion-Born amplitude as open squares. Thiactors suppress tha;, A, and A; helicity amplitudes so

largest multipole is of course thil3? which displays the that the totaforward c.m. amplitude reduces to
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FIG. 45. The real and imaginary parts of the electric photo-pion multipogs )( from solution f3 (Table X), in units of
1073/M .+ MeV ™1, are shown as a function of beam energy in sets of top and bottom panels, respectively, as pairs of solid curves indicating
the unbiased estimate uncertainbands. Also plotted for comparison are the (8M95] solution from[75] as open diamonds, and the
unitarized pseudovector Born components as open squares. The contribut®asd®, D, andF 7N-partial waves are organized into the
left, middle, and right columns, respectively.

1 vectors, o is the target spinor and=M(2E,+M) is the
——=T4(0) square of the total c.m. energy. This displays the familiar
8mys form of the Gell-Mann-Goldberger—Thirring forward

Compton amplitud¢94],
M (AgtAg) Y p (s ) p P
=——1 —(A3+Age - e+i—A0-(¢'Xe)y,
277\/5 3 6 M 4 1
21 ———T:+(0)=f(E e’ -e+if5(E,)o- (&' Xe),
(213 8 1i(0)=11(E,) 2Ey)o( )
wheree ande’ are the initial and final photon polarization (21b
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FIG. 46. The real and imaginary parts of the magnetic photo-pion multipdes )( from solution f3 (Table X), in units of
1073/M .+ MeV ™1, are shown as a function of beam energy in sets of top and bottom panels, respectively, as pairs of solid curves indicating
the unbiased estimate uncertainbands. Also plotted for comparison are the (8M95] solution from[75] as open diamonds, and the
unitarized pseudovector Born components as open squares. The contribut®asd®, D, andF 7N-partial waves are organized into the

left, middle, and right columns, respectively.

and the forward cross section, averaged over the spin statesnce. The dashed curve in the upper panel in fact just re-
flects the totalmr-production cross section since the imagi-
nary part off, is determined by theptical theorem, Imf,
=E,o¢/4m7. The Ref, satisfies the Kramers-Kronig relation
multipole solution in Fig. 48 as solid curves for the real [95,96], which is guaranteed by the form of the dispersion
parts, and dashed curves for the imaginary parts, respeaitegral in Eq.(13), and the value of R, at zero energy is
tively. These provide several benchmarks. The amplitudegust the Thomson limit of- e%/M. With the assumption that
exhibit the expected resonance behavior with real part$,(«) vanishes, a dispersion relation for Reresults in the
crossing zero, and imaginary parts peaking at the delta res@erasimov-Drell-Hearn(GDH) sum rule [94,95,97; but

of an unpolarized target, is just the sudw/d(Q..(0°)

=[f4]2+ 11,2

The forward amplitude$; and f, are shown for the'3
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FIG. 47. Compton helicity amplitudes fo=0 as a function o= (s—u)/4M, over the range of the integrals in Ed.3) for solution
f3 (Table X). Integral parts of Re&;) are shown as solid curves and W)(as dashed curves. Tise andu-channel Born contributions are
given as dotted curves, and thehannel=® and 7° contributionsA’270+ A;’O, as the indicated horizontal line in the upper-right panel. The
asymptoticv-independent component€®, AS, andAZ2° are also shown.

tests of this sum rule, or equivalently of the assumption thakinks in the Compton amplitudes can be eliminated, there are
f,() =0, are still at an early stage. A unitarity cusp, due tono discernible changes to any of the predicted observables
the opening of therN channel, appears in both forward am- below 350 MeV.

plitudes at 150 MeV. Kinks are evident in the curves at 350 The quality of thef 3 solution is illustrated by comparing
MeV due to the discontinuous jump between our fitted pionthe predictions of our multipoles withr-production cross
multipoles and the G\W6M95] solution that is used to extend sections and beam asymmetries in Fig. 49, with Compton
the integration in Eq(13) to higher energies. We have tested cross sections and beam asymmetries in Fig. 50, and with
the effect of smoothing out these jumps in the pion multi-7-production T and P asymmetries in Fig. 51. The solid
poles with various algorithms. Although the 350 MeV curves are thenbiased estimate uncertairttgnds generated
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6 : : — : MeV total energy where th&3; 7N-scattering phase goes
5 PN - through 90° E,=339.6 MeV for the GWSM95] T,y ma-
4 1 J ) - trix), is indicated. This is about 20 MeV higher than the pole
3 .t position where théV3'? peaks[20].
E 2 J 1 Differences are more apparent in tB&2 multipole. The
714 L HDT/Mainz solution is somewhat smaller than our multipole
2o oz below the resonance position, but increases to meet our un-
g L certainty band at 340 MeV. The GW/SAID solutions are both
o | smaller than either the LEGS or HDT multipoles.
s | A quantity of considerable interest is tE#vIR ratio of the
E2 to M1 N—A transition strengths. This is determined
43 100 200 300 200 500 from the resonant parts of thé>'? andE¥? multipoles and,
6 L L ! ! since theirT';N1 matrix elements in Eq(12) are the same,
5 - this is just the ratio of the corresponding fitt8dtoefficients,
4- u
3] i EMR=B[E?)/BIMP?], (228
g 5 L
; ?_ | or EMR=—(3.07=0.26)% for thef3 multipole solution.
2 o P The ratio of theE2/M1 N—A transitions provides an
- ) et important discrimination between nucleon structure models.
-19 . e ' The quantity most frequently compared to model calcula-
21 i tions is the ratio of the corresponding photopion multipoles,
_3 - - -
i 100 200 300 400 500 4o _ Re[ETE(MID)*]

E, (MeV)

FIG. 48. Forward Compton amplitudés and f, of Eq. (21b
for multipole solutionf3 (Table X). Real parts are shown as solid

curves and imaginary parts as dashed curves.

from the f 3 fit.

EM= (22b

Wk
The evolution of this quantity with energy is shown in Fig.
54 as dotted lines. For comparison, we also show this ratio

constructed from thenon-Born parts of the multipoles
(dashed curvegs and from only their resonant par{solid

lines). The latter is just the ratio in E¢229 and is indepen-
integrated =* cross sectiongtop panel and total pion- dent of energy. Fromlthis one sees that the background terms
photoproduction cross sectiorfsottom panel These are fepresented by the; in Eq. (12) have an appreciable effect
compared to ther* data of Table VIII, which was not used and are comparable to tiﬁnrn contributions. At the energy

in the fit to avoid double counting, and to previous resultsVhere thePs; 7N-scattering phase crosses 90°, the Zpomt
from Tokyo [63], Mainz [98], Bonn [66], and Daresbury Where all the curves cross in Fig. 54, the real partvgf?

[99]. (The difference between thé3 predictions and the 90es to zero and E¢22b) reduces to

Mainz/Bonn total cross sections appears less than the 10%
suggested by Fig. 44 because of their high€r results at
forward and backward angles.

In Fig. 52 we plot thef3 predictions for the angle-

312
Im[E7Y

327"
Im[M7%

32 _

EM= (229

Vil. N—A PROPERTIES which from our multipoles takes the value-(3.04

+0.27)%. The small difference between this and the
312 —3.07% value constructed from the purely resonant parts of

nance contribute to thiel3? andE3? photo-pion multipoles. . . - L
The imaginary parts of these are shown in Fig. 53 by thethe multipoles reflects the inelasticity of tiiematrix in Eq.

solid curves which denote thenbiased estimate uncertainty (1.2) which is very small since the resonance position is only
bands (labeled LEGS in the legend For comparison, we Shgshélr):siag\)/ci)tv etctJhti(f ’éz\T/l)Rﬂe]:rneter]: It(:{e analysis chiefly through
have also plotted the GMMI5] and GWSP97H multi- he - roduﬁtion data. Near tha peak t>r/1e 90°7T°ycross ’
poles from[75] as the dotted and dash-dotted curves, respect— 7P o peak, the
tively. The dotted-GWSM95] curve in the uppeM 2 panel section measured with the photon polarization parallel to the
. - 1+ . 0
is underneath the solid lines and is essentially invisible€action planeg" , changes by about 5% for each percent
While this is clearly in very good agreement with our own Variation in the EMR, while the perpendicular cross section,
solution, the newer GYWBP97K solution appears shifted o , is completely insensitive except at extreme angles near
slightly to lower energies. The Mainz solution (#2], la-  0° and 180°[17]. This is illustrated in Fig. 55 with data at
beled HDT in the legend and indicated by the circles, is 322 MeV beam energy. Here the solid curves are the predic-
about 2.2% lower than ouvl f’f at theA peak but in good tions of thef3 multipole solution(Table X) and the dashed
agreement at lower energies. The resonance position of 123#hd dotted curves are obtained by scaling B2 N—A

The s-channel excitations of the isospin=3/2 A reso-
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FIG. 49. Predictions from multipole fit3
(Table X) shown asunbiased estimate uncer-
tainty bands compared to a sample of the
p(y,7°) data base, upper-four panels, and the
p(y,7") data base, lower-four panels, of Table
IX. For this comparison, the data have been
scaled by the fitted normalization factor of Table
IX (last column.

FIG. 50. Predictions from multipole fit3
(Table X) shown asunbiased estimate uncer-
tainty bands compared to a sample of they, y)
data base of Table IX. For this comparison, the
data have been scaled by the fitted normalization
factors of Table IX(last column.
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FIG. 51. Predictions from multipole fit3
(Table X) shown asunbiased estimate uncer-

S T T T T T T T T ] ;
0 30 60 90 120 150 30 60 90 120 150 180 tainty bands cqmpared to a sample of fhéleft
panels andP (right panel$ data baséTable 1X)
L0 ® Bonn'9s p V Kharkov'sl [ 1.0 for p(y,#°), top graphs, ang(y,="), bottom
08 P(Y,ﬂ) 108 graphs. For this comparison, the data have been
scaled by the fitted normalization factor of Table
T 06 T 0.6 IX (last column.
1 P
0.4 104
R R T e R T T L S
0 30 60 9 120 150 30 60 90 120 150 180
6__ (deg) 6 (deg

resonant componeng[ E>'?] in Eq. (12), by factors of two  Born and other nonresonant backgrounds are significant.

and zero, respectivelyit is important to scale only the reso- Similar sensitivities occur inr* production, WithaﬁT+(90°)

nant E2 component for this comparison. Larger apparenthanging by about 3.5% for each percent variation in the
+

sensitivities can be generated, for example by zeroing th%MR while o7 remains essentially constant. These sensi-

3/2 ; ; PR
full Ey; multipole, but such exercises are unrealistic SINC&;vities in o are significant, although their effectiveness is

somewhat diminished by systematic uncertainties. However,
this shortcoming is circumvented in the ratio @f to the

e LEGS
x  Tokyo'77
@ Bonn73 50.0 T
- Im[M_ *?] ]
250 T 40.0 Y i
2 r (10%/m_) ]
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FIG. 52. Predictions from multipole fit3 of Table X for total
p(y,7") cross sectiongop panel and for the sum ofr® and 7" FIG. 53. Imaginary parts of th#1¥? and E¥? photopion mul-
photoproduction channel®ottom panel shown asunbiased esti- tipoles. Theunbiased estimate uncertainbands for multipole so-
mate uncertaintypands. These are compared to the data of Tabldution f3 (Table X) are plotted as pairs of solid lines. For compari-
VIl for 7", which for this comparison have been multiplied by the son, the GWSM95] and GWSP97K multipoles from[75] are
fitted scale factor from Table IX, and to previoug=") results  shown as the dotted and dash-dotted curves, respectively, and the
from [63,66]. The total photo-pion cross sections are compared tdMainz solution of{ 22] is indicated by the circles. Th& resonance
the results fron{98,66,99. position where thd”3; 7N phase crosses 90° is indicated.
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est change occurs in thdi’f multipole near the peak of the

A, and is quite significant. This is essentially because the
vym1NA coupling appears squared in the Compton amplitude
for scattering through thB;; A resonance. This confirms the
sensitivity of Compton scattering to théf/f as asserted in
[101], although we disagree with their conclusions, largely
because of the very limited nature of their analysis in which
only theM f’f multipole was varied to fit a single observable
at two angles. In contrast, there is essentially no discernible
change in th€E3?> multipole. Since only the denominator of
the EMR is changed with the inclusion of the Compton data,
the net effect on the ratio is minor. The fit to the Compton
FIG. 54. Evolution of the quantitR¥? from Eq. (22b) with ~ data produces changes in a variety of other multipoles, like
energy, using multipoles from solutiof8 (Table X). The dotted the Eg’f shown in Fig. 57, but the uncertainties are larger and
lines show the uncertainty band for the ratio constructed from thehe shifts are rarely more than twice the error bars.
full fitted E32 andM ¥2 multipoles, the dashed lines are constructed  |n addition to the EMR, our multipole parametrization in
from theirnon-Bornparts, and the solid lines from only their reso- Eq. (12) separates thd— A resonance components and pro-
nant parts. The energy at which th; 7N phase crosses 90° is yjides a direct determination of the transverse helicity ampli-
indicated. tudes. These are given by

" 200 220 240 260 280 300 320 340 360
Ey (MeV)

EMR-independent-, , or equivalently in the beam asymme- 1

try, 3. This is plotted for both channels in Fig. 56. We have App=—={M1y A +3E2y AlK, (233
also plotted here the asymmetries recently reported from 2

Mainz [43] as open circles. Both sets of data points include

both statistical and polarization-dependent systematic uncer- 3
tainties. Whlle the two sets of” data are in good agreement, Agjp=— 7{M In.a—E2y MK, (23b
the Mainz=™ asymmetries appear shifted to more negative

values, which would correspond to a smaller EMR. This is a
likely source of their somewhat smaller reported EMR valu
[57].

Compton scattering has a positive beam asymmetry in th
region of theA, while theX from w-production is negative.
As a result, the sensitivity in the Compton channel is re-
versed with predictions for}” changing by about 3% for 1 \/5 AmqWI ]2
each percent variation in the EMR whitg” remains essen- K= %o §{m}
tially constant, except at large anglgd0]. As before, the e
asymmetry2,?” cancels systematic uncertainties but, owing
to the substantially smaller cross sections in this channel, thdere, q=226.2 MeVt and k=258.9 MeVkt are the c.m.
remaining statistical errors are significantly larger than thoser”™ and y momenta at resonancé/=1232 MeV the c.m.
of 277, with the result that Compton scattering provides onlyresonance energy; =120 MeV the resonance width, and
minor constraints on th&N—A EMR. The effect of the [I',/I'=0.994 themN branching fractiorf103]. The ratio of
Compton data is shown in Fig. 57 where the three largesthese helicity amplitudes is simply related to the EMR of Eq.
multipoles of thef3 solution are plotted as the solid curves (228, Ag,/A.,=+\3(1—EMR)/(1+3EMR). For the f3
with the indicated errors. Repeating the fit without inclusionmultipole solution, Ajp,=—135.74-1.34x10 3
of the Compton data results in the dash-dot curves. The largseV Y2 and Az ,= —266.90+ 1.62x 102 GeV 2,

€with the M1 andE2 resonant amplitudes determined from
[(512) by B{M32] and B[E3?], and the factoK is taken as
102

(24)

E2(N—>A)
60 —6% 40 FIG. 55. Cross sections from the present work
50-E —3% for w° (left pane) and ' production (right
) 30 pane) at E, =322 MeV. Data for linear photon
§ 40'5 polarizations parallel and perpendicular to the re-
~ 30+ 20 action plane are shown as solid circles and solid
% 20_5 : squares, respectively. Predictions of 8 mul-
= g 10 tipole solution(Table X) are shown as the solid
10-F curves. The dashed and dotted curves are ob-
oL . Lo tained fromf3 by scaling the EN— A resonant
0 90 120 150 180 component by factors of 2 and 0, respectively.

. (de8)

€.l
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FIG. 56. Beam asymmetries near the peak of shérom the
present work(solid circle$ and from[43] (open circley for #°
(top) and 7+ production(bottom). Predictions of the3 multipole
solution (Table X) are shown as the solid curves. The dashed and

dotted curves are obtained frof3 by scaling theE2 N— A reso- 1.0+ Im[E_*} -
nant component by 2 and 0, respectively. 05+ 0+ B
T aod/m)
0.0-ssiss o pro
200 250 300 350
Ey (MeV)

FIG. 57. The three largest multipoles of th& multipole fit tom
production and Compton scatteritifable X) are shown as the solid
Apart from resonance effects, cross sections for any reacurves, with their uncertainties indicated by the vertical bars. Re-
tion generally fall with increasing angular momentum, andpeating the fit without the Compton data results in the dash-dot
this guarantees the eventual convergence of a multipole exurves.
pansion of the amplitude. However, such expansions are al-
ways truncated to limit a maximum angular momentum
(I may that is varied to fit the data, and ambiguities can arise
when a data set lacks either sufficient statistical precision or
breadth of kinematic coverage. Even wHep, is set at the
practical limit where the uncertainties on thel,,, multi-

A. Convergence of the multipole solution

e® TEGS

poles are as large as the multipoles themselves, it can still SAIDIS&P fit]
happen that some underlying physics requires a yet higher _5-L 265 MeV L
component. In such a case, the fitting process necessarily _—"}_'—iﬁ—'!——

shifts the highet strength to lowet multipoles. This is the

ambiguity pointed out by Donnachie j26]. 298 MeV i

-
ijlli

322 MeV ‘Hhii

1/2(do| - do ) /sin’®  (ub/sr)
o
(]

1. The 2 (w°)/sin? @ test for D waves

0 30 60 9 120 150 180

Several analyses gf(y,7) have minimized the number 0 (deg)

of fitted multipoles, limiting these essentially ® and P
waves[43,22,7. While this may yield a good representa- i 58, The angular dependence of the polarization difference,
tion of a data set, the solution may not be unique and others i ijed by sik(g), for the p(y, =) channel at three different
with larger values Of_max may be_ more physically meaning- energies. The solid curves are predictions of the[B%00K solu-

ful. Fortunately, the linear polarization data can shed light 0njgp, in which onlyS and P waves were fitted, with all other multi-
this question. Inm production the polarization differenc®,  poles fixed at their Born values. Deviations from a constant indicate
of Eq. (3e), takes the simple form contributions from partial waves with=2.
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. RelE. "M —M forces thisD wave strength to artificially appear & or P
T -12Re[M, "M ]| ® RelE, MM multipoles, and that can potentially alter tNe> A transition
— = -18ReM,"M, ] amplitudes of interest.
— 1SReE.'M ] ~ When applying theS. (7°)/sir? 6 test there is a practical
2+ T limitation that must be kept clear. As indicated in Eg5),
100+ // the leading contributions @& (#°) from |=2 multipoles en-
o, £ e ters through interference with the lardé,, . As an ex-
st S0F Zee® ample, we have calculated the three 6s8Y 6 dependent
L terms of Eq.(25) using our7° multipoles, and these are
2 -50-& T — plotted as the curves in Fig. 59. Away from the resonance
-100£ i ER energy these terms are as large or larger tharetheontri-
S NN RelM, (1] =0 3 bution which is shown for comparison as the series of solid
) 2(')0 255 2})0 2;5 3(')0 3é5 350 circles. However, the phase of the-2 multipoles is nearly
Ey (MeV) zero so that their imaginary parts are always very sifad).

45 and Fig. 46 and the contributions of these imaginary
FIG. 59. The leading>-wave contributions from Eq25) tothe  parts to(7°) are essentially negligible. On the other hand,
ratio 2 (7°%)/cosésir? 6, computed usings multipoles from thef3  their real parts are significant. But these entrr®) as
solution(Table X), are shown as the solid, dashed, and small-dottechroducts with the resonaM ., whose real part crosses zero
curves. For comparison, Fhe Ieadiﬁ’g/vgve Ei1. My, interference 3t the resonance energy. This forces [Al=2]X[M;. ]
term is plotted as the series of solid circles. products to zero at this point, even if the=2 strength is

significant. As a result, th& (7°)/sir? 6 test forl =2 partial

Kyle [Ky\1 waves is not applicable for energies close to the resonance.
a. 2= a. E(UH_‘U) But this is not really a serious limitation since by continuity,
if there areD waves below the resonance, then there must be
=— sir? 0{1.9M 1, |+ 3Re[E}, (M1, —M; )] I=2 strength under tha as well.

An analysis of the problems inherent to multipole expan-

+otherl ,=0,1 terms-small[l ,=0,1] sions has shown that the highest fitted partial wave tends to

X[l;=2]termgsp accumulate uncertainties and is essentially guaranteed to be
’ the least well determined 07], which is itself another good
— cos@sir? #{12 R M3 M, ] reason for carrying the fit beyon® waves. Since the

* X 3. (7 /sir? 6 test shows that there is an underlying process
T18REM; My, J+15Re[Ez. My ]l requiringD waves, we have extended the fits of Table X up
+smaller[| ,=2] termg,+ - - . (25) to F waves so as to make sure the fitstavave multipoles

are meaningful. Indeed, examination of th#& multipoles of
Fig. 45 and Fig. 46 show large uncertainties in many offthe

Thus if only S and P waves contributeS/sin? @ must be  waves but quite reasonable determinations of Ehevave

independent of angl€104]. The t-channel pion-poleBorn  terms.

graph contains quite high angular momentum components,

but this contributes only to the(y,7*) channel. In° pro- 2. Overcoming Donnachie’s ambiguity with polarization data

duction theBorn contributions are quite small and have very

little high-l strength. As a result,(7°)/sir?  provides an
effective test to determine if the data require extending th
fitted multipoles toD waves. This quantity is plotted for the
present LEGS data in Fig. 58. For comparison, the solid line
show the predictions of the GW/SAJB500K solution in
which only S and P waves were varied, keeping dl=2
multipoles fixed at their Born values. At all energies the
curves are nearly flat, confirming the small higBorn com-

Donnachie’s ambiguity of higher partial-wave strength
appearing in lower partial waves, and vice versa, can be ef-
?ectively mitigated by constraining the fitted amplitudes with
many independent polarization observables. This is illus-
Trated in Table XI which shows the evolution of the extracted
EMR to its final value[57]. The number of partial waves
with fitted non-Born contributions increases to the right in
the columns while the number of observables is increased in
ponents in ther® channel. At sufficiently low energies the Z:;(;?S;;\;emr;\gtsﬁ égof?gn:h%Lb[IEeisl/{(/W—)v(lzlr O;Sesﬁgte'gnzsa r::%n_
data is also nearly flat, but near Eheresonance a definite straints(row 1), the result is unstable and strongly depends
asymmetry becomes obvious. Théser®) data can be fitted on the number of partial waves included in the fit. But as
with ¢ sirf #(1+c,cos) and the data require,#0, indi-  soon as additionaly, ) polarization observables are added
cating the presence @f waves beyond the mere Born levels. (row 2), the extracted EMR value stabilizes. As expected
Two groups have recently pointed out that our asymmetryfrom Fig. 57, the further addition of Compton observables
data can be fitted varying onlg and P waves[105,106. has only small effectérow 3).

While that may be so, ouE (7°)/sir? 6 test clearly shows We have also tracked the evolution of a multipole solution
that nonBorn D waves must contribute. To ignore them starting with the Mainz {,7) cross sections and beam
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TABLE XI. Evolution of the N—A EMR, starting with fits to the {,7) cross sections and beam
asymmetries from LEGS$present work and expanding the data baSkble 1X) in subsequent rows by
adding data on other observables as indicated. The number of partial waves with fitted non-Born components
is increased in successive columns to the right.

Data included in EMR%) EMR (%) EMR (%)

successive analyses fii=S—-P fit|,=S—D fitl,=S—F
(y,m):
LEGS (Tables IV-VI) {&,3} —(2.16+0.43) —(4.22+1.08) —(4.03+1.34)
(y,m):
+ Bonn 96 {T}
+ Kharkov '81-86{T,P,G,H} —(2.61+0.29) —(2.74+0.28) —(2.82+0.29)
(y,m)+ (7, 7):
+ LEGS (Tables II, Il {o,3}
+ world data{o} —(2.77£0.29) —(2.90+0.28) —(3.07+0.26)

asymmetries fron{43]. This is shown in Table 2 of Ref. plitudes. In row four we show the result of varying by
[57]. When only the Mainzr and, observables are fitted, *=25% the=2= contributions to the dispersion integrals of
the resulting EMR again varies with the number of fitted Eq. (13). Finally, we have varied the parameters used in Egs.
partial waves. But when additional polarization observableg14), (15), and (16) to model the asymptotic parts of the
are included in the fit, the EMR value stabilizes t2.7 ~ Compton amplitudes. These have a very small effect, row
+0.2)%. This overlaps with the values in the third row of five, principally because they enter only the real part of the
Table XI, so it appears that the finlll—~A EMR is largely Compton amplitude which, as seen for example in Fig. 48,
independent of the, ) cross section scale, even though CT0SS€S zero near the resonance energy whereNthel

the individual transition amplitudes are affected by scalef@nsitions dominatéFig. 54. Thesemodel-dependenin-
variations. certainties are added in quadrature and listed in the last row

of Table XII.
In summary, our final results for the EMR and the
B. Final N—A results and uncertainties —A transverse helicity amplitudes are expressed with two
sets of uncertainties, the first being the combiseatistical
ndsystemati@xperimental uncertainties from the multipole
I|t and the second being thmodel-dependenincertainties
from Table XII:

We have studied the variations in the extractéd-A
properties that result from changing assumptions used in o
multipole analyses, and these are summarized in Table Xl
In row one we investigate the sensitivity to differenlN
analyses by replacing the unitarization factors+QI',,N)

) ! — + + 0
and BT'  in Eq. (12) by cos@)e? and 8 sin(8)e %, respec- EMR=-3.07x0.2650.24%),

tiVer, and USing the Hder phase frorT’{lOS] Row two A1/2:_13574t 1.34+ 371(10*3 Ge\fllz)
gives the result of truncating the multipole expansiorDat '
waves, calculated from rows two and three in Table Ve Agjy= — 266.90= 1.62+ 7.81( 1073 Gev-?). (26

do not consider fits truncated Riwaves since these are ruled

out by the 3 (7°)/sir? 6 test] In row three we show the These can be compared to the latest Particle Data Group
effect of shifting the energies of the LEGS dd&&ec. I) to  averages [109] of EMR(PDG)=-2.5+0.5(%),
allow for possible differences in calibration between theA;,(PDG)=—135+6(10 % GeV % and A;,PDG)
present measurement and the\ scattering experiments = —255+8(10 2 GeV 2, which include our EMR result
which are used to fix the phases of the photoproduction amfrom [21] in their averaging procedure. Although these

TABLE Xll. Model uncertainties inN— A transition properties.

EMR Axp Aszp
Model assumption (%) (1072 GeV %3 (1078 Gev 1?3
7N phase solution +0.10 +2.47 +3.66
variations inl .y +0.08 +0.45 +0.38
E,-to-E, uncertainty +0.20 +2.72 +6.89
27 component in Compton R& +0.02 +0.13 +0.06
variations in ComptorA?® +0.11 +0.10
quadrature sum +0.24 +3.71 +7.81

025203-47



G. BLANPIED et al. PHYSICAL REVIEW C 64 025203

clearly overlap with our values, we believe the errors in Eqfm? and EMR = +(0.12+0.02)%[111,11. This has been
(26) are a more meaningful representation of uncertainties.understood in the framework of the dynamical meson-
Most theoretical treatments of-production and nucleon exchange model of Sato and LEE2] who have fitted the
structure guarantee Watson's connection of then) and  parameters of their calculation to our data and found for the
(7,7) channels with a unitarization procedure that is similar,bare yNA vertex, Qy_,,= +0.001:+0.027 fnf and EMR
if not identical, to theK-matrix prescription of Eq(12). Pre- = +(0.0+1.3)%, while for theyNA vertex dressedwith
dictions of these models can be directly compared to thgion loops, Qy_.,=—0.051+0.029 fnf and EMR
results in Eq(26). There are nonetheless other ways of uni-= —(1.8+0.9)%. The CQM lacks the physics of the pion
tarizing the (y,7r) amplitude, such as th®Issonor Noelle  cloud and is most appropriately compared to biage vertex
methods described {i6]. We have not investigated these in results. Evidently, thepectroscopic Q_. , is almost entirely
detail. However, we note that while fits of the model param-a product of the nucleon’s pion cloudVilhelm, Wilbois and
eters of[16] to our polarization data result in EMR values Arenhoeve[112] have pointed out a potential ambiguity that
that vary with unitarization by only-0.1% [20], the corre-  can occur in models that treat thé\ decay channel dynami-
sponding variations in the helicity amplitudes can be considcally in such a way that unitarity is automatically built in, as
erably larger ¢-15%). (Olssonunitarization generally leads in the calculations of Sato and Lee. Such ambiguities do not
to smallerA,, and Az, values, while theNoelle method  arise when unitarity is imposed with K-matrix-like proce-
produces larger valugsClearly a model’s unitarization pro- dure[112], such as we have adopted in Ef2). To demon-
cedure must be considered when comparing predictions fastrate the consistency of their treatment, Sato and Lee have

the helicity amplitudes with the results of E@6). also shown hovK-matrix unitarization can be rigorously de-
rived from their dynamical modéL2]. Evidently, the ambi-
C. Quadrupole moments and deformation guities suggested if112] do not alter the conclusions
above]

The helicity amplitudes of Eq.26) can be related to the
yNA vertex couplings and th&l— A transition moments.
Following the convention of Giannifil10], at theA (1232)
resonance energyvith a photon energy ofV=0.2588 GeV
in the yN ¢.m) the electric coupling is

Other baryon models that incorporate the physics of a
pion cloud also compare favorably with our extracted
strength. The Skyrme model of Wirzba and Weise gives
Qn_a=—0.121 fnf [10], while Buchmann and collabora-
tors augment the CQM with pion and gluon two-body ex-

M2 change currents and fif@y_.,= —0.097 fnf [13,113.
GEZ:—[\/§AU2_ Azpl In the work of Buchmann and collaborators the quadru-
AymaW pole moment of theA™ is just y2 larger than theN—A
_ transition moment,Q(A)/Qn_,=+2 [13]. Dillon and
=+[0.137-0.012+0.043, 27 )" <N—A ) .
[ 3 273 Morpurgo have recently investigated possible higher order
and the transition quadrupole moment is corrections allowed by QCIPL14]. Using their general QCD
parametrization for the quadrupole operator, evaluated with
—-12 SU(4) spin-isospin wave functiongl15], this relation be-
QNHA=WGEZ comes Q(AT)/Qn_ar=+2(1+1C/B)/(1-CIB), where

Dillon and Morpurgo have estimateldC/B| at about 1/3.
= —[0.108+ 0.009+ 0.034)(fm?). (27b) Unfortunately, the sign o€/B is at present unknown. Com-
bining this relation with Eq(27b), we infer the quadrupole
Here, the first uncertainty is again the combirgdtistical moment of theA™ as Q(A*)=—[0.182+0.015*0.057
andsystematiaincertainty and the second reflects the propa<+ 0.086 fm?, where the third uncertainty reflects the sign
gation of modeluncertainties. Similarly, the magnetic cou- ambiguity in C/B. Combining themodel uncertainty from
pling is our analysis with this QCD sign ambiguity givesiat model
uncertainty of+0.103, so that

L 2] 1 Ayt A + 2
M1 4VmaW| V3 127 Azp2 Q(A™")=-[0.182-0.015+0.103 fm-~. (27¢
— +[4.460+0.023+0.104, (279 This is thespectroscopicor static quadrupole momenfas
measured in the lab frameand the negative sign here indi-
and the transition dipole moment is cates an oblate deformation for the . For any spin system
the static quadrupole moment is proportional {§2j—1)
2 from Clebsch-Gordan coefficients, and as a re€(tN)
MN—»A:EGMl must vanish for thg =1/2 nucleon.
However, the quantities of greater theoretical interest are
= +[3.642+0.019+0.085]. (27d) not the observed static moments but the moments of the

intrinsic body-fixed system. Buchmann and Henlgh16]

There is a striking difference between these values antdave recently investigated the relation betweenittensic
those of constituent quark model€QM) which predict a and static moments in three different nucleon models: a
very small E2 component, withQuy_ = +0.003+0.001 quark model, a collective model and a pion cloud model. All
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three lead to the same result, an intrind&i¢ quadrupole
moment with the same sign &(A ") and an intrinsic pro-
ton quadrupole moment of th@ppositesign. This is easiest

PHYSICAL REVIEW C 64 025203

[5] who work in the lab frame and introduced the parameters

(a1,B1,a5,B,) appearing in Eq(28) above, that of Drech-
selet al.[117] who work in the c.m. and used the combina-

to visualize in. the.collectivg model with .the proton as ation of spin-polarizabilities denoted byy(,,yo,¥13,Y14),
prolate spheroid in its body-fixed frame which, when excitedand that of L'vov and co-worker§118] who use the set
by rotating perpendlcqlar_to its symmetry axis, becomesf OBy, Y1, Yea, Yuz) to emphasize their multipole content.
late. It is particularly intriguing that all three models give The relation between these different definitions of the spin-

consistent signs for the proton ad" intrinsic quadrupole
moments.

IX. PROTON POLARIZABILITIES

The transient dipole moments of the proton, induced by
the electric and magnetic fields of the photon during scatter-

ing, can be expressed in the laboratory| 28]
D=aE+3i{a;V(c-B)+aox(VXB)},

M=pBB+1{B,V(c-E)+Bax(VXE)}. (28

The coefficientsy andE describe the dynamical rearrange-
ments of charges and magnetic moments within the proto

polarizabilities is as follows:

a1=4y3= =¥~ Y=t 27137 4Ym2,

B1=—4(y2+ ¥4)=3Y0— Vo= 2Y14= — 4¥E2,
_ (30
a=2y1=vYo+ Y= —2(Yert+ Ym2),

B2=2(¥2+274)=— Yo+ ¥»=2(Ym1+ Ye2)-

We refer to the parameterg, and vy, as theforward and
backward spin-polarizabilities, respectively, taking these
names from the angular regions which are most sensitive to
them in Compton scatterinN@]. From Eq.(30) it is obvious

during scattering. They arise from purely dipole scatteringthat v.=3(ay+ B,). Babusciet al. [5] had first introduced

and are traditionally referred to as ttipole polarizabilities
The other four coefficientsd; , «@,) and (B1,8,) scale terms

containing the proton spior and describe the dynamical re-

this combination a$= — % (a»+ 3,), which we had used in
[9]. This definition differs only by a minus sigé=—vy. In
this work we shall usey,. for the backward spin polarizabil-

arrangement of spins during scattering. They are referred tY Since that seems to be more common lately. As evident in

as thespin-polarizabilities and in terms of their multipole

Fig. 47, only theA, helicity amplitude is poorly convergent.

content, they contain contributions from dipole-quadrupole! N€ ¢.m. set of polarizabilitiesyy , o, 13, ¥14) has the ad-

interference. Following the traditional notation, thar over

vantage of restricting the contributions of thg amplitude

these coefficients indicates that these refer to the structurd® only v, which then reduces the uncertainties in the other
dependentnon-Born parts of the induced dipole moments three. This combination of spin polarizabilities is determined
b

evaluated in the low-energy limit.
The polarizabilities are determined by then-Bornparts

of the fitted Compton amplitudes, evaluated in the low-

energy limit, A"®(v={s—ul/4M—0, t—0). In this limit
the amplitudes are purely real and given by EtR). The
dipole polarizabilities are determined from

— 1
a—p=—5—[AT"(0.0+ALY0)], (299

atB=— %[Ag"‘(o,onAgm(o,O) +A2%0)], (29b

whereA}m refers to the integral parts of E¢L3), which are
determined by the fitted pion multipol€Sec. VII B), and the
asymptotic partsA$® and AZ® are determined by the fitted
parameters in Eq$15b) and(14), respectively. WhileAg® is
small compared to the integral parts in Eg9b), Fig. 47,
2% is the dominant factor in Eq293. For this reason it is
best to constrain the parametrization oftidependence with

y

1 . .
Vo= = 57 [AF(0,0+AT' (0,0 +A0)], (314

1 .
0=+ 5 [AT(0.0], (31b)

1 . _
715"~ g lAs (0.0 +A (0,0 +AF(0)], (319

1 . . .
Yi4=+ W[ZAL{”(O,O) +A(0,0—AL(0,00— A2%(0)].
(310

Here theintegral parts are determined by the fitted pion mul-
tipoles and theasymptoticparts by the fitted parameters of
Egs.(14) and(16).

There are three important differences between our analy-
sis of nucleon polarizabilitiegd] and those of other authors.

fits to data over as wide a dynamic range as possible befor@ the first place, all other analyses have fixed the pion mul-

taking the low-energy limit to obtain the polarizabilities.

tipoles used to evaluate the dispersion integrals of (E8).

The spin-polarizabilities were first introduced by Ragusaand then varied only the polarizabilities, via variations in the
[2] who presented calculations for the four spin-dependen?®, to fit Compton data. Instead, we have simultaneously
quantities ¢, ,v,,vs,v4) in the Breit frame. There are now varied the pion multipolesand the A to fit both

at least three other conventions in use, that of Babeisal.

mr-production and Compton scattering. This is the only way
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to maintain a consistent unitarization of tBematrixand, as TABLE XIlII. Values for a— 8 deduced from different Compton
seen in Fig. 57, this has important consequences. data sets assuming, for columns 3 and 4, #fsts restricted toA7"

A second feature of our analysis is that the sum of than Eq. (160, or equivalentlyy,= —36.6. The last column shows
dipole polarizabilities is determined from the fit via Ed. the results when thaJ term of Eq.(16b) is fitted, corresponding to
(29b), while other analyses generally impose the Baldin sumy_= —26.5[9]. Pion multipole solutions are listed in the top row.
rule [119] as a constraint, For the analyses of individual data sets in the £ —36.6) col-

umns, cross sections were held at their published values, while in
the last column normalization scales were fixed from thgSfjit

_ 1 oCO.IO'[
atp=— —Zdw. (32 (y,) multipoles SM9575] LEGS[21] fitted
2w ¥ (107 %m?) —36.6 -36.6  —26.5
a+B (1074 fm3) 14.2 13.7 13.7
The total nuclear reaction cross sectioff!, above threshold Data set E“y"ax B
(wg) can be used to evaluate the right-hand side of(B#). (MeV) (1074 fmd)

independent of Compton scattering. Since this integral con
verges fairly rapidly, and reaction cross sections are muchLEGS (Tables II, ll) 309 —-0.6£0.5 1.7+0.5 9.3-0.7
larger than those of the Compton process, this should be th#ainz '96 [40,41] 309 -1.3+34 —4.3+3.0 8.4+45

best way of fixing the sum of the dipole polarizabilities. SAL 93 [59] 286 4406 3.8-0.6 11.4-0.8
However, there are now several distinct evaluations of Eq.SAL '95 [8] 145 10.3-0.9 10.+0.9 11.5-1.0
(32). The original work of Damashek and Gilm§@5] gave MPI '92 [83] 132 7.3t2.7 6.9-2.7 12.5-3.1
a+ B=14.2-0.3(10 * fm®) using data from the 1960s. A Moscow '75[84] 110  8.2+2.7  85-27 11.7+2.8
re-evaluation using fits to a recent and greatly expanded dat#l '91 [85] 70  11.143 11.34.3 12.14.3

base givesy+ =13.69+0.14[120]. However, another re-

cent re-evaluation gives a result closer to the original value, _ _

a+B=14.0[121], although with a rather ill-defined uncer- A. Extractions of e and

tainty that is estimated at (0.3—0.5). Given this spread of A frequently quotedylobal averageof low energy experi-

values for the right-hand side of E¢32) we feel it more ments for the difference of proton dipole polarizabilities

appropriate to fitA2® and determinex+ 3 directly from Eq.  comes from(8],

(29b). This also provides independent evaluations of the spin _

polarizabilitiesy, 3 and y,, from Eqgs.(310 and(310d) above. a—B=10.0+1.5+0.9410"* fm?), (34)
Since theA, amplitude is rapidly convergent, E1b) is

free of asymptotic terms. This is essentially the signature ofyhere the first error is the combined statistical and system-

a rapidly convergent dispersion relation first derived by Gell-atic uncertainty and the second is the model uncertainty. This

Mann, Goldberger and Thirringd4], and referred to as the js based on an analysis of Compton data below 145 MeV

spin-polarizabilitysum rule in[122,97, from [85,83,9, together with the sum rule constraint, Eq.

(32), of a+ B=14.2 and the assumption that the second and

third terms of Eq(16¢) are negligible so thaA5°= A’{o. We
= do. (33  have repeated their analysis and found a similar result.
An?lo;, 3 The motivation in[8] for the 145 MeV cut in the data
base used in calculating E¢34) was to limit the model
dependence in the evaluation of the dispersion integrals by
Here,o 3, andoy, are the photoabsorption cross sections forkeeping belowr-production threshold, and with this rational
parallel and anti-parallel alignment of the photon and protorall of the data from{59] were excluded from that analysis.
spins. Although experimental programs to measure thesdowever, when the data frofis9], which extend up to 286
guantities are underway,_there are as yet no data available f@ev are included the resulting value af- 3 drops signifi-
?cculrateriy ?_vzéluate t.h € nrg];ht-hand S'Id.e Olf E®. ;Nﬁ there- cantly. As noted i 9], the trend to smaller values of— 3
ore etthe 't. etermine the pion multipo €s, an _eA&jlé, continues with the inclusion of higher energy data, even be-
which then fixesy, thrqugh Eq.(31b): [A_d|_spe_r5|on sum coming negative when Compton scattering up te tresh-
rule has also been derived for, that is similar in form to old are added from LEGS and Mainz. This is shown in the

Eq. (33), except that the contributions to the integral areirq ang fourth columns of Table XIIl where we list the

arity dependenf123]. But once again, the data needed to— — .
Eapit)falizepon sufh a]constraint areg not availdble a— B values deduced from different data sets, under the as-

. -0 . . .
Finally, all other analyses have fixed the asymptotic parsumption thatA>*=A7 . As discussed 9], these varia-

of the A, amplitude to the first term in E4160. The third  tions ina— 8 do notresult from model dependent uncertain-
and possibly most significant difference in our analysis is theies in the evaluation of the dispersion integrals of Ef).
additional degree of freedom gained by including the Wélv ~ For energies below the72-production threshold §,=309
term. MeV lab), unitarity provides an unambiguous connection be-

1 (=oy—ozp
Yo - 3
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tween the imaginary parts of the Compton amplitudes, the
photopion multipoles, and pion-nucleon phase shiftsEAs

approaches 309 MeV, near the peak of thethese well- 3507
defined singler-production contributions to I become :

® LEGS o Mainz'96 A SAL'93

very large, while the less certain multipion contributions are B 300+
quite small below 400 MeV and at higher energies are sup- § :
pressed by the energy denominator in the integrand of Eq. a 3
(13). As a result, there is in fact very little freedom in the 3 207F
computation of the scattering amplitude for energies below S

309 MeV. Columns three and four in Table XIIl were com- 200
puted using different photopion multipole solutions and dif-
ferent values for the Baldin sum rule, but row for row the
results are nonetheless very close.

The apparent variation in the deduced- 8 values of
columns three and four in Table XllI is an artifact of an
ansatz that limitedd3° to the first term in Eq(160. When
we fit the additional term of Eq(16b) we obtain a sizable
correction toA3® [9]. Repeating the calculations with this
new value forA3® gives the results listed in the last column
of Table Xl wherea— 8 is now independent of energy. The
global results from thé4 fit of Table X, which include all of
the pion data of Table IX and those Compton data below 309
MeV (i.e., the data of Table Xl)| give «— 8=10.39+1.77
(stat+sys in agreement with the low-energy result of Eq.
(34), and a+ B=13.25+ 0.86 (stat-sy9 in agreement with
the recent sum-rule evaluation by Babustil.[120].

do/dQ (nb/sr)

do/dQ (nb/sr)

B. The backward spin polarizability, y,,

While the additional freedom from the inclusion of th§
term of Eqg.(16b) has removed the apparent inconsistencies
in a—pB values extracted from Compton data over
mr-production threshold, it has also changed bsekward
spin-polarizability v, considerably. Writing out Eq313

do/dQ (nb/sr)

explicitly we find for thef4 solution, 0 30 60 9I0 120 150 180
6__ (deg)

FIG. 60. Angular distributions of c.m. cross sectionsi¢ry, y)
from this work (solid circles and from[40,41,59 (open symbols

1 ) )
Vo= — M—M[Ag“‘(o,O) +A3'(0,0)

+Ago(o)+Ago(o)+A§(o)] compared with predictions from this fit (solid lineg and f4 fit
(long-dashed linesof Table X. For these comparisons the data have
=+4.6+4.1-44.9-0.7+9.7 been multiplied by the fitted scale factafEable 1X) from the f3

solution (top panel and f4 solution (other panels For these two
fits the resulting backward spin polarizability,., is —25.1 and
—27.2(in units of 10 % fm*), respectively. The result of repeating
or y,=—(27.2+2.27) 10 # fm*. Thus, fitting the additional the f3 calculation in the top panel and tti@ calculations in the
A term results in a non-Born part of, of (4.6+4.1  other panels withy. fixed to —37 is shown as plus-sight++)
+9.7)=18.4, or about twice what had been assumed in pre(_:urves. Calgulgtlons using the pion multlpoleiM] with vy, fixed
vious Compton analyses. TH& term from thef3 solution, ~© ~3/ &€ indicated by the small-circle curves.

which included Compton data up to 350 MeV, is slightly

larger and results iry,,= — 25.1+ 2.04, although the values plus-signs. The effect of the news term is to raise the
from the two multipole solutions clearly overlap within er- predicted cross sections at large angles, particularly at the
rors. lower energies.

Sensitivity to y,. is chiefly in the large angle Compton Near the peak of thé\l resonance the real part of the
data. This is illustrated in Fig. 60 where we plot the predic-Compton amplitude, which contains all the polarizability de-
tions from thef 3 fit (solid lineg, and thef4 fit (long-dashed pendence, crosses through zéf@. 48 so that at 324 MeV
lines) which are nearly identical. The results of repeating the(top panel of Fig. 6Dthere is no sensitivity toy.. or any of
calculations WithAg set to zero,y,=—36.9, are shown as the polarizabilities. As a result, Compton data near fhe

=—-36.9+9.7, (35
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(o)}
o

peak can only introduce noise in the extraction of polariz-
abilities and so in fixing these quantities for the proton we
regard thef4 solution as somewhat more reliable.

Since the Compton amplitude is essentially purely imagi-
nary at 324 MeV, these data are completely determined by
the pion multipoles. For comparison, we have plotted as the
small-circle curves in Fig. 60 calculations of Compton scat-
tering using theHDT multipoles of[22]. The lower pre- :
dicted Compton values at 324 MeV reflect the smaller 30+
p(vy,m) cross sections from Mainz and Bonn that were used :
to determine this solution. In generating the circle curves we

have setw— 3=10.39(our f4 solution, e+ B8=13.69 as in
[120], andA3=0 so thaty,=—36.9. As a result, the circle
and plus-sign curves are quite close at the lowest energies
where the LEGS and Borm( vy, ) data overlagFig. 39 and
Fig. 41). If one uses thedDT multipoles to fit the Compton :
data below 2r threshold, a largeA correction is needed to R A R S
bring the predictions up to the data, resulting i, 0 30 609 9?de }20 150 180
=—21.4+0.9[57,58. Nonetheless, the discrepancies at 324 om. (€8
MeV remain since these are independent of polarizabilities. | i
There has been a recent speculafith8] of a possible B o T
way to fit the Compton data without the introduction of the % :
additionalAJ correction, which would keep,,.= —36.9. The = S 7 ¥
b—{
=]

1/2(do -do) (nb/sr)
N W e g
il

—
[}
s o s I e

1/2 (o -do)) (nb/sr)
&
1

asymptotic part of thé\; amplitude is assumed to be domi-
nated byt-channelo-exchange, witho being the correlated ;

21 object required in analyses df-N scattering. Since the o :

. . o %
o couplings in the numerator of E(L5a are poorly known, s ok . ii.,j'é"i E
they are simply treated as a free parameter in fithdg. In & 10-+T+"f"’=’f'w= T
our fits we have set the mass to 600 MeV, an average of 200 220 240 260 280 300
severalN-N analyses. The authors [18] have pointed out Ey (MeV)

that reducingm, in Eq. (15 changes theé-dependence in .

such a way gasoto raisqe the back gngle Crossp section. so that FIG. 61. Compton data from the present work for the spin dif-
1 Lo _ l _ . .

one might be able to reconcile predictions with data in thiserence==z(do—da, ). The long-dashed curves are predictions

way while leavingy,, fixed at —37. We have investigated from the f4 solution of Taple X withy = —21.2 (10" m’) and

this suggestion and found that good fits can indeed be odp(,=600 MeV. The plus-sign curves are obtained by repeating the

tained in this way, but with a fittedn =217+6 MeV calculations using thé4 multipoles but withy .. fixed to —37 and

1 U-_ -_—

. . . =600 MeV, whil tti =—37 andm, =217 MeV gi
[57,58 which is substantially less than the mass of two '@ eV, while Setingyx andms eV gives
. . L L . _the dotted curves.
pions. This does not seem a realistic alternative if one is to
take seriously the association Af*° with the t-channel ex- ) ) _ o
change of arswave pion pair. But regardless of the physical th® Compton amplitude in E¢31b. Evaluating th'S_W'th the
origins of A2, the polarization data do not favor this solu- {> andf4 muiltipole solutions(Table X) gives y,=—1.46

. . A _ +0.15 and—1.55+0.15 (10 4 fm*), tively. The tw.
tion. The spln—dn‘ferenceE=%(doH—doL) is completely an ( m"), respectively. The two

) . - X results are quite close in value since none of the fitted
independent of thé&, amplitude, and is thus independent of d

s . . asymptotic terms enter the evaluationgf.
the A5 correction and ofy,. In Fig. 61 we plot thef4 The y,5 and y4 polarizabilities of Eqs(319 and (31d)

predictions for this observable using the fitted valueyof 56 determined by integral terms and #eymptoticpart of

= —27.2(long-dashed curvgsand usingy,=—36.9(plus-  he A, amplitude. Because the latter is so sniBlh. 47), the
sign curveg The two predictions coincide. However,does 3 and f4 solutions again yield very similar resulty;s
depend orA; and hence on the choice of, in Eq.(15). The  =4.15+0.55 and 3.940.53 (10 * fm*) from f3 and {4,
dotted curves show the result of fixing,=217 MeV. Al-  and y,,= —1.88+0.25 and—2.20+0.27 (10 * fm%) from
though the uncertainties in the data are far from negligiblef3 andf4, respectively. As discussed in the previous section,
the polarization data clearly favor a largey, . (The f4 so-  we regard thef4 evaluation ofA3® as the more reliable.
lution with m_,=600 MeV has ay?/>-point of 1.25, while

loweringm,, to 217 MeV raises thg?/3-point to 1.45) D. Final proton polarizabilities and uncertainties

We have studied the variations in the extracted polariz-
abilities that result from changing assumptions used in our
Theforward spin polarizability y,, is entirely determined analysis, and these are summarized in Table XIV. The results
by the fitted pion multipoles entering tt#¢"" integral term of  in rows one through four were obtained with the same pro-

C. The spin polarizabilities, yq, 13, Y14
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TABLE XIV. Model uncertainties in the extraction of proton polarizabilites; see Sec. I¥Dtries less than 0.01 have been left blank.

Model assumption a—B a+pB Vr Yo Vi3 Yia
(104 fm?d) (104 fm?3) (10°% fm*) (10°% fm%) (107% fm*) (10°% fm%)

7N phase solution +0.26 +0.40

variations inl p,ay +0.24 +0.08 +0.32 +0.02 +0.04 +0.02

E, -to- E, variation +0.05/~0.62 +0.10/~0.00 +0.09/~0.33 +0.00/~0.01 +0.12/~0.04 +0.02/~0.04

(y, multi-) in A" +0.26 +0.13 +0.21 +0.02 +0.16 +0.03

Bp +0.02 +0.01/~0.04 +0.02 +0.00/~0.01

Bs +0.26/~1.59 +0.08/~0.52 +0.00/~0.75 +0.00/~0.01 +0.01/-0.06 +0.01/-0.06

m, +0.87/~0.62 +0.04/~-0.16 +0.19/~0.42 +0.00/~0.01 +0.01/~0.02

OanNF a0y +0.05~0.04  +0.09/~0.13 +1.54 +0.01 +0.02/-0.03

AL +0.04/~0.00 +0.05/~0.02 +1.18/~0.00 +0.01/~0.00

Al(t) form +0.08 +0.95 +0.01 +0.01

quadrature sum +1.02/~1.87 +0.23/~0.58 +2.24/-2.10 +0.03/-0.03 +0.20/~0.18 +0.05/0.09

cedures used to generate the first four rows of Table Xlimultipole fit and the second being theodel-dependenin-
(See Sec. VIII B. In row one we show the effects of replac- certainties from Table XIV:
ing the GW-SAID7N T-matrix elements in Eq12) with the

Hohler phase-shifts froril08]. Row two gives the result of a—B=+10.39+1.77"133107* fmd),
truncating the §,7) multipole expansion &b waves, and in

row three we show the effect of shifting the energies of the Pty 023 14 fm3

LEGS data to allow for possible differences in calibration atp=+13.25-0.8675{10 * fm?),

with the 7N scattering experimen{Sec. I). In row four we 228 4 e

show the result of varying by- 25% the contributions from Yo=—27.235227 55410°% fm*),
multiple-pion production in the dispersion integrals of Eq.

(13). The effects of varying the Regge slope parameBgys yo=—1.55+0.15'333107* fm*), (36)
of Eq. (14) and B of Eq. (16b) in the range 4 Ge\<B

<10 GeV|[24] are shown in rows five and six. There is an y15= +3.94+0.53 921074 fm?),

appreciable correlation in the fits between thg and A3®
amplitudes, and as a result variationsHp give significant

contributions to the uncertainty ia— 8. (This is the main

source of the increase in the model-dependent uncertainty
from[9].) In row seven we vary the-mass parameter of Eq. E. Comparisons with yPT
(15) in the range 50& m,<700 MeV. The mass of the is

model dependent. A recent analysis puts between 535 . f OCD th h chiral ion th
MeV and 650 MeV[124], and we have about doubled this the expe4ctat|0ns_ 0_ QC_t rougn chira pertu_rba_tlon theory.
The O(p™) predictions,a—B=7.0+4.1 and a+ B=14.0

range for our uncertainty estimat€fhe PDG average in- e 3 . .
cluding many old analyses gives a much larger range, 40&4'1(.10 tf][n ). havel beeng n r((ejasonda}btlg ag;eetmhent \.N'th
<m,<1200 MeV[103]. If m, is allowed to vary through SXPerment forsevera yeal8], and predictions for the spin

that range, the main effects are to increase the row sev Orzaerézggmgzsrinag?/virt]r())(vl\:l’Tb?Ln(?t-gr?;lrﬁ?w‘?gnsde;grcaoln%rri?ups.
uncertginties iy = to #2'05 and iny,, to +0.20-1.43) butions should be removed from E@5) since these appear
The 7--exchange couplingg ,nnF 70,,= —(0.331+0.012)

1 . ied th h th ‘i =/ atthe tree level ingPT and are not normally included in the
GeV " [53], is varied through the range of its uncertainties q5|c,|ated spin polarizabilities. For this purpose we can de-
in row eight, and in row nine we vary the cutoff mass in

the form factor of Eq(16g by +0.3 GeV. Finally, in row ten fine
we investigate the effect of replacing the Regge parametriza- 1 - - 5
tion for A5 in Eq. (16b) with the functional form of Eq. Vo=~ 5 As (0.0 +Az7(0,0+Az(0)], (373
(15b), corresponding to &channel exchange of a particle
with a mass of 1 GeV. Theseodel-dependenincertainties : P
are added in quadrature and listed in the last row of Tablé’vhICh for thef4 solution is
XIV. D 224 44 fmé

In summary, our final results for the dipole and spin- Vo= 118.40:2.27 37410 * fm?). (37b)
polarizabilities of the proton are expressed with two sets of
uncertainties, the first being the combirgdtisticalandsys-  In terms of the definitions of Ragu$a] our f4 results(in
tematic experimental uncertainties from the simultaneousunits of 1074 fm*) are

y1a=—2.20+0.27°353107% fm?%).

The proton polarizabilities of Eq36) can be compared to
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TABLE XV. Predictions for the proton spin polarizabilities, in units of £0fm*, from HBYPT [7] and
from the subtracted dispersion relationd bf7], compared with the results from this work in the last column.

HBYPT Subt. Disp. Rel. This analysis

o(p®) O(p®)+0(p* HDT () + multi-7r
. +4.6 +3.4 +9.5 +18.40+2.27°533
Yo +4.6 -1.0 -0.8 —1.55+0.15° 003
Y13 +6.8 +2.6 +4.3 +3.94+0.53"92)
Y14 +6.8 +0.4 -15 —2.20:0.27°3%3

between events from the two channels drops to nearly zero

— _
=2(vot ¥x) : : ) .
71=2(70% ¥a for all detector settings and energies. This has been achieved

=+8.43+1.14'112 with a large over-determination of kinematic parameters, and
is crucial to reducing the uncertainties in the subtraction of
Y2=~ %Yot 714 the tail of the 7° component.(The shape of the latter is

always difficult to determine accurately at levels that are
comparable to Compton scatteripg.

— . — In addition to providing definitive Comptonf separa-
¥3= (%0 Y2~ 2713) tion, the large kinematic over-determination in this experi-
=—2.24+0.63 535 ment has allowed us tmeasurethe detector efficiencies di-

rectly from the data itselfFig. 11, Fig. 13, and Fig. 15, Sec.
IV B), and so remove much of the dependence upon Monte
Carlo simulations that have characterized other experiments.
=+5.31+ 0.58f8j2§ (38 This has greatly constrained the resulting cross sections and
has led to the small systematic scale uncertainty of(3%c.
where thebar over the symbols again indicates that theV|A)_
t-channel7® and »° terms have been excluded. Compared As shown in Fig. 37 and Fig. 38, the Compton cross sec-
with Eqg. (36), the larger fractional errors in the Ragusa po-tions from this experiment are in excellent agreement with
larizabilities reflect the uncertainty in the poorly convergentpyblished data from SA[59] and from MainZ40—42, and
A, amplitude which contributes to all by, which is itself  are about 28% higher than older Compton data from Bonn
small because of a near cancellation. [32] near the peak of thA resonance. However, while our
Our extracted spin polarizabilities are compared with ap(, 79 angular distributions exhibit the same shape as data
recent heavy baryon chiral calculation (KBT) from[7]in  from Mainz [43] and Bonn[38], the cross section scales of
Table XV. The difference between the second and third colthe |atter are about 10% low€Fig. 44). This is particularly
umns clearly shows that tf@(p*) terms are significant, in- gifficult to reconcile. For example, the 90° Compton arfd
dicating that the chiral expansion has not yet converged. IRross sections shown as solid circles in Fig. 38 and Fig. 40
fact, large A contributions are expected to contribute atwere measured simultaneously in the same detector, for
O(p®), particularly iny, and y, [7], and such calculations which all detection efficiencies were directly measured.
are being pursued. There is no freedom to adjust the scale of th@ results
In the fourth column of Table XV we list the predictions without destroying agreement in the Compton channel.
of [117] using once-subtracted dispersion relations to calcu- Our p(y,#") angular distributions also overlap with re-
late Compton scattering, in contrast to the subtraction-freeent data from MainZ43] and Bonn[44] if the latter are
L'vov relations used in the present work. Their predictionsscaled up by 10%Fig. 44). However, the only available
are similar to our results, particularly fary, y13, andyq,. p(v,7") data that extend to extreme forward and backward
While they have also confirmed that the data favor a largeangles are fromi39], and these appear relatively higher when
value for the backward spin polarizabilifiess negative for rescaled by 10% to match the central angles. Fiedata

y.» and more positive fory,), their result differs from ours from [39] were measured with untagged bremsstrahlung and
because of their use of tHéDT pion mu]tipo|es frorrizz:l we have SpeCUlated that their measurements at angles close
which lead to underpredictions of the Compton cross secto the beam could have been contaminated by electrons.

tions, similar to the circle curves in Fig. 60. Angle integratedp(y,7") cross sections are quite close to
results from Tokyd 63], Sec. VI C. Because of the* dif-

ferences at extreme angles, our fitted total cross sections are

about 6% higher(instead of 10% compared with results
The present experiment has achieved an as yet unequal&é@m Bonn and Mainz near the peak of theresonance, Fig.

separation of proton Compton scattering from the very largé2.

competing process of° photoproduction in the region of The Compton data near the peak of therovide a con-

the P33 A resonance. As seen in Fig. 8 and Fig. 9, the valleysistency check with pion production. There the real part of

=—0.65-0.3179%,

Y=+ 3 (Yot V2= 2710

X. SUMMARY

025203-54



N—A TRANSITION AND PROTON.. .. PHYSICAL REVIEW C 64 025203

the Compton amplitudéwhich contains all the dependence M1 mixing EMR is only minor. The helicity amplitudes de-
upon polarizabilitiescrosses through zek&ig. 48, and as a termine theyNA vertex couplings and the— A transition
result Compton scattering is determined completely by piormoments, Eq(27). The inferredspectroscopicquadrupole
production. As seen in the top panel of Fig. 60, the LEGSmoment of theA* is negative, Eq(278), indicating an ob-
pion multipole solutior(solid curve fits the Compton data at late shape.
the A peak while theHDT solution(circle curvg which was We have extracted the twaipole and fourspin polariz-
fitted to the Mainzp(y, ) data is significantly lower. abilities of the proton, Eq(36), determined from the low-
The beam polarization asymmetries from this experimengnergy limits of the fitted Compton helicity amplitudes. The
have substantially smaller uncertainties than any other datasulting backward spin polarizability y,., is significantly
set. They are in agreement with Mainz resul#3] for  different from previous expectations, withrmn-Born part
mC-production but disagree in the™ channel near the peak that is larger by about a factor of 2. This difference is driven
of the A resonancéFig. 40, Fig. 42, and Fig. 56In contrast by the Compton cross sections at back angfég. 60), and
to the complex process of coherent bremsstrahlung in a crysas resulted fronfitting the asymptotic part of the one
tal lattice that is used to produce polarized photons in Mainzpoorly-convergent helicity amplitudé,, in Fig. 47.(All pre-
LEGS yrays are produced by the Klein-Nishina scattering ofvious analyses had simply held this contribution constant.
light from free electrons in vacuum, and as such their polarThis new fittedA, has also removed an apparent energy

izations are very accurately known. The Compton asymmegependence in the value af- g, the difference of the pro-
tries from this experiment are the first to span a wide range ., dipole polarizabilitiesTable XIIl). Our value fora— 8

of energies and ang_les in the region of the_resonance and extracted from data up to72 threshold is in agreement with
are in agreement with the only other published datum frorr] ) fitted value far+ B is |
Frascati(Fig. 37). ow energy results, while our fitted value fer+ g is in

agreement with the Baldin sum rule.

Combining our data from Tables II-VII with other Comp- : o
Our extracted value fory, differs significantly from

ton cross section data and oth®fy, ) polarization ratios 4 o :
(Table I1X), we have carried out the first simultaneous multi- Q(P") HBxPT predictiongTable XV), although potentially

. 5 .

pole analysis of Compton scattering and photo-pion producia/ge corrections are expected at ord@{p) [7]. While

tion. This is the only way to consistently maintain unitarity these theoretical efforts are underway, it would be highly
and has important consequences for several multipoles, paqi_eswable to measure other observables with increased sensi-
ticularly the dominantM3’2 (Fig. 57. While the measured tivity to y,, and two double-polarizatiom(y,y) experi-
angular distributions can be fitted by varying only,=S  Ments are planned at LEG57,58. Such double-polarized
andP waves, we have shown that the differencep{ry, %) ~ COmpton experiments are sometimes referred to as providing
polarized cross section§, = 1/2(do— der, ), demands con- direct access to the spin polarizabilities25]. However, one
tributions from at leasb v’vaves(Seg: V|||LA,1 and Fig. 58 must recall that 12 independent observables are needed to
Since the highest partial wave varied in a multipole analysi etermine the Compton amplitude above pion threstfu

is guaranteed to be the most uncertfl07], we have ex- below threshold It is very unlikely that such a complete
tended our fits tF-waves (Fig. 45 and Fig' 45 We have set of data will ever be available and future extractions will

shown thatDonnachie’s ambiguityof higher partial-wave always involvefits to an incomplete set of observables. Al-
strength appearing in lower partial waves, which can occufhough still notdirect, such fits will hopefully have improved
when truncating a multipole expansi¢@6], is effectively ~ ScnSitVities.

mitigated by constraints from many independent polarization

observablegSec. VIII A 2 and Table X). ACKNOWLEDGMENTS
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