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Nuclear Compton scattering from 2C and bound-nucleon polarizabilities
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Compton scattering cross sections frdAC have been measured at scattering angles ef 35°— 150°
using tagged photons & ,=84—105 MeV. Attempts to extract nucleon polarizabilities from the data were
hampered by model ambiguities. These included uncertainties in the strength of the electric quadrupole and
guasideuteron total photon absorption channels, and in the parametrizations of meson-exchange effects and
nuclear form factors. These ambiguities led to large variations in the extracted values of the effective polar-
izabilities of the bound nucleon. Inelastic Compton scattering cross sections from the 4.44 MeV first-excited
state were also obtained.
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. INTRODUCTION polarizabilities are 10* fm®. When combined with the stan-
dard Baldin dispersion-relation sum ruig],
Considerable attention in intermediate-energy nuclear
physics has been recently focused on the electric and mag- (;+E)p:14-2t 0.5, (5)
netic polarizabilities of the nucleory and 8. The polariz-
abilities represent first-order responses of internal structur&q. (3) leads to values of
to external electric and magnetic fields. Two questions of

interest arise: what are the polarizabilities of the free a@,=12.1-0.9+0.6, Ep=2.110.910.6. (6)
nucleon, and are these values altered when the nucleon is
within a nucleus? Recent reevaluations of the sum rule yield 13:€914 [4]

In the case of the proton, the elastic photon scattering, oand 14.@-0.5[5]. All evaluations are in agreement with the
nuclear Compton scatteringCS), cross sections below in- measured values within errors.
cident energies of about 100 MeV can be well described by A similar sum rule is available for the neutr¢é,
the low-energy expansiofLEX). In the LEX the deviation o
from the Born cross section for point particles is manifest in (a+B),=15.8£0.5 (7)
terms proportional tdEi involving the polarizabilities. Scat-

tering at forward angles is sensitive to the sumH4g),, / _

while at backward angles the difference 3), dominates [5]). However, direct Compton scattering measurements are
vard angles . . Blp .~ not possible, so the extraction of neutron polarizabilities is

Through application of dispersion relations the sum is con-

X . . more complicated and current values are highly uncertain.
strained, leaving the difference as the only free paramete P gy

Global averages of the sum and difference obtained fro Previous determinations of the static polarizability from
9 : : rTéxperiments involving low-energy neutron scattering from a
numerous proton Compton scattering experiments have b

. . e%'?eavy nucleus are inconsistg@t-9|. Similarly, earlier mea-
given in Ref.[1], surements of quasifree and Compton scattering from the deu-
- — teron[10,11] have been plagued by large uncertainties. Re-
(¢=pB)p=10.0£1.5+0.9, (1) cent measurements of quasifree Compton scattering from the

deuteron for the protord(y,yp)n, at Mainz gave

(with recent reevaluations of 14.4M.66[4] and 15.2-0.5

(a+B),=15.2:2.6+0.2, ) o
(a—p)p=9.1+1.7+12 [12], (8)
and more recently in Ref2],
which is consistent with the free proton. This suggests little
— T — + 1.2 medium modification. For the neutrongd(y,yn)p at
(a=p)p=10.117gs, ©® Saskatchewan Accelerator Laborat¢BAL) gave

(a+p)p=13.2¢0.9"02. 4 (a—B),=0-12.8 [13]. 9)
In Egs.(1)—(4), the first error is the combined statistical and The upper limit in Eq(9) was obtained by using the results

systematic, and the second is due to the model dependencedafRef.[10] as a constraint. This is consistent with the free-
the dispersion-relation extraction method. The units for theproton difference. Based on the value for the difference in

0556-2813/2001/64)/01460313)/$20.00 64 014603-1 ©2001 The American Physical Society



B. J. WARKENTIN et al. PHYSICAL REVIEW C 64 014603

Eq. (9) and the sum-rule constraint in E(), the neutron 160 at energies of 58 and 75 MeM.8] determined that the

polarizabilities are within the ranges effective bound and free values were essentially the same.
_ _ Their most recent experiment usirfCa at energies of 58
an=17.9-14.3, B,=7.9-15. (100 and 74 MeV and'®O and “*He at 61 MeV[22] again sug-

gested that the modifications are much smaller than that ob-
served in Ref[20], and were consistent with the meson-
exchange corrections calculated bytHand Milstein[23] of

Aa~—2, —1, 0 for “°Ca, %0, and*He, respectively. Proff

Equations (6) and (10) can be used to calculate the
proton-neutron-averaged polarizabilities,

an=9.2-14.0, By=5.8-1.0, 11 . :
N Pr D ol [22] further proposed that their earlier data SHle
and the corresponding isospin-averaged difference, [21], which employed untagged bremsstrahlung, could justi-
fiably be discarded because of the inherent uncertainties in
(a—B)n=23.4-13.0. (12)  the analysis of this type of experiment. However, there still

remains a disagreement in the cross sections measured at
From the sum rules, Eq$5) and (7), the isospin-averaged backward angles between this newféte [22] measurement

sum is and an earlier tagged measurement e performed by
o Wells [24].
(a+B)y=15.0=0.5. (13
[l. EXPERIMENT
These values can then be compared to a recent measurement
of Compton scattering from the deuterfit¥], the simplest The present experimeftomplete details can be found in
composite nucleus. This experiment yielded [25]) was conducted at the Saskatchewan Accelerator Labo-
o ratory. An electron beam energy of 135 MeV was chosen to
(a—B)y=2.2£1.8, (14 avoid neutral particle background arising from pion photo-

production. The duty factor over the course of the experi-
which is just consistent with the isospin averd®. (12)].  ment was greater than 40%. Incident photon energies of 84—
However, it is not consistent with predictions that the neu-105 MeV were tagged in the 62-channel SAL tagd8] by
tron and proton polarizabilities should be simi(arg., chiral  the standard technique. Tagging efficiencies were measured
perturbation theory15]). This suggests that there was miss- approximately once eve8 h by placing a lead-glass detec-
ing physics in the calculations used to extract the polarizabiltor directly in a flux-reduced photon beam. This measured
ities. the fraction of tagged photons passing through the defining

The Compton scattering from more complex nuclei can besollimators, which averaged (53:%.5)%.

parametrized in a relatively model-independent way below Photons scattered from a 8:2D.04-g/cni block of
the pion threshold in terms of polarizability constants, pro-graphite were detected in BUNBoston University Nal
vided the total photoabsorption cross section and its multif27], a Nal detector capable of high detection efficiency and
pole composition are known. These effective polarizabilitiesexcellent energy resolution due to its size and uniformity
et and Bess, May include deviations from the free-nucleon characteristics. BUNI's 2% energy resolution allowed the

of 11 optically isolated scintillator elements: a cylindrical
torr=an+Aa, Besr=PBn+AB. (150  Nal core measuring 26.7 cm in diameter and 55.9 cm in

length, four Nal quadrants that form a 10.8-cm-thick annulus
Furthermore, some theoretiddl6] and preliminary experi- of the same length, and six plastic scintillator segments that
mental [17] studies suggested the possibility that mediumconstitute an outer annulus with a length of 51.0 cm and a
modifications, such as alteration of the virtual pion cloudthickness of 12.7 cm. This was surrounded by 28 cm of lead
surrounding the nucleon quark core and Pauli blocking oend steel shielding to suppress the electromagnetic and neu-
swelling of the nucleon radius, result in a sum fog tron background that can overwhelm the low data rates of

~ e . nuclear Compton scattering or degrade detector resolution b
+ Bet, Which is somewhat different from the free-nucleon- P 9 9 y

. pileup.
averaged sum. However, recent nuclear Compton scatteru% Th L
. . . m of the ener ited in th re and th -
measurements of this surb8—2d have been consistent with e sum of the energy deposited e core and the quad

the free-nucleon value rants was used to defin_e thg energy of a scattered_ phqton
On the other hand. these same measurements disagrevent.Azero-degree-callbratlon run and quadrant-calibration
~ ' o fthhs were used in conjunction with a gain-tracking system to
about whetheracs and Be¢s are individually the same as determine the gains of BUNI's photomultiplier tubf2g].
their free-nucleon counterparts. Experiments done at lllinoisrhe zero-degree measurement, placing BUNI directly in the
and SAL on*®O at energies from 27 to 108 Mel20], and at  cyrrent-reduced beam, was performed once during the ex-
MAX-LAB (Lund) on “He at 87 MeV([21], both implied a8  periment. Quadrant calibrations were performed daily with a
large decreaseE\ the relative stiength of the effective electrighorium-C source. The gain-tracking system consisted of a
polarizability, Aa~ —8.5[using ay from Eq.(11)]. In con-  2-in. Nal detector, a light-emitting diode that periodically
trast, a study by the same Lund/Biogen group ont"C and  sent light pulses to both BUNI and the small Nal via fiber-
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300 T — T T accidental background was subtracted from the prompt spec-

0=90° g/ric;llgg\tv i 3&‘;?33&‘*‘1 trum for a net spectrum,

net=prompts- X accidentals, (16

N

[=]

o
T

wherey is a correction factor calculated from a quadratic fit
used to account for the fact that the accidental part of the
TDC spectrum is not flat at the tagger rates and duty factors
used in this experiment. In addition to accidental reaction
T products, neutrons produced from tagged photons appear to
the left of the prompt window and were excluded from the
spectra by these TDC windows.

For the final scattered photon spectsae Fig. 2, contri-
butions from tagged scattered photons originating from other
o750 séo géo 050 11'5 5 ppvers than the 12C target had.to be removed. For this purpose,

Timing Difference (10 ch/ns) ylelds were measured W|th_ the target remoyed from_ the beam
line. These “target-out” yields were consistent with zero.

FIG. 1. TDC spectrum of coincidences between the tagger focatiowever, these yields were still subtractsdaled appropri-
plane and BUNI. The solid line is the quadratic fit to the accidentalately by the respective incident fluyesom the “target-in”

counts/channel

-

[=]

o
T

spectrum. yields in order to properly calculate the statistical uncertain-
ties.

optic cables, and a Thorium-C source positioned proximally To calculate the elastic cross sections, the net energy

to the small Nal. spectra were integrated within a 6-MeV region of interest

Data were acquired with BUNI placed at laboratory scat-(ROI), delimited by the vertical lines in Fig 2. The left limit
tering angles of 35°, 60°, 90°, 120°, and 150°. The solidof the ROl was restricted by the existence of the inelastic
angles subtended by the (12.0.1)-cm-diameter collimator peak. Normalizing this raw yield of elastic-scattered photons
in front of BUNI were estimated to be 8.37, 8.51, 15.97,required calculating the detection efficiency of this RO,
8.51, and 7.98 msr usingGs4 (Electron Gamma Showgr €roi, I-€., the fraction of counts in the same ROI from the
software simulations. The uncertainty in the aperture diamtotal in the response line shape. Using the detector response
eter accounted for most of the estimated uncertainty of 1.8%ne shape, two peaks were simultaneously fit to the spectra,
in the solid angles. one for the elastic peak and another for the inelastic peak
located 4.4 MeV lower in energy. Thus, the fit parameters
included two scaling factorgof the response line shape
measuring the strength of the elastic and inelastic contribu-

Before cross sections could be extracted, energy spectf®ns, and an energy-shift parameter used to align the re-
were subject to background rejection and subtraction. Théponse line shape with the elastic peak of the scattered spec-
outer plastic annulus of BUNI, and six additional 2.54-cm-trum. At the forward scattering angles of 35° and 60°, the
thick plastic scintillator paddles covering the front and backfits also included a smooth atomic background function.
of BUNI, were used to veto charged-particle background, In performing the fits, two line shape variants were con-
particularly cosmic rays. Cosmic rays also deposit a disprosidered: the detector response measured from the data of the
portionate amount of energy in BUNI's quadrants relative tozero-degree run, and asessimulated spectrum with the de-
the core compared to scattered photon events. Hence, it wigctor positioned at the appropriate scattering argge Fig.
possible to eliminate 99.7% of cosmic rays based on thé). Fits to the final spectra with these two types of line
plastic-scintillator veto and the ratio of energy depositionsshapes resulted in very similar reduceti (e.g., at 90°, the
The cut on the veto counter at the front of BUNI was alsox’, was 1.26 and 1.20, respectivghand no variant with
important in rejecting charged particles entering through theoredominantly lower?, over the range of angles. This indi-
aperture of BUNIL. cated that there was no clear preference between the two line

Events surviving the above set of cuts were then subjecthapes. The finalg, was the median value giving values of
to a cut on the time-to-digital convertéfrDC) spectrum(see  about 83%. In addition to the deviation in this average, the
Fig. 1) measuring the timing of coincidences between theestimated errors iBgo, of 1.5-3.1% include consideration
tagger focal-plane and BUNI. Energy spectra correspondingf shifts in the gain calibration and changes to the line shape
to two timing windows were accumulated: a “prompt” spec- (e.g., broadening of the line shape by convolution with a
trum for events whose timing fell within a 5.6-ns window Gaussiah Based on the fits, atomic background accounted
that included the peak corresponding to tagged scatterefdr 2.6% and 0.7% of the number of counts integrated within
photon events, and an “accidental” spectrum for thosethe ROI in the scattered photon spectra at 35° and 60°, re-
events within a window of equal width to the right of the spectively.
prompt window, where only random coincidendesth un- At the high photon-flux rates used, detection of more than
tagged reactionsare expected to occur. Then the underlyingone photon in BUNI per event, or pileup, was a potential

I1l. ANALYSIS
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FIG. 3. Comparison between use of the zero-degree data and the
EGSsimulated scattered-photon spectra as the response line shape in
the fits to the energy spectrum.
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The inelastic cross sections were obtained from the ratio
of the inelastic to elastic peaks in the fits to the energy spec-
tra (see Fig. 2 The errors in the inelastic cross sections
included the uncertainties in the fitting parameters. While the
difference in the zero-degree data amdssimulated line
shapes had only a small effect on the elastic cross sections, it
had a very large impact on the inelastic values. For example,
at 120° the fit using the zero-degree line shape suggested that
the 4.4-MeV inelastic value was 7.4% of the elastic value,
while use of theeGssimulated line shape yielded 4.7%. As
with ero;, the median value of the inelastic cross section
using each line shape was calculated. The dominant system-
atic error was the deviation in this average. The presence of
the electromagnetic background rendered the extraction of
the inelastic cross section at 35° unreliable.

Normalization of the cross sections also entailed determi-
nation of the overall photon-absorption efficiency factor,
€aps, Which ranged from 80.2-82.2%. This included the
85 % s 100 105 10 zi;tce:znuatlon of both the incident and scattered photon§ in the

E,’ (MeV) .target, as well as the Ios§ of photoqs due to their con-
version to electrons in the air and particularly the plastic

FIG. 2. Energy spectra for scattered photons for the full focalscintillators before reaching the Nal of BUNI. The factor was
plane(84-105 MeV. The “total” line refers to a fit to the elastic calculated using the zero-degree data, its corresponding tag-
and inelastic peaks and the atomic backgrogaidé=35°,60°).  ging efficiency run, an@&s simulations.

The fit shown used the zero-degree data as the detector-responseThe relatively high tagger rates also meant that rate-
line shape. dependent effects needed to be considered. Corrections for
“stolen coincidences”(a prompt hit on a tagger channel
concern as an effect on energy resolution and ROl determpreempted by an earlier accidental hit on the same channel
nations. Pileup was monitored by using a random trigger tand false additional hits in adjacent tagger channels, were
sample the energy deposition in BUNI due purely to back-calculated. For the measurements at 35°, 60°, 90°, 120°,
ground and this was used to determine corrections. Thand 150°, the instantaneous rates., avg rate/duty factor
choice of the 6-MeV ROI for the integration, extending be-averaged over the 62-channel focal plane were 0.35, 0.85,
yond the high-energy side of the response function, was adt.26, 1.37, and 1.08 MHz, respectively. The rates at forward
vantageous because it was wide enough to minimize the efcattering angles were reduced, because of the increased
fect of pileup. Thus, pileup effects were rendered negligibleelectromagnetic background, to maintain sufficiently low
the corrections were less than 0.4% for all scattering anglesevels of pileup and deadtime. Calculation of the tagger rate-

600

400

200

400

200
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TABLE I. Differential cross sectiondab frame for the elastic scattering of 84—105 MeV photons from
12C. Values are listed for the sum over the entire focal plang<® MeV) and for the four subdivisions
(E,=86, 92, 97, and 102 Me\ The first error is statistical and the second is systematic.

0 (deg do/dQ (nb/sp
94 MeV 86 MeV 92 MeV 97 MeV 102 MeV
35 5671719 656+ 38= 27 633+ 34* 26 493t 33*+19 454+ 31+18
60 363:8+11 425-18+16 380t 1613 3371511 292+15*10
90 292£5+10 3471114 300+ 1011 256:9+9 252+-9+9
120 340610 419+-12+15 349+ 11+12 290:11+10 282:£11+9
150 323:7=10 407+-15*+15 32712+11 2771310 256-12+10

dependent effects indicated that the measured cross sectioaisd the optical theorem,
at 35°—150° should be increased by 0.9%, 1.9%, 3.0%, e
3.1%, and 2.3%. y

The elastic cross sections are given in Table I. In addition Im[T(E,.0]= EUV(EV)' (18)
to the cross section at 94 MeV, which represents the sum
over the entire tagger focal plane, it was also feasible tarhe total amplitude can be subdivided into four component
subdivide the focal plane into four energy bins centered aamplitudes,
102, 97, 92, and 86 MeV. The statistical uncertainties corre-
spond to one standard deviation in counting statistics. Total T(E,,0)=Rgr(E,,0)+Rop(E,,0)
systematic errors were 3.0—4.2 %. These consisted of the es-
timated uncertainties in the target thicknd€s5%), solid +S(1)(E7,0)+S(2)(Ey,0), (19
angle(1.8%), incident flux(1.0%), absorption effects factor
€aps (1.3%), rate-dependent effect8.4—1.6 %, depending
on angle, atomic background and pileup correctioi®s4—
1.19%), and normalization factogro, (1.5-3.1%.

The inelastic cross sections for the 4.4-MeV excitation ar
tabulated in Table Il. The large systematic erf20—100 %
is dominated by the differences between the fits to the ener
spectra.

with two resonance amplitudes describing contributions from
the collective nuclear excitations of the giant-multipole reso-
nances [Rgr(E,,#)] and quasideuteron excitations
Roo(E,,0)], and one- and two-body seagull amplitudes
describing subnucleon and explicit meson degrees of free-
dom [SY(E,,0) and SP(E,,0)]. In the E,—0 limit,
gé’auge invariance dictates that the total amplitude must sat-
isfy the limit

IV. THEORY 72 @2

Since the standard theoretical formalism used in the T(0.0)== 1 1y 9ea0), (20

analysis of nuclear Compton scattering experiments has been

thoroughly discussed previouslg.g., Refs[29,30), only a  whereZ and A are the proton and atomic numbers of the
brief summary will be given here. The elastic cross sectiornucleus,M is the mass of the nucleon, aeds the proton
for an incident photon energf, and a scattering angléis ~ charge ¢°=1/137). The electric-dipole angular distribution
defined by a total scattering amplitudgE.,,¢) such that factorge(6) is given by

do/dQ=|T(E,,0)|%. At 6=0°, this is connected to the

total photoabsorption cross sectiomr,j via a dispersion ge(f)=¢€-€', (21)
relation, . .
o2 ) with € and e’ being the polarization vectors of the incident
B By 7 o, (E’ , and scattered photon. In the saBg—0 limit, the one-body
RET(E,0]=RET(0,0]+ T Pfo Ei—E’2dE ' seagull term corresponds to Thomson scattering from point

(17)  protons,

TABLE Il. Differential cross sectionflab frame for the inelas- 1 Z
tic (4.44-MeV statg scattering of 84—105 MeV photons frofAC. S(0,0)=— VgEl( 0), (22
The first error is statistical and the second is systematic.

and the limit, Eq.(20), constrains the form of the two-body

6 (deg do'"e7dQ (nb/sp seagull to be
60 —0.6+5.1+6.1 e
90 8.6:3.2+4.6 ) B e
120 20.6-3.8+4.4 (0.0)=—5 3 (— %) gea(6) (23)
150 16.4-4.0+4.2

The resonance amplitudes becof26]
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NZ e? E..0)=SY(E.,0)+S3E.,, 0
RGR(O’G):Tﬁ(1+KGR)9E1(9), (24) 0 (2y ) (N; |
e
) :_M[ZFl(q)+KTFZ(q)}gEl(G)_FN(Ey!H)!
Roo(0,60)= —1~ 37 %eoe1(6), (25 (30)

. where
whereN is the neutron number of the nucleus;g and kqp

(k=kgrT Kkgp) are the enhancement factors in the inte-

grated sum of the dipole photoabsorption amplitude due th(Ey,a)=AEf/

the giant-dipole resonance and quasideuteron excitations, re-

spectively. — ) 4 ) ] )
The dynamic parts of the resonance amplitudes are calc@dE=270 MeV is thed(E,) correction prescribed in Ref.

lated by applying the dispersion relatifBq. (17)] and the [29]. Since .thef sea}gull amplitudes are related to the non-

optical theorem[Eq. (18)] to the individual multipole and nuclgar excitations in the photoabsqrptlon cross sections, the

quasideuteron components of the photoabsorption cross sefiaginary parts of the seagull amplitudes are zero below the

tion, and then multiplying by the appropriate angular factorsPion threshold. The appropriate dispersion sum rule for the

In addition togg4( ), the magnetic dipole and electric quad- €ffective polarizabilities is

rupole angular factors are also relevant, 1 fw aty"t(E’)—o‘fD(E’)

aeff+:8eff:2ﬂ_2A - E72

2

E ~ ~
1+ E_; F1(@)[ @et19e1(0) + Berim1( )],

P dE’, (3D
gma(0)=(exKk)- (€' xXk"), (26)

- a where the integral begins an,. because again the seagull
€'k, (27) amplitudes are related to the non-nuclear excitations in the
. . photoabsorption cross sections.
wherek andk’ are the direction vectors of the incident and  Taking the form for the total seagull amplitude to be that
scattered photons. In the case of the quasideuteron ampli Eq. (30), the only inputs in the theoretical calculation of
tude, the angular factayz,(6) is also scaled by a two-body the cross section are the form factérg(q) andF,(q), the

form factor,F,(q) (whereq=Kk—K'), introduced to account Parametrization of the total photoabsorption cross section

for the spatial distribution of nucleon pairs within the aty"‘, and the effective polarizabilitie'éeff and ,~Beff. The

nucleus. one-body charge form factor is calculated using the three-
Modulating the LEX form of the nucleon amplitude by parameter Fermi3PP charge distribution of de Jaget al.

the nuclear-charge form factdf,(q), the one-body seagull [31],

amplitude for a spinless nucleus below pion threshold is ob-
tained, n(r)  1+wr?c?

=

Geal6)— - SRR+

, no 1+exd(r—c)/z]’ (32
e
SY(E,,0)=— VgEl( O)F(a) wherew= —0.149, c=2.355 fm, andz=0.522 fm. For the
two-body form factor, whose form is much less certain, the
+AE§[C¥N951( )+ Bnam1(O) IF 1(q) commonly 2us_ed phenomenological approximatidi,(q)
=[F4.(a/2)]7, is employed.
+9(E). (28 The parametrization of the total absorption cross section

is largely constrained by the data of RE32]. Experimental
The polarizabilitiesay and By include possible medium uncertainties in this data, and in the location and strength of
modifications to the free-nucleon polarizabilitiegN and the electric quadrupole and quasideuteron components of the

| v th d d fth .spectrum, admit some degree of latitude in choosing the pa-
Bn . Analogously, the energy-dependent part of the mesonig, qyization that best fits the Compton scattering differen-
seagull amplitude can be parametrized in terms of exchan

ST 9l cross section. For a particular parametrization of the ab-
polarizabilities,sa: and 65 [20], sorption data, scattering data at forward angles can be used

NZ& to evaluate the sumgsi+ Bess. The sum can also be ob-
5(2)(Ey,g): —k———0e1(0)F»(Q) tained from a calculation of the integral in E1), although
AM this method of evaluation relies on averaging the scaled ab-
T AE2[S iy = sorption (_Jlata for different nuclei to cover t_he entire energy
y[0agen(0)+ 5pgu1(6)IF2(q) range of interesf17,29. As was mentioned in the Introduc-
+19(E‘;). (29 tion, a sum consistent with the corresponding free-nucleon

sumay+ By is generally assumed; use of such a sum for the
The dynamic parts of the one- and two-body seagull amplieffective polarizabilities is also consistent with both our scat-
tudes are usually combined and expressed in terms of effetering data ah=35° and a reasonable parametrization of the
tive polarizabilities[22], absorption data. For convenience and ease of comparison
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with the Lund 2C results, the Lorentz lines listed in Table 800 ' '
IV of Ref. [18] were used as a base parametrization of the
absorption data. For completeness, an additional magneti
dipole (M1) Lorentz line(the parameters of which are given 200 [
in Ref. [33]) was included to account for the 15.1-MeV ex-
cited bound state. Once an appropriate parametrizationand 20} = TTe--—---m 7777 1

value for e+ Bess have been determined, a fit to the an-
gular distribution of the differential cross section with one

parameter §.) is performed.
Recently, a more complete theoretical study of the dy-+ 800

namic components of the mesonic seagull amplituded 4§

S@(E,,0) has been undertaken by tdand Milstein[23]. &

This study includes a calculation of the exchange polarizabil-

ities o and 68, and two dissimilar two-body form factors 200 |

F{Y(q) andFP(q) scaling the static and dynamic parts of
S@)(E, 0), respectively. Thus, by replacir®(E,, 6) in Eq.

® present data - 94 MeV

{Schelhaas et al. data - 95 MeV ;
— Ueff= 7.0, Beﬂ=7.0
—— = dgg=11.5, Beﬂ=2.5

1000 F

a
B 400 |
©

(30) with the more complete form of Eq&28) and (29), the 1200 ¢
effect on our results of using the theoretical inputs reported
in Ref.[23] will also be explored. 800

400 | 1
V. RESULTS AND DISCUSSION

A. Elastic scattering 00 m o0 %0 70 150 180
In analyzing our data, we first attempted to most closely 6 (deg)

compare our re_sults to those of Luf®B]. This was ‘?'0”9_ by FIG. 4. Comparison of measured elastic-scattering differential
Es'ng POth' their value foT the sum. of the pOIarfz"’lt_"“t'es'cross sections to theoretical calculations. The error bars on the data
aetit Berr=14.0, and their Lorentz-line parametrization of represent the statistical and systematic errors added in quadrature.
the absorption spectruitwith the additionalM1 line men-
tioned abovg Under these conditions, the polarizabilities
that minimize they? in a fit to our 20 data pointgfive
scattering angles for each of four energy biase

of Feldmanet al. [20] were also different than those sug-
gested by the Lund®0 data, and this difference also appears
to result from a discrepancy in the backward angle cross
(33) sections. A reduction of approximately 30% in the cross sec-
tion measured by Feldmaet al. at #=135° andE,=74
) o ) ) MeV would be required to reconcile that data with the Lund
The x° of this fit with one free parameter is 28, with the gata at 75 MeV. We note that our data are consistent with the
corresponding reducef, being 1.5. The error in the polar- data of Schelhaast al.[34] spanning a similar energy range
izabilities given in Eq.33) is that due to the statistical and a5 our experiment at scattering anglesgef90°, 120°, and
systematic uncertaintie@dded in quadratuyein the cross 150°, The cross section of Schelhagtsal. at 60° is, how-
sections, and corresponds to an increase of 1 inyfheFit-  ever, significantly higher than ours. The Schelheiaal. data
ting the Lund data at 75 MeV, we were able to reproduceare also depicted in Fig. 4, where five of their energy points
their reported results ot ¢=11.5 andB¢;s=2.5, giving us  have been averaged to give the points shown for the single
confidence in the consistency of the analysis. Figure 4 comenergy of 95 MeV.
pares theoretical curves calculated with both of the above For the remaining analysis, we chose to use a sum of

sets of values for (s, Bess) to our data summed over the @i+ Berr=15.0, which coincides with both the free-
entire focal plan€94 MeV) and to the data of Hgeret al.at  nucleon-averaged sum and the sum used by both Feldman
58 and 75 MeV. A direct comparison of our cross sections teet al. and Proffet al. To better fit our data at the forward
those of Lund is not possible because of the different enerscattering angle off=35°, this choice for the sum suggested
gies spanned by the two experiments. If, however, it is asa small adjustment to the lgar et al. parametrization of the
sumed that the theoretical model is reliable over the energgbsorption spectrum: this could be accommodated by adjust-
range of interest, Fig. 4 suggests that the discrepancy in thieg the height and width parameters of the existitiy Lor-
extracted polarizabilities is a consequence of our cross seentz lines and/or by changing the parameters of the quasi-
tions being larger at backward angleslative to the forward deuteron line. The changes were not allowed to compromise
angles than those of Lund. A reduction of our cross sectionsthe consistency of the parametrization with the absorption
at back angles of about 30%—roughly eight times the estidata of Ahrenset al. [32]. Examples of two such possible
mated uncertainty in these cross sections—would be neceadjustments are depicted in Fig. 5, one with only the param-
sary to obtain the Lund values. As had been stated in theters of some of th&1 lines adjusted, and one with just the
Introduction, the polarizabilities extracted from th% data  quasideuteron line scaled up by 15%. For comparison pur-

Wor=7.0£0.2, Bey=7.070.2.
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20 . 5 . . ; 4 ; \ . . . ; ;
f . Ahr(_ans et al. data (a) QD param. + e Ahrens et al. data
4k original Hager et al. param. ] 3l + Hager 1.15QD ]
.\ ——— Hager w/ QD scaled by 1.15 ++ ------------- Mellendorf QD
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FIG. 5. Minor modifications to parametrizations of gitaet al. ] ) )
for the total absorption data of Ahrees al. FIG. 6. Different models to parameterize total absorption data of

Ahrenset al. The quasideuterof@D) componenia) and the over-

poses, the original parametrization of d¢a et al. is also all parametrization curvéb) are shown.

igg;v:slr;;;%\'ms' tﬁzl?%ggh&Sgh?o:vvtﬁemogfgﬁgaﬁirgen;eg'e:be linearly cumulative resulting in large net variations. When
= e o, pz all variations were taken into account, our data allowed a
come ae1=8.2, Bet=6.8, with xy*=30 (xy3=1.6). More

generally, we note that despite this latitude to adjust the par_ange Ofaer=3-10.5 and the data of igaret al.allowed a

rametrization in a reasonable fashion, the uncertainties in oJAN9€ Ofeer~8—16.

data permit a range of only abotit0.5 in aey;.

We now examine the model dependence of our extracted o ] ]
polarizabilities. In particular, the effects of the quasideuteron Since the parametrization of the quasideuteron absorption
parametrization, the electric quadrupole strength, nucledf t0 Some extent arbitrary, the dependence of our results on
form factors, and meson-exchange parameters are discusséd. Shape and size are investigated. Generally, the energy
In most cases, angular distributions fromgeaet al.and our ~dependence of the quasideuteron absorption above approxi-
data were used to extract polarizabilities. The effects in queghately 40 MeV is assumed to be similar to that of deuteron
tion have inherent energy dependences and angular distribghotodisintegration, while at lower energies Pauli blocking
tions from a fairly wide range of energies are required. Thedamps the cross sections. Three dlfferer_n parametrizations
polarizabilities from the Figer et el.data and our data were Were used. In one case, thegéaet al. QD line was scaled
treated as separate parameters of the fit because reconcil 236/ 15%. Another used a piecewise linear function from
tion of the two sets was never possible. However, this shouldhe O Compton scattering thesis of Mellend¢&5]. This
not significantly affect the conclusions, since the change ifvas scaled by 0.75 fot’C and the low-energy cutoff was
polarizabilities with parametrization is the concern here. Foghifted up to better match the low-energy absorption tail of
the sake of orderliness, only polarizabilities agfdfrom our  --C- The third model was a modified Levind6] function
data will be cited in the discussion. A summary of the result0f the form
from this examination can be found in Table Ill, which also NZ
includes the effects on the polarizabilities from the data of ooo(E,)=L——exp —D/E,)oy(E,), (34)
Hageret al. not mentioned in the discussion. The effects can A

1. Quasideuteron parametrization

whereL =8 is taken for the Levinger scaling factor, a damp-
ing parameter 0D =60 MeV (as in Ref.[36]) is used, and
o4 Is the deuteron photodisintegration cross section,

TABLE Ill. Summary of the approximate effect of various

model dependencies on the electric polarizabilitys (aess+ Bers
=15) extracted from our data and that ofdé¢aet al.

(E,—2.22MeV)*?

Model dependence Present data “gEelieet al. od(Ey)= 62.4 3 (35
Basic parametrizatiofe.g.,E1) +0.5 +0.9 7
QD parametrization +0.7 +1.7,-0.8 To better match the low-energy absorption tail, we also mul-
E2 parametrization +0.0,—-22 +0.8,-1.38 tiplied the form of Eq.(34) by a low-energy damping func-
Nuclear charge form factor +1.7 +15 tion, %[1+tanh(Ey—18 MeV/2 MeV)]. Figure 6 shows the
Meson-exchange parametrization  —1.4 -0.8 three quasideuteron parametrizations. The polarizabilities ex-

tracted from our data using these three parametrizations are
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4 r , , . 4 . . . .

o Ahréns et al. data

) ¢ e Ahrens et al. data
@ QD param. + Levinger, L~8, D=60 (a) QD param. + Levinger, L=5
3F + ---- Levinger, L=15, D=30 - 3t + e Levinger, L-9.5
+ — — - Levinger, L=5.7, D=100 + P

- ~+ Lorentz+ian @ 100 MeV_

80 100 120 140 40 60 80 100

60
E (MeV) E (MeV)
FIG. 7. Parametrization of total absorption data of Ahrenal. FIG. 8. Parametrization of total absorption data of Ahrenal.
with varied Levinger damping parameter with varied Levinger scaling parameterfor the strength of QD

contributions. The original parametrization of dta et al. is also

nearly identical, yielding values @f,;;=8.0—8.2. In each of ~shown for comparison.
these fits the parameters of thkel Lorentz lines were ad-
justed to keep essentially unchanged both the parametrizalence on the size of the QD was examined by varying the
tion of the absorption below 60 MeV and the fit to our datavalue ofL in Eq. (34) (D=60 MeV). The QD component
(averaged over the entire focal plare forward scattering and corresponding total absorption cross section obtained
angles. from two parametrizations, one using=5 and the other
The sensitivity of results to the shape of the QD absorpwith L=9.5, are depicted in Fig. 8. As illustrated, the total
tion was further studied by considering different values ofabsorption cross section with tHe=5 parametrization is
the parameteD in Eqg. (34), which is not well defined. Fig- similar to the original Hgeret al. parametrization in the QD
ure 7 and Table IV compares Levinger parametrizations usregion. Since they believed th&C absorption data to be
ing D=30, 60, and 100 MeV. Compared to the resultingunreasonably large in this region in comparison to tf@
cross sections witlb =60, they are flatter with respect to data, Haer et al. purposely selected their parametrization
energy and peak at a higher energy widlx-100, whereas, somewhat below the data. However, since it may also be
they decrease more quickly with energy and peak at a lowepossible that thé®0 data is low, or that the expected scaling
energy withD =30. Again, the extracted polarizabilities did of the QD cross sections ByZ/A does not strictly hold for
not vary much, with the range Gf:;=7.8—8.1. However, these two nuclei, it also seems reasonable to consider a

the fit to angular distributions usirg=100 had a somewhat somewhat larger QD strength. The parametrization with
poorery? than with theD =60 andD = 30 fits. The final QD  =9.5 represents~40% more integrated strength between
parametrization shown in Fig. 7 is a Lorentz line peaked at’0—140 MeV than the one with=5. Despite this signifi-
100 MeV (and damped at low energjesvhich is similar in ~ cant difference in strength, the extracted polarizabilities are
shape to that used by Schelhagtsal. This gave an even similar, aq=7.8 (x*=29x>=1.5) and 8.3 {(?=37x2
worse fit to the data, yielding an unacceptajpfeof 71 (Xi =1.9) for theL=5 andL =9.5 cases, respectively. Although
=3.7). The inferiority of this last fit andto a lesser extent the uncertainties in the Ahrems al. data permit even greater
the fit using theD =100 parametrization suggests that QD QD strength, further increases linmake it more difficult to
strength is not peaked at high energies. get a good fit to both our data and to thegdaet al. data at

Since the uncertainties in the absorption data of Ahren$8 and 75 MeV; the.=9.5 fit to our data is already some-
et al. allow a significant range of QD strengths, the depeniwhat worse than the =5 fit.

Similar to the exercise described in'¢ta et al,, the final

TABLE V. Effect of varying the Levinger damping parameter test of the QD model dependence on the extraction of the
D on polarizability extractions. Polarizability ang?® are from polarizabilities was performed by separating Bt and QD
present data only. absorption by attributing all absorption below/above some
separation energiiop to E1/QD, and then varying the value

D (MeV) L Tort X? X i -~ :
of Eqp . A variation of~*0.7 in a¢¢; Wwas found by using a
30 5.7 7.8 29 15 range of 30—-70 MeV foEqp .
60 8 8.0 32 1.7 The effect of the quasideuteron parametrization on the
100 15 8.1 44 23 extracted polarizabilities seems to be small. Varying the

shape and strength of the QD model resulted in the largest
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>8chelhaas et al. data — 95 MeV
——— no extra E2: (7.8,7.2)
extra E2 @ 85 MeV: (6.3,8.7)

4T ++ --- QD

------------- E2 (original + extra @ 85 MeV)

200

1000 A Hager et al. data - 75 MeV

——— no extra E2: (11.9,3.1)

g 8or extra E2 @ 85 MeV: (13.1,1.9)
=}
£ 600 |
g
1F T 400
©
200 |
o] 20 40 60 80 100 120 140 ¥ Hager et al. data — 58 MeV
E (MeV) 1200 | —— - no extra E2: (11.9,3.1)
extra E2 @ 85 MeV: (13.1,1.9)
FIG. 9. Electric quadrupoleF2) and QD components of a pa- 800 b
rametrization of the total absorption data illustrating how efa
strength at 85 MeV was added. 400 |
variation of +0.7, which is comparable to the uncertainties 0 . ‘ ‘ ‘ :
of the measured polarizabilities of the free profé&m. (6)]. 0 30 60 90 120 150 180

0 (deg)

2. Electric quadrupole strength FIG. 10. Theoretical angular distributions with no exa and

In contrast to the fairly minor impact of the form of the When extraE2 strength is added at 85 MeV. The values of the
QD parametrization on the extracted polarizabilities, the unPolarizabiliies used in the fits are given in the parentheses,
certainty in the quadrupole spectrum is more problematic(@err,Berr). The addedE2 strength is consistent with both our data
The asymmetry in the differential cross sections, with respecnd that of Haer et al.
to 6=90°, is a manifestation of th&1-M1 interference
(<|>039,depznde”©eaf‘d o U$edb,t|9,d's“”gu'5h be,tW_ee”l the —32 (y?=1.7e(=7.8) obtained without additionak2
electric an magnetlc_ polarizabilities, However, it is also as.trength. However, the lgar et al. data seemed to constrain
feature of theE1-E2 interference (cd® dependenceand any extraeE2 resonance centered below 75 MeV to be broad
the location of theE2 strength is not well defined. The two (e.g.,T'=30 Me\V), as more concentrated strength tended to

!{_otr?r:ztzz I'_pé\slvgt(fﬁ'ol and 32.3 MGIBﬁS]d represengn_g %}72 break the consistency between their 58- and 75-MeV points.
ota otal energy weighted susused in the An optimal fit to our datdsee Fig. 1Dwas obtained using a

present analysis are based BA strength fognd by Schel- broad, relatively small resonance centered around 85 MeV

haaset al. [34], who also reported that this strength Was(E —85 MeV, 0y=0.2 mb.T'=30 MeV, 0.14 TEWS This

consistent with that earlier found by Dodgeal. [37]. How- oz 70 > b, e o~
gaveags= 6.3 with y“=15 (x;,=0.8), a drop of 1.5 inxeys

ever, Wright et al. [38] suggested that most of thE2 ) 3 o
strength is located above 50 MeV, while Taran and Gor-2nd a factor of 2 drop in thg” compared to the fit with no

bunov[39] also found significant quadrupole strength above€XtraE2 strength. While not as optimal, increasing &2
40 MeV. strength too=0.3 mb, at an energy of 85 MeV, would
We studied the effect of exti&2 strength by supplement- further reduce the value af.¢ to 5.6, while maintaining a
ing the originalE2 Lorentz lines of Ref[18] with one ad-  good x? of 18 (x2=0.9) and still maintaining a good fit to
ditional Lorentz line. Simply addin§2 strength resulted in the data of Hgeret al.
poor fits and inconsistencies with total absorption cross sec- The effect of anE2 contribution above 95 MeV is illus-
tions. To improve the fits and remain consistent with thetrated in Fig. 11. Fits to our angular distributions at four
measured total absorption spectrum, this additional Lorentzenergies with an extr&2 Lorentzian at 85 MeV Ey=85
ian was accommodated by subtracting an equivalent LorentMeV, ¢,=0.2 mb,I'=30 MeV, 0.14 TEWS were com-
zian from theE1 QD line(see Fig. 9, as done by Mellendorf pared to fits with similarE2 strength at 105 MeV K,
[35]. Selecting various peak energiég in the range of 40— =105 MeV, 03=0.2 mb,I'=30 MeV, 0.09 TEWS$ and fits
115 MeV and various widthsl{=5, 15, or 30 MeV for this  with no extraE2 strength. Besides the differences in §2
extraE2 line, we then attempted to find a resonance heighstrength, a small variation was necessary in the scaling of the
oo that minimized they? in a fit to our scattering data. QD, which was allowed to make the fits &t=35° similar;
Distributions with various widths and peak energies belowthe Levinger factor i$ =8.2, 7.7, and 7.8 for theE2 at 85
95 MeV could be found that reduced thé below they? MeV,” * E2 at 105 MeV,” and “no extraE2” parametri-
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resulted in an increase iaeff, but a good fit with thee2 at

85 MeV changed it by-2.2. The energy and strength of this
amplitude need to be determined. Finally, despite the degree
of uncertainty in all of the parameters, it was not possible to
reconcile our data and that of Her et al. using the existing
model.

3. Nuclear form factors and meson-exchange parameters

Our final consideration with respect to model dependence
is the meson-exchange effect done byttHand Milstein.
Using their form factors=4(q), F(zl)(q), and F(zz)(q) and
exchange polarizabilitiea = —0.99 andsB=0.77 for 12C
[23,30, the bound-nucleon polarizabilities resulting from a
fit to our data(averaged over the entire focal plarecome
an=9.6, By=5.4.

However, when calculating their form factors, ttland
Milstein used a somewhat different value for the parameter
of the three-parameter Fermi nucleon density function, Eg.
(33), than has been used in the previous sections. Up to this
point our calculations used a value wf —0.149, whereas

] Hutt and Milstein usedv= —0.23 in their calculations. Thus,
to be consistent and to directly compare to thetHlilstein
model, a calculation using the more phenomenological
model was performed using the 3PF with= —0.23 to cal-
FIG. 11. Theoretical angular distributions showing effect of culateF,(q) andF,(q) =[F1(q/2)]%. This yielded an effec-
moving E2 from 85 MeV to 105 MeV. The calculation with 62 tive electric polarizability ofxe;=9.6. The approximate re-

is shown for comparison. lationship betweemr.¢; anday, with a given value foda,

zations, respectively. Apart from that, the basic parametrizais
tions were identical. The? of 46 (X§=2.4) for the fit with

the extraE2 at 105 MeV {.¢;=8.1) indicates that th&2 -~ o~
strength centered at energies above the range spanned by our defr— ant O
experiment are apparently inconsistent with the shape of our

angular distributionge.g., cross sections being higheréat . 4 ) ,
—120° than those af=150°). While the existence of the L9n0ring d(E,)]. Equation(36) allows a rough comparison

extraE2 strength above 40 MeV is somewhat uncertain, th€tWeen r(ez?ults with the two models, usifig=—0.99, and
foregoing analysis does demonstrate that extracted polarizDe ratioF O(Q)/Fl(Q) averaging=1.4 for the three angles
abilities from NCS on*C can vary widely if there are ad- Of 90°, 120°, and 150° & ,=94 MeV. The analogous ef-

ditional phenomena involved that are not included in thefective polarizability from the Hi/Milstein model is then
calculations. ae11~8.2, as compared to 9.6 from the the phenomenologi-
Despite the degree of uncertainty in the parametrization o€al model.
the total absorption cross section, and particularly its quasi- Another extraction with the phenomenological model, un-
deuteron and electric-quadrupole components, we were urler the same conditions except usimg — 0.149 resulted in
able to find a parametrization that gave a good fit to both ouf,=7.9 compared to 9.6 using= —0.23. So there is also
data and that of Hger et al. when using the same polariz- a significant uncertainty due solely to the choice of param-
abilities for both data sets. For parametrizations that gavetrization forn(r) (i.e., in the parametrization of the charge
acceptable fits to both sets individually, the extracted valugcattering form factor itself
of a.rr was approximately 2.5—7 lower in fits to our data  Figure 12 compares our scattering data to theoretical cal-
than the corresponding igar et al. value. We were thus un- culations done with the three different scenarios for the form
able to reconcile our cross sections with those ofétat al.  factors: the Htt and Milstein model withw=—0.23, the
with the existing theoretical model. phenomenological model wittv=—0.23, and the phenom-
The effect of additional electric-quadrupole strength onenological model wittw= —0.149. As illustrated, the shapes
extracted polarizabilities can be significant. Our angular disof the fits are similar in all three cases; thus, the angular
tribution strongly suggests the presence of this amplitude, agistribution of the data cannot be used to distinguish between
does the data of Schelhaessal. The lower differential cross them. Since the three cases yield appreciably different values
section at 150° was the key evidence of this in both data set$or the extracted polarizabilities, it is clear that the form fac-
Data limits theE2 peak energy between 55 and 95 MeV, tors must be better understood before such extraction can
favoring 85 MeV. There was n&2 parametrization that reliably be done.

90 120 150 180
0 (deg)

90 120 150 0 30 60
6 (deg)

0 30 60

F(a)
Fi(q)

(36)
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800 . Schelhaa®t al. found that their data was reasonably de-
scribed by their calculations, which followed the prescription
of Hayward. They assumed that the ratio of the square of
inelastic to elastic matrix elements,,, was fairly energy
independent. The magnitude pf,e; was constrained by the
sum of elastic and inelastic cross sections matching previous
inclusive cross sections. Schelhagtsal. also left open the
question of whether quasideuteron intermediate states feed
the inelastic channel. They assumed it did (smlid line in
Fig. 13, but could not rule it outdashed line in Fig. J)3due
to relatively large uncertainties. The present results have sig-
7777777777 " phen. Fo(@): nt): We-0.14; 0?9 . nificantly improved accuracy,_and the largest value is slight_ly
—__ phen. FZ(q); n(r): w=—0.23; 'a;f_ff_;.é more than two _standar_d deviations smaller than the QD_ in-
100 - HutyMilstein; n(r): w=—0.23; 0=9.6, 0=-1.0 | clusive calculation. This suggests that the QD intermediate
states do not feed the inelastic channepif. is energy
% 30 50 20 120 150 180 independent. On the other hand, it is not clear if a 25%
0 (deg) reduction inpjne IS impossible. Improved calculations and
further measurements at other energies with similar precision
FIG. 12. Theoretical angular distributions calculated with differ- g5 gurs are necessary to establish the energy dependence and
ent models for the form factors. the importance of quasideuteron effects.

700

600

500

400

do/dQ (nb/sr)

300

200 - @ present data — 94 MeV

B. Inelastic scattering

. The.mos.,t recent inelastic scattering cross sections pub- VI. CONCLUSION

lished in this energy range are the tagged photon measure-

ments of Schelhaast al. [34]. These are compared to the  Differential cross sections for nuclear Compton scattering

present results in Fig. 13 at 135°. Data at other angles havieom °C have been measured at scattering angles from 35°
been transformed to this angle assuming the nearly isotropim 150° and energies from 84 to 105 MeV. Inelastic scatter-

angular distribution of Haywarf#0], ing and other background processes were clearly resolved in
the energy spectra.

An attempt to analyze the data to extract bound-nucleon
polarizabilities and possible medium modifications was se-
o ) ~__ verely hampered by ambiguities in models. Studies showed
The unc.ertalnty in the data mclude§ the uncertamUe; in !'”Qhat due to model dependencies, our data permitted a range
shape d_|scussed earlier. Systematic errors are pess'm'.S“?a!H%(r the electric polarizability ofres~3—10.5, while the data
added linearly to the statistical errors. These results signifi-~ = .. ~ . ]

f Hager et al. allowed a range okx.s~8—16. With this

cantly reduce the upper limit on the strength of the inelastic® o .
channel. degree of ambiguity, even the bler et al. results could ac-

tually suggest some medium modification in contradiction to
' ' ' their own conclusions. While the effect of the poorly under-
120 | T stood quasideuteron contribution was not significant, the
question of additionaE2 strength at higher energies has
80 - _ been shown to significantly affect the resulting polarizabil-
T ities. Furthermore, the shape of our angular distributions
seems to strongly suggest the presence of that amplitude and
= places an upper limit on its energy of about 95 MeV, while
Wright et al. imply a lower limit of 55 MeV. The apparent
inconsistency of the relative levels of total absorption cross
1 sections for carbon and oxygen between 60 and 130 MeV

49 13+ 002 3
m“ +cos 6. ( 7)

IS
=)
T

do/dQ (nb/sr)
o
'_

a0 L 200y)1%C, 4 i complicates the assessment of both the quasideuterogznd
@ present data contributions and needs to be resolved. A confirmation of the
0 Schelhaas presence ofE2 strength between 55 and 95 MeV would
_80 — Schelhaas calc.

i -~ Schelhaas calc. + QD | significantly improve confidence in extracted polarizabilities.
It is recommended that angular distribution measurements
-120 s - . include far backward anglgg.g., 150°) in a wide range of

80 8 E (l?/?eV) % 100 energiege.g., 40-110 MeV.
Yet another source of variability is the choice of the
FIG. 13. Inelastic cross sections transformed to 135°. Themodel and parametrization of the nuclear form factors, for
present data points transformed from angle®ef90°, 120°, and  Which there is no sensitivity in angular distributions. In par-
150° are actually at the same incident photon energy, but have beditular, the choice ofv in the Fermi three-parameter model
displaced slightly for clarity. of charge distributions needs to be better constrained, and
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then the explicit meson-exchange parametrizations such aepresent an improvement from previous measurements and

the Hut and Milstein model need to be reevaluated. suggest little quasideuteron intermediate-state contributions.
Finally, despite the variability of models and extracted These results demonstrate the feasibility of further measure-

polarizabilities, it was not possible to find a single value forments to establish the energy dependence of this channel and

the polarizabilities that fitted both the current data and théo compare to calculations of the quasideuteron contribu-

lower energy data by Hger et al. It is unlikely that this is  tions.

due to the inability of the models to adequately describe the

reaction at higher energies, since the current data includes ACKNOWLEDGMENTS
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