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End-point energy and half-life of the 187Re b decay

M. Galeazzi,* F. Fontanelli, F. Gatti, and S. Vitale†

University of Genova and INFN, Via Dodecaneso 33, I-16146 Genova, Italy
~Received 13 December 1999; published 1 December 2000!

A high statistics measurement of theb decay of 187Re with a cryogenic microcalorimeter has been per-
formed. The high accuracy and the calorimetric nature of the measurement allow setting a value for the
end-point energy of the decay in a metallic rhenium crystal equal to@247061(stat)64(syst)# eV. A good
extrapolation of the spectrum to zero energy has also been possible thanks to the stable and well determined
detector response down to the energy threshold of about 420 eV. This allows an estimate of the187Re half-life
of @4.1260.02(stat)60.11(syst)#31010 yr. Both results are significantly better than the previous measure-
ments reported in the literature.
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I. INTRODUCTION

The 187Re b decay is characterized by the lowest know
end-point energy and by a very long half-life, therefore
study has always been difficult. The number of experime
that studied187Re is limited as is their accuracy@1–4#. Cur-
rent estimates of the end-point energy and of the half-
have a very pure accuracy and they often do not agree
other @3–6#. On the other end, due to its low end-point e
ergy 187Re is particularly suitable for a calorimetric expe
ment that measures all the energy released in the decay
cept that of the emitted neutrino. In order to obtain maxim
performance in terms of detector response and efficiency
used cryogenic microcalorimeters@7–9#.

A good characterization of the187Re b decay is not only
interesting by itself, but was also motivated by other cons
erations. The187Re isotope was proposed by our group@10#
in 1985 as an alternative experiment to the study of the
tium b decay in order to evaluate the electron neutrino ma
Currently three groups~including ours! are working in par-
allel neutrino mass experiments using187Re @11–14#, Since
the experiments are based on the study of theb spectrum in
the end-point region, a good knowledge of the end-point
ergy is a fundamental requirement. Moreover, the187Re half-
life is evaluated to be of the order of the age of the Univer
This makes the isobaric pair187Re-187Os an important
nucleochronometer that can be used to provide terrest
Solar System, and cosmic chronologies@6#, assuming that a
good estimate of its half-life can be provided.

The b decay of 187Re was observed for the first tim
using a cryogenic microcalorimeter in 1992 by this gro
@8,9#. After a few years spent improving the detector perf
mance, the first high statistics calorimetric measurement
now been realized. About 6 000 000187Re events in the en
ergy range from 420 eV to the end point have been acqu
with an energy resolution of about 41 eV RMS~see Fig. 1!
@7#. The high statistics and good performances of the exp
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ment allow the measurement of the physical quantities
lated to the187Re decay, the end-point energy and half-lif
with an accuracy never obtained before. This is a neces
step in the understanding of the beta decay of187Re that
could lead to a limit on the electron antineutrino mass in
near future.

Since this is the first high statistics measurement on187Re
with cryogenic microcalorimeters, particular care has be
used in the reduction of the data. Several behaviors co
affect the spectral shape of the decay, influencing the exp
mental results. All the known behaviors have been cons
ered and analyzed in detail. The detector characteris
turned out to be relatively simple and well understood. T
experimental spectrum follows the expected distribution o
the full energy range. This increases confidence in the in
pretation of the data and strongly reduces the systematic
rors of the experiments.

II. EXPERIMENTAL SETUP

A cryogenic microcalorimeter is composed of three pa
an absorber, which converts the energy of the incident ra
tion into heat, a sensor that detects the temperature varia
of the absorber, and a weak thermal link between the de
tor and a heat sink@15,16#. The operating principle of a
microcalorimeter is simple. When radiation is absorbed,
energy is eventually converted to thermal phonons and
temperature of the detector first rises and then returns to

t,
FIG. 1. High statistics spectrum of the187Re b decay acquired

with a cryogenic microcalorimeter.
©2000 The American Physical Society02-1
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original value due to the weak thermal link with the he
sink. The temperature change is proportional to the energ
the incident radiation and is detected by the sensor. The
sor is generally a resistor whose resistance has a strong
pendence on the temperature at the working point. Suc
resistor can be biased either at constant current or at con
voltage, the temperature variation is thus read out resp
tively as voltage variation or current variation.

187Re constitutes the 62.6% of natural rhenium, theref
a natural rhenium compound can be used instead of an
topically enriched sample. In the experiment we used a r
nium single crystal of 1.572 mg as absorber, with an activ
of about 1.1 Bq~see Sec. VI for details!. This is a supercon-
ductor at the working temperature. The sensor is a neu
transmutation doped ~NTD! germanium thermistor
(230 mm3100 mm3100 mm). Sensor and absorber a
connected with a small drop of epoxy~Epotek H301-2! and
the microcalorimeter is suspended by two ultrasonic boun
Al wires (F515 mm) that also provide the electrical con
nection and the weak thermal connection to the heat sink
schematic of the microcalorimeter is reported in Fig. 2.

The use of a crystalline187Re source has already led, in
previous analysis, to the discovery of the influence of a cr
talline structure on ab decay@17#. This phenomenon, name
beta environmental fine structure~BEFS!, was hypothesized
in 1991 @18#. Its effect is an oscillatory modulation of th
beta spectrum of the order of 1%, whose parameters dep
on the crystalline structure. The details of the effect are
ported in@17,19# and are taken into account in this analys

The heat sink for the microcalorimeter is provided by
3He-4He dilution refrigerator which is able to maintain th
mixing chamber at the working temperature of some tens
mK for an ‘‘infinite’’ time. During the measurement the re
frigerator ran at the base temperature of 60 mK for unin
rupted periods up to two months.

The detector is shielded by a small piece of Roman l
to reduce the radioactive background. A small hole with a
window is used for the x rays from the calibration sourc
The calibration source is a removable fluorescence sourc
Cl, Ca, and Va. The salts of the source are excited by an55Fe

FIG. 2. Schematic of the microcalorimeter used. The connec
to the heat sink is provided by an Ir film on a silicon chip where
aluminum wires are bounded. The silicon chip is glued to the
frigerator mixing chamber.
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x-ray source that is also used for the calibration. The to
count rate of the calibration source on the detector is abo
Hz.

The fluorescence source can be removed through a
chanical control at the top of the refrigerator. When the flu
rescence source is removed for high statistics measurem
at low background, the calibration is provided by55Fe x rays
~5898 eV and 6490 eV! with a count rate of about 1023 Hz.
The stability of the system has been tested and it has b
proven to be very good over periods of days, so that suc
low activity is sufficient for a good energy calibration.

III. THE DATA ACQUISITION

The microcalorimeter is biased at constant current. At
ery energy release in the microcalorimeter the tempera
variation shows up as a voltage variation across the sen
This signal, of the order of 1025– 1024 V is first read out
using a low temperature JFET amplifier with low output im
pedance and unitary gain. Thus the signal can be read
using a low noise, high gain, ac amplifier at room tempe
ture. The signal, now of the order of hundreds of mV,
amplified and filtered using a commercial amplifier. At th
point the signal is split, part of it goes in the trigger chann
part of it goes directly to an analog to digital converter. Aft
the digital conversion the data are stored on a disk and a
lyzed off line by software@20#.

The low noise readout electronics is composed of a sou
follower with two matched JFETs in cascode configurati
~for a complete description see@21#!. This is cooled to about
150 K in a thermally shielded box in the inner vacuum cha
ber of the refrigerator. The output is forwarded to a nois
matched amplifier at room temperature. In the operating c
ditions, the overall voltage noise density ranges between
and 1.1 nV/AHz at 1 kHz. The 1/f noise contributes an ex
cess noise less than 3 nV/AHz at 1 Hz.

The analog to digital converter is a commercial 12
CAMAC waveform recorder~LeCroy Model 6820!. The in-
strument is set to record a file of 1024 12-bit data words
every trigger with a sampling rate of 5 kHz. The hardwa
discriminator level for the trigger is set to about 400 eV. T
process is controlled by a digital VAX station 4000/60.

The amplitude of the pulses is determined by a dig
optimum filter @22#. The filter consists in the cross correla
tion of each pulse with a reference pulse, with the maxim
of the correlation taken as an estimate of the amplitude
the data analysis only events with an energy above 420
have been considered to take into account possible variat
of the trigger threshold during the months of data taking.

Generally the pulses have a very definite shape: a fast
time ~less then 1 ms! followed by a slow decay~a few tens of
ms!; this makes possible the use of pulse shape analysis
every recorded pulse, the chi square function between
pulse and the normalized reference pulse is evaluated in
der to reject spurious pulses, pulses with noise spikes su
imposed and pileup not previously detected. For each p

n
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the rise time, the decay time and the pretrigger slope
noise are also computed for a successive shape analys
ing the softwarePAW @23#.

IV. DETECTOR CHARACTERISTICS

The first step in the analysis of the data from the mic
calorimeter is the investigation of the detector characterist
In order to have good confidence in the physical results,
the known experimental behaviors that could affect the in
pretation of the data have been analyzed in detail. Th
include the following: the detector function response;
detector energy resolution; the energy calibration and de
tor linearity; the effect of unidentified pileup; spectrum d
tortion due to electron escape; the effect of the energy in
val on the fit; the effect of the data reduction and
particular of the cuts in the pulse shape analysis; the go
ness of the theoretical spectral shape; and the confiden
the fit procedure.

Detector response.In general the resolution function of
microcalorimeter is Gaussian, but the presence of a smal
either toward low energies or toward high energies co
affect the experimental results. Figure 3 reports, in logar
mic scale, a close view of the55Fe Ka line fitted with a
Gaussian distribution. The energy response of the detect
in good agreement with a Gaussian distribution. Any lo
energy or high-energy tail, if present, contributes to less t
0.1% to the total counts. The effect of such a possible tai
the 187Re spectrum has been evaluated by Monte Carlo si
lation and it is negligible with respect to the statistical u
certainties.

Detector energy resolution.In conventional detectors th
energy resolution depends on the energy, while in microc
rimeters in general it does not, but such an effect must
investigated for a good interpretation of the data. In Fig
the energy resolutions of the microcalorimeter is reporte
as a function of the energy. The data have been fitted b
with a constant and a linear function of the energy. T
linear fit does not show any significant energy dependen
with a slope of (23.667.8)31024, while the fit with the
constant gives an energy resolution of

s5~40.860.2! eV.

FIG. 3. 55Fe Ka line in logarithmic scale, and Gaussian fit.
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In order to see how a bad estimate of the energy resolu
affects the experimental results, a series of fits scanning
energy resolution several eV around the expected value
also been performed and the results are reported in Sec

Energy calibration.The measurement made with the flu
rescence source shows a detector nonlinearity. This is
described by a parabolic distribution of the energy versus
pulse amplitude. The effect of the nonlinearity is about 0.5
for the 55Fe Ka line and about 0.16% in the region of the en
point. The high statistics measurement was performed w
out the fluorescence source, so that a long term change in
detector nonlinearity would not have been detected direc
Two considerations give good confidence that this is no
concern: the detector nonlinearity depends on the work
conditions, which, with and without the fluorescence sour
were exactly the same; and the energy nonlinearity in
high statistics measurement, evaluated using the two55Fe
peaks and assuming that the calibration line passes thro
the origin, is in perfect agreement with the detector nonl
earity evaluated with the fluorescence source. The dete
nonlinearity introduces a systematic error in the end-po
energy evaluation which has been evaluated from the p
bolic fit and has been included in the experimental result

Unidentified pileup.To properly evaluate the undetecte
pileup that could affect the measurement, three differ
methods have been used. A Monte Carlo simulation to g
erate pulses in a format compatible with the analysis pro
dure has been made@20#. The simulation also keeps track o
the original pulses generated. Therefore for a set of simula
data it is possible to check how correctly the analysis p
gram reconstructs the original information. It is then possi
to build a ‘‘spectrum of pileup,’’ composed of pulses clas
fied as good pulses by the analysis program, while actu
composed of more than one event. In particular, a se
10 000 000 simulated events has been generated with
same characteristics as the microcalorimeter events.
spectrum of pileup is smoothed and added to the theore
spectral shape in the fit procedure. An extra parameter wh
represents the ratio between the beta spectrum and the p
is then introduced in the fit. The pileup spectrum has a
been theoretically calculated. The theoretical calculation
sumes an energy dependence of the pileup compatible
the experiment. The result of the theoretical calculation is

FIG. 4. Detector energy resolution versus energy.
2-3
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good agreement with the spectrum of pileup obtained us
the Monte Carlo simulation. The experimental results ha
also been compared with the results obtained using a se
microcalorimeter, with smaller activity and different ener
resolution, and therefore smaller influence of the pileup~the
unidentified pileup in the second microcalorimeter is eva
ated to be about 1/3 of that in the first one!. The results from
the two microcalorimeters are in perfect agreement, indic
ing that the evaluation of unidentified pileup does not int
duce any systematic effect on the physical results of the
periment.

Energy distortion due to electron escape.The absorber is
a rhenium crystal, then the radiation source is uniformly d
tributed in it. This means that if ab decay happens in a
nucleus close enough to the surface of the crystal the em
electron could escape from the surface, or could produce
x ray that escapes from the surface. This effect has b
investigated and the conclusion has been that it affects a
thin layer near the surface of the crystal, equal to less t
0.01% of the total volume. The distortion introduced by t
escape is therefore completely negligible with respect to
statistical uncertainties.

The data reduction.An important point that is the base fo
every analysis is ‘‘how well the spectrum produced can
trusted.’’ In particular, if some of the parameters of the pu
shape analysis are energy dependent, the cuts of the ana
could introduce an artificial distortion to the spectrum. T
analysis has therefore been done avoiding most of the
that are generally included. This worsens a little the ene
resolution of the detector, but strongly improves the con
dence on the results. Only a light cut on thex2 parameter has
been used in order to remove possible noise spikes or o
experimental artifacts that could affect the measurem
Two spectra have been reduced using two different cuts,
the analysis has been performed on both. No systematic
ference in the results has been found. Moreover the comp
data reduction procedure has been repeated independen
two members of the team and the results do not show
evidence of a systematic difference between the two set
data.

Confidence on the fit procedure.The program to perform
the fit on the experimental data is relatively complicated
small error in the software could pass undetected even t
accurate inspection. For this reason the fit procedure
been checked using Monte Carlo simulated data~see@20#!.
In addition two completely independent fit routines ha
been realized by two members of the team and the res
obtained are in good agreement.

Theoretical spectral shape.In an experiment measurin
the end-point energy and half-life of ab decay, the effect of
the neutrino mass is negligible. In the approximation of
electron antineutrino with mass zero, the theoretical spec
shape of187Re can be represented as

N~E,Z!}F~Z,E!•S~E!•E•pe•~Q2E!2, ~1!

where E is the calorimetric energy of the decay~i.e., the
energy of the emitted electron, plus the energy of the fi
excited states!, Z is the number of protons in the origina
01430
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nucleus,F(Z,E) andS(E) are, respectively, the Fermi func
tion and the shape factor of the decay,pe is the momentum
of the emitted electron, andQ is the end-point energy. The
term F(Z,E)•S(E)•E•pe has been theoretically calculate
by Büring @24#. This is almost constant and changes less th
5% in the whole energy interval. A detailed explanation
how the expression is obtained and of the influence of
different terms can be found in@7,20#.

The theoretical calculation has been compared with
experimental spectrum from 420 eV to the end-point ene
and the result shows good agreement between the two.
residuals of the fit are reported in Fig. 5. Of particular inte
est for the calculation of the half-life of the decay is th
goodness of the theoretical calculation below the ene
threshold of 420 eV. In this regard, a second microcalor
eter, with a similar geometry to the one used for the h
statistics measurement, has been built. In this microcalor
eter the absorber consists of a rhenium polycrystalline
230 mm3100 mm3100 mm. The activity of this microcalo-
rimeter is very small~0.06 Bq!, thus it is unsuitable for a
high statistics measurement in the end-point region, but
energy resolution is 13 eV RMS and the energy thresh
about 60 eV. It has therefore been possible to check
goodness of the theoretical distribution from 60 eV to 5
eV. The spectrum is in agreement with the theoretical dis
bution with an accuracy better than 0.1% in this energy
terval, giving good confidence in the extension of the expe
mental spectrum to zero energy.

V. THE 187Re END-POINT ENERGY

Having good confidence in the reduced data it is poss
to analyze them for the determination of the end-point
ergy. In order to evaluate the parameters of theb distribu-
tion, the experimental spectrum is fitted with the expec
distribution which includes the theoreticalb spectrum, a flat
background, and the unidentified pileup distribution. Th
distribution is convoluted with the detector response which
a Gaussian with width 40.8 eV independent of the energ

Following the recommendations of the Particle Da
Group ~PDG! @25# for the estimate of the parameters w

FIG. 5. Residuals of the best fit of the experimental spectr
with the theoretical distribution.
2-4
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utilized theMaximum Likelihoodmethod, which has alread
been treated in detail by many authors@25#. To search for the
best fit we use the programMINUIT @26# of the Laboratoire
Européen pour la Physique des Particules~CERN!; to evalu-
ate the errors we followed@27,25#, and for the confidence
intervals evaluation we utilize the ordering principle pr
posed by Feldman and Cousins@28# and accepted by the
PDG @25#, which allows the separation between the con
dence interval C.L. and the goodness of fit C.L. For
goodness-of-fit calculation ax2 test is also implemented.

The parameters that are free in the fit are the end-p
energyQ, the amplitude of a flat the backgroundB, and the
relative amplitude of the unidentified pileupP. The total am-
plitude of the distribution has been calculated normaliz
the integrals of the theoretical and experimental distri
tions. The effect of distortions in the background with r
spect to a flat distribution is negligible, since in the ener
range of interest the background is always a negligible te
dominated by the spectrum and by the pileup.

For the evaluation of the end-point energy the effect
the BEFS has not been included in the fit, since we verifi
that its average in the full energy range is zero, and there
it affects neither the calculation of the end-point energy,
that of the half-life. The upper limit of the fitting interval ha
been varied between 2650 eV and 2800 eV, without a
change in the value of the end-point energy. The lower li
of the fitting interval has been varied between 420 eV a
1750 eV. The end-point energy as a function of the low
limit is reported in Fig. 6. The statistical error is about 1 e
and the results are stable in the full energy range. The e
due to the choice of the energy interval is smaller than 1
The convergence of the fit routine is good in the full interv
and the reducedx2 function is about 1 in the full range
(x25257 with 257 degrees of freedom for the energy ran
1000–2800 eV, with similar results in the other ranges!, in-
dicating a very good agreement between experimental
and theoretical distribution. It is a remarkable result that
shape of the spectrum is stable and in agreement with
theoretical prediction over such a wide energy range, con
ering that in the experiments with tritium only a small fra
tion of the spectrum is not distorted.

FIG. 6. Dependence of the end-point energy on the lower li
of the energy interval for the fit.
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The dependence of the end-point energy on the assu
energy resolution has also been investigated. In the en
interval 420–2800 eV the experimental spectrum has b
fitted varying the energy resolution between 30 and 50
and the results are reported in Fig. 7. As expected fr
trivial considerations, the end-point energy decreases w
the energy resolution is increased, but the dependence is
slow: the end-point energy varies about 1 eV when the
ergy resolutions is varied by 5 eV.

The effect of the unidentified pileup has been investiga
too. The total unidentified pileup resulting from the fit isP
50.062860.0017. Changing the shape of the unidentifi
pileup does not affect appreciably the calculation of the e
point energy. Even using the drastic assumption of a
pileup spectrum the end-point energy changes of only 2

From the previous considerations it is possible to set
end-point energy of the187Re b decay equal to

Q5@247061~stat!64~syst!# eV,

where the systematic error is due to the influence of
energy nonlinearity, as mentioned before, plus the choice
the energy interval.

VI. THE 187Re HALF-LIFE

The determination of the187Re half-life was possible
thanks to the very pure rhenium sample. Since the charac
istics of the sample are known, the total number of radio
tive nuclei is a known quantity. Thus measuring the to
activity of the sample~extrapolating theb spectrum to zero!
it is possible to calculate the half-life of the isotope. In t
case of187Re the relation that links the activity of the samp
to the half-life is

t1/25
ln 2•N•m• f •F

A•CR
, ~2!

whereN is the Avogadro number,m is the mass of the crys
tal, f is the relative amount of radioactive nuclei in th
sample,F is the factor that takes into account the extens
to zero of the spectrum,A is the atomic mass, andCR is the

it FIG. 7. Dependence of the end-point energy on the dete
energy resolution assumed in the fit.
2-5
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measured count rate of the sample above threshold.
value ofF depends on the energy threshold of the detec
on the end-point energy, and on the theoretical spectral sh
at very low energy; the other parameters are known or m
sured quantities.

The measurement of the187Re half-life has been done i
two days of data taking with a special setup for the eval
tion of the dead time. The trigger channel has been c
nected to a counter unit in order to count the total numbe
triggers coming from the trigger circuit plus the number
triggers coming from the trigger system happening dur
the dead time of the A/D converter. Since the dead time
the trigger circuit is negligible, this allows us to quanti
with good accuracy the dead time of the A/D convert
equal to (8.57160.073)%. Data have been acquired in th
configuration for a total real timet5(164124620) s.

The data have been analyzed without cuts in the pu
shape routine. Other factors that have been included in
calculation of the half-life are the following.

The ‘‘dead time’’ of the analysis. When the trigger algo-
rithm finds more than two pulses in a waveform, it disca
the waveform. The analysis program keep track of the nu
ber of pulses identified and of the number of pulses d
carded so that it is possible to correct the count rate. T
software dead time is equal to (3.0960.26)%.

Double pulses. Whenever the program finds two pulses
the same waveform it is able to separate the two and ana
them independently, so that the pulses are not lost.
goodness of the procedure has already been reported
previous paper@20#. The contribution of such events corre
sponds to (29.9960.24)% of the total counts.

Pileup events. The unidentified pileup events are in prin
ciple counted as single event instead of double. To cor
for that we used the result of the fit routine used for t
end-point energy determination. As described in Sec. V,
of the fit parameters is in fact the ratioP between the un-
identified pileup and the total number of counts, equal
0.062860.0017.

Two different energy thresholds~350 eV and 500 eV!
have been used to calculate the detector count rate.
allows one to avoid any possible effect of low energy spu
ous noise. The total count rate measured above 350
when the previously described effects are taken into acco
n

9.
t,
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is 1.11260.006 Hz. The count rate above 500 eV is 0.9
60.005 Hz. The two count rates are in perfect agreem
with the expected distribution.

As already reported in Sec. IV, the theoretical express
has been experimentally tested from 60 eV to the end po
but the its goodness below 60 eV is unknown. An absol
systematic error has been therefore estimated conside
two extreme possibilities: the upper limit in the number
counts below 60 eV comes from an extension to zero ene
which follows the almost quadratic distribution of higher e
ergies, while the lower limit comes from a distribution th
goes rapidly to zero below the energy of 60 eV.

The half-life which is obtained in this way is

t1/25@4.1260.02~stat!60.11~syst!#31010 yr.

This result is in agreement with the previous measu
ments made with geochemical and mass spectrometer ex
ments @6,29,30# and it is, at the status of the art, the be
estimate of the187Re half-life.

VII. CONCLUSIONS

The study of theb decay of187Re has always been diffi
cult. The measurement of the decay main parameters,
end-point energy and the half-life of the decay, have the
fore been affected by large uncertainties. Using a cryoge
microcalorimeter we have been able to measure such pa
eters with good accuracy. The simple and well understo
detector characteristics made the interpretation of the d
relatively simple, increasing the confidence in the expe
mental results and reducing the systematic errors. Thi
very promising for the next step of the experiment which
the determination of the electron antineutrino mass value
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