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New investigation of the neutron-neutron and neutron-proton final-state interaction
in the n-d breakup reaction
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The neutron-neutron final-state interaction~FSI! has been investigated in the2H(n,np)n reaction at 25.3 and
16.6 MeV, detecting neutrons and protons in coincidence in a geometry which should enable a practically
model-independent determination of the1S0 neutron-neutron scattering lengthann . The analysis was per-
formed by means of detailed Monte Carlo simulations based on rigorous three-body calculations with realistic
nucleon-nucleon potentials. At 25.3 MeV, the value ofann deduced from the absolute cross section in the FSI
peak is216.360.4 fm while the relative cross section, normalized in the region of neutron-proton quasifree
scattering, gives216.160.4 fm. The relative data obtained at 16.6 MeV yieldedann5216.260.3 fm. In
addition, the1S0 neutron-proton scattering length was measured at 25.2 MeV in the same configuration for
comparison. While our results forann are incompatible with those of a similar investigation performed recently
at 13 MeV where the two neutrons were detected, both results foranp are in good agreement with the
accurately known value from freen-p scattering.

DOI: 10.1103/PhysRevC.63.014003 PACS number~s!: 13.75.Cs, 21.45.1v, 25.10.1s
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I. INTRODUCTION

From the early days of nuclear physics, the effect
range theory has been an important tool in the quest fo
better understanding of the interaction between nucleons
pecially the1S0 nucleon-nucleon~NN! scattering lengthaNN

is a powerful magnifying glass to study theNN interaction.
Because the1S0 state is almost bound, the scattering leng
has a large negative value, and small changes in the d
and width of a two-nucleon potential cause large change
aNN . The neutron-neutron and proton-proton scatter
lengthsann andapp are of special interest because, in pri
ciple, they allow a very sensitive test of charge symmetry
the strong interaction@1#. However, charge symmetry brea
ing, which is due to the difference between theu and d
quarks, is a small effect@2#, and accurate values of the sca
tering lengths are needed for a quantitative evaluation. W
app can be measured very accurately viap-p scattering,
large and model-dependent corrections are necessary in
to obtain the nuclear part of this scattering length,app

N . In
the case ofann , these corrections are much smaller but t
measurement is more difficult because one must resor
multiparticle breakup reactions with two neutrons in the e
channel.
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Numerous attempts@3,4# have been made in more than 3
years to determineann , using mostly the2H(p2,nn)g and
2H(n,nn)p reactions and investigating the region of then-n
final-state interaction~FSI! where the two neutrons trave
together with small relative energy. By 1990, the situati
could be summarized as follows@2,5#. The 2H(p2,nn)g re-
action provided an average ofann5218.660.5 fm, and the
results obtained with neutron-induced breakup experime
fell into two distinct groups: while the kinematically com
plete experiments consistently yielded values around216.5
fm, the average result from the kinematically incomple
ones was219.0 fm. However, the majority of then-induced
breakup experiments till then had been analyzed by mean
a simple Watson-Migdal@6# parametrization or, at best, wit
Faddeev-type calculations using simplified, finite-rank forc
for the NN interaction. In the meantime, most of the kin
matically incompleteexperiments have been reanalyzed@7#
with rigorous three-nucleon (3N) calculations@8# based on
realistic NN potentials—with strikingly different results
which now clustered around215.5 fm. It became clear tha
in kinematically incomplete experiments the result depe
strongly on theNN force used in the calculations while i
kinematically complete ones theshapeof the FSI enhance-
ment, i.e., the width of the peak, is not sensitive to the det
of theNN interaction but is determined solely by the value
ann . In fact, it was shown by Glo¨ckle et al. @8# that, in ki-
nematically complete breakup experiments, using
Watson-Migdal formalism to fit the shape of the FSI pe
produces results forann which do not differ by more than 0.5
fm from those obtained with modern, dynamically exact 3N
calculations. However, even after such calculations beca
feasible one problem still remained, namely the possible
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fluence of three-body forces~3BF!, whose theoretical foun
dation is still in its infancy. Consequently, up to then on
the results from the2H(p2,nn)g reaction were taken seri
ously while those obtained with neutron-induced reactio
were all but rejected.

This situation changed when Witalaet al. @9# found that,
in kinematicallycomplete n-dexperiments, the cross sectio
in the FSI peak becomes practically independent of theNN
potential for specific production angles of theN-N pair and,
more importantly, also the influence of three-body forces
pears to vanish. Although the reason for this insensitivity
not yet understood, it now made kinematically completen-d
breakup experiments, performed at these angles, espec
promising because they should enable a virtually mod
independent determination ofann . A first experiment of that
kind, done atE0513 MeV, has been described recently@10#.
In the present paper we report on a similar investigation
25.3 and 16.6 MeV, and employing a different geometry

II. EXPERIMENTAL DETAILS

A. Kinematics

In most previousn-d experiments aimed at the determin
tion of ann a thick, active target was used and the two ne
trons were detected with two scintillators positioned close
each other at the same~or nearly the same! angle on one side
of the beam~in the following called ‘‘final-state’’ geometry!.
Such an arrangement yields a clean kinematical condition
the observation of then-n FSI but it produces strong cros
talk between the two detectors, which is a serious sourc
background. In the present experiment, we have avoided
problem by detecting only one of the neutrons in coincide
with the recoiling proton on the opposite side of the be
~‘‘recoil’’ geometry!. Although this mandated the use of
thin target foil since both the neutron and the proton mus
detected at well-defined angles, the smaller target thickn
was compensated by the use of a higher beam intensity
the 100% efficiency of the proton detector, and by a hig
cross section. Also, there were no losses or distortions du
neutron multiple scattering in the target, and less ba
ground. The main advantage of this geometry, however
the simultaneous observation of quasifreen-p scattering
~QFS! where the cross section is virtually independent of
n-n scattering length and thus provides a convenient, buil
normalization for then-n FSI peak. The kinematical situatio
is illustrated in Fig. 1. The neutrons were detected atQn
555.5° and the protons atQp541.15°, with Fnp5180°,
which are the ‘‘magic’’ angles at which the model depe
dency of the breakup cross section vanishes at 25.3 MeV@9#.
Since then-n FSI occurs at high proton energies and ru
nearly parallel to theEn axis, a relatively thick target could
be used nevertheless and, by projecting then-p coincidences
onto theEn axis, the energy smearing in the proton arm do
not affect the resolution in the FSI peak. In addition, the l
neutron energies in then-n FSI peak ensure a good time-o
flight ~TOF! resolution even at a fairly small distance b
tween the target and then detector. Due to the rather larg
target thickness then-p FSI, which occurs at low proton
energies, could not be observed in the actual data of
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experiment. However, if thep detector is replaced by anothe
n detector then-p FSI occurs in place of then-n FSI, and the
accurately knownn-p scattering length can be measured
the same geometryfor comparison, providing a test for th
reliability of the method.

B. Experimental setup

The experiment was performed at the cyclotron of t
Institut für Strahlen-und Kernphysik at the University o
Bonn. In contrast to our previous experiment@11#, a quasi-
monoenergetic neutron beam was used this time, and a
lute cross sections were measured. A plan view of the
perimental layout for the measurement ofann is shown in
Fig. 2. The neutron beam was produced via the2H(d,n)3He
reaction with 26.9-MeV deuterons incident on a 47-m
long, liquid-nitrogen-cooled gas target, operated at a pres
of 39 bars. With a deuteron beam intensity of 900 nA, t
average effective gas density in the beam was typically 7
of the density without beam. The primary beam was stop
directly behind the gas target which served as a Faraday
The neutrons were collimated at 0° in a 120-cm-long W-
collimator to form a well-defined@12# circular beam with a
diameter of 31 mm@full width at half maximum~FWHM!# at
the reaction target which was positioned 195 cm from
center of the gas target. The neutron flux on the target in
quasimonoenergetic high-energy~HE! peak from the
2H(d,n)3He reaction was 3.73105/s cm2, with an average
energy E0525.3 MeV and an energy spreadDE0
54.0 MeV. The HE neutrons could be separated clea
from the lower-energy~LE! breakup continuum of the
2H(d,n)pd reaction by their time of flight. As a beam mon
tor, a double proton-recoil telescope~PRT! was placed in the

FIG. 1. Finite-geometry Monte Carlo simulation of the kin
matical locus for the2H(n,np)n reaction, with central laboratory
angles Qn555.5°, Qp541.15°, and Qnp5180°, at 23.3<E0

<27.3 MeV. The energy loss of the protons is not included in t
simulation; in the actual data then-p FSI cannot be seen in thi
reaction because the proton energies are too low.
3-2
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n beam 148 cm from the gas target to detect protons em
from a 24-mg/cm2-thick CH2 target at angles of635° with
respect to then beam. The two telescopes, which we
housed in a scattering chamber equipped with 100-mm-thick
Be entrance and exit windows, each consisted of a Si sur
barrierDE and a CsI~T1! E detector. In the PRT, too, the HE
and LE parts of the spectrum were well separated from e
other. As described in the next section, the PRT was es
tial for the absolute normalization of the HE neutron bea
In addition, it enabled the exact determination of the eff
tive thickness of the gas target, needed to calculate the
ergy spread of the beam.

For theann measurement, the reaction target was a d
terated polyethylene foil with a thickness of 48 mg/cm2, sus-
pended in an Al frame by means of two thin~0.1 mm! Be
wires. It had an elliptical shape and was oriented such th
faced the proton detector, thereby appearing to the neu
beam as a circular disc with 22-mm diameter. Thus the re
protons suffered minimal energy loss in the target while m
tiple scattering for the breakup neutrons remained v
small. At the position of the CD2 target, then beam had a
plateau of constant intensity with a diameter of.25 mm
@12# so that the whole target was illuminated homog
neously. At a distance of 8 cm from the target and outside
the neutron beam, an NE104 scintillator foil of 4.7 mg/cm2

thickness was positioned in a wedge-shaped Al refle
equipped with thin~5 mm! entrance and exit foils, viewed
from above by an RCA 8850 photomultiplier. The charge
particle signals produced in this transmission foil detec
~TFD! were used as start signals for all TOF measureme
The protons were detected with an NE104 plastic scintilla

FIG. 2. Schematic drawing of the experimental setup for theann

measurement, approximately to scale. For the investigation of
n-p FSI via the2H(n,nn)p reaction, the proton arm was replace
by a second neutron detector, positioned at the same angle.
01400
d

ce

ch
n-
.
-
n-

-

it
on
il

l-
y

-
f

r

-
r

ts.
r

of 10-cm diameter and 5-mm thickness, positioned 70
from the CD2 target and viewed by a 5-in. photomultiplie
The face of the scintillator was vapor-coated with a thin lay
of Al to prevent any cross talk with the TFD. The target a
transmission detector were mounted in an evacuated pip
the following called ‘‘proton arm,’’ which was sealed at th
front end with a 100-mm-thick Be entrance window and
30-mm Ti exit foil for the n beam. At the far end it was
closed by thep-detector scintillator. Beryllium was used be
cause of its negativeQ values for the~n,p! and ~n,pn! reac-
tions.

The n detector was positioned at a distance of 100
from the CD2 target on the opposite side of the beam.
consisted of a standard BA1 cell filled with NE213 liqu
scintillator @13#. It had a nominal diameter of 5 in. and
thickness of 3 in., and was equipped withn-g pulse-shape
discrimination@14#. From the specifications of the supplie
and from our own measurements~performed with an identi-
cal cell which was opened up and measured after it had
veloped a leak! we assess the uncertainty in the inner dia
eter of the scintillator vessel at60.5 mm, corresponding to
an error of 0.8% in the solid angle subtended by the detec
All detectors were unshielded and surveyed to a precision
,0.05°. They were provided with LED pulsers to monit
gain shifts and dead times as well as other effects cause
high count rates, like pileup and distortions in the TOF sp
tra.

For the measurement ofanp , the proton arm was replace
by a secondn detector of equal size, also placed at 100 c
from the target which now consisted of a thin-walled~0.1
mm!, upright Al cylinder, 65 mm high and 44 mm in diam
eter. It was filled to a height of 60 mm with C6D12 liquid
scintillator ~BC539@15#!, closed at the bottom with a quart
window and viewed from below by a 2-in. photomultiplier

The zero points of the time scales in the two detector a
were determined using coincidentg rays from a22Na source;
they were adjusted to lie in the middle of the time scal
During the experiment, an additional time calibration w
provided by the promptg peaks appearing in the TOF spe
tra of the two detectors. The timing in both arms was inv
tigated also as a function of pulse height, again using a22Na
source, so that any remaining time walk could be correc
in the offline analysis. The time resolution was typically 0
ns for all detectors.

C. Neutron beam calibration

Because absolute cross sections were to be measured
high precision, the neutron fluenceFn , i.e., the number of
neutrons/cm2 at the position of the target, had to be know
accurately. This was accomplished by means ofn-p scatter-
ing. Neutron-proton scattering was used because, at an
aroundQc.m.590°, the differential cross section is main
determined by theS-wave phase shifts which are known ve
accurately from precise total cross section data so that
may assume an error of 0.8% for the differential cross s
tion. In fact, the predictions fords/dV(90°) of the most
recentn-p phase-shift analyses~PSA! by Stokset al. @16#
and by Arndtet al. @17#, as well as the results of modern

e
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V. HUHN et al. PHYSICAL REVIEW C 63 014003
realistic NN potentials@18–20#, all agree within 0.4%. In
contrast, the uncertainty in the cross section for elasticn-d
scattering is considerably larger.

To determineFn in the intensity plateau for the HE part o
the beam, the CD2 target in the proton arm was replaced
a 10-mg/cm2 CH2 foil of equal size. Knowing the number o
hydrogen atoms in the target from its weight and chem
composition, and also then-p cross section and the soli
angle of thep detector, the number of neutrons/cm2 could be
calculated from the number of recoil protons detected.
sides the uncertainty in then-p cross section, the main con
tributions to the error ofFn came from the uncertainties i
the geometry of the experimental setup~0.6%! and from sta-
tistics ~0.5%!, while the subtraction of background contrib
uted 0.3%, resulting in a total experimental error of 0.9
One source of background was due to protons origina
from the Be entrance window and from the carbon in
CH2 target. Although they generally have lower energies
cause of the negativeQ values of the9Be(n,p) and12C(n,p)
reactions, a few could still fall into the region of elasticn-p
scattering. Some protons could also reach the detector
scattering from the wall of the vacuum pipe. Both kinds
background were identified by their respectiveE, DE, and
TOF signals, and corresponding corrections were made.

A second, independent value forFn was obtained from
the simultaneous PRT measurement which had an exp
mental error of 1.0%. After a small correction of 0.5% f
neutron losses due to scattering between the two targets
fluences measured at the two positions were found to s
with 1/r 2 within 0.3%, wherer is the distance from the cen
ter of the gas target. Combining these results we concl
that we know the integrated HE neutron flux for the sub
quent measurements with the CD2 target with an absolute
accuracy of 1.1%, using the PRT as a relative monitor
comparable absolute calibration for the LE part of then
beam was not feasible. Consequently, only a relative m
surement was possible at lower energies, employing the
per part of the LE continuum.

The integrated beam-target luminosityBT for the anp
measurement was also determined vian-p scattering. For this
purpose the C6D12 target cylinder was replaced by an ide
tical one filled with C6H6 ~BC-501A @15#!. Scattered neu-
trons were detected atQn541°, and the integrated luminos
ity was determined relative to the number of counts in
PRT. Actually, the measurement at once provided the pr
uct of (BT•«•DV), where« andDV are the efficiency and
the solid angle of then detector, respectively. The accura
of this measurement was 2.1%. In addition, the luminos
was also determined with a detailed Monte Carlo~MC!
simulation based on the accurately known value ofFn , in
which the attenuation in the collimator wall near the exit w
explicitly taken into account. Both results forBT agreed
within 0.6%, and the overall error for this quantity is 1.2%

D. Detector efficiencies

The efficiency of the transmission foil detector was det
mined with the same setup as described above in Sec.
By comparing the number of protons counted with and wi
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out a coincident TFD signal, the efficiency of the transm
sion detector was found to be practically 100% for all prot
energies.

A special effort went into the accurate determination
the neutron detector efficiencies. Two different and indep
dent methods were used to this end. First, thecentral effi-
ciency was measured, using again the setup with the C2
target. Then detector was positioned at 90° with respect
the proton arm, close to the target in order to assure tha
n-p neutrons hit the detector near its center in a narrow c
defined by the solid angle of thep detector. The free coun
rate in then detector was adjusted to be the same as in
n-d breakup experiment. For the measurement the wh
spectrum of the neutron beam was used, including the c
tinuum from the2H(d,n)pd reaction. In this way, the effi-
ciency could be determined simultaneously for all energ
betweenEn52.7 and 8 MeV, and for 11 MeV using the H
peak of the beam. Windows were set off line in the TO
spectrum of the incoming neutron beam to select bins
energies for the scattered neutrons for which the efficie
was then determined from the number of free proton cou
vs the number ofp-n coincidences. In Figs. 3 and 4, th
measured central efficiencies are compared to the resul
calculations based on an expanded version@21# of the PTB
Monte Carlo efficiency program developed by Dietze a
Klein @22#. In the calculations the standard PTB light outp
function for protons was used, adjusted in scale to reprod
the dynode response spectra which were measured at se
neutron energies for each detector. The calculations comp
a complete simulation of the experiment, including the e
tended geometry and the energy distribution of the incom
neutrons, as well as pileup effects which, at a free count
of 85 kHz, increased the efficiency on average by 4.1%. T
agreement is very good. For detector 1, which was used
theann measurement, the average difference between exp

FIG. 3. Measured central efficiency of the neutron detec
which was used in theann experiment, as a function ofEn , in
comparison with the Monte Carlo prediction based on the exten
@21# PTB computer code of Dietze and Klein@22#. Shown is the
quantity D«5100 («exp2«sim)/«sim for a dynode threshold of 60
keV ee. The error bars of one standard deviation indicate the t
experimental uncertainty.
3-4
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ment and simulation is 0.2%, with a standard deviation of
data points of60.9%. The pictures are similar for other d
tector thresholds, and a trend with energy is not appar
For the secondn detector, the difference between predicti
and measurement is 2.6%—again without any visible tre
in energy.

The main advantages of this measurement are:~i! that the
efficiency is determinedin situ, with the same setup an
under virtually the same conditions as those in the brea
experiment and~ii ! that it is a relative measurement. N
absolute number of neutrons and no absolute cross sec
need to be known. It is not even necessary to know the e
value of the detection threshold, as long as it is the sam
all measurements. Similarly, neither a possible nonlinea
of the phototube, nor an incorrect proton light-output fun
tion or pulse-height resolution affect the accuracy of the
perimental result~although they would, of course, sway th
outcome of the calculations!. Also, beam attenuation form
the gas target to the detector is of no concern and, q
important at high count rates, the change in the efficie
due to pileup is automatically included. Therefore, ap
from the fact that edge effects were not present here,
results can be applied directly to the breakup experim
The main error in this efficiency measurement was due
statistics and amounts to<1% per point, except at the high
est energy where a small background correction had to
made. Thus we conclude that, in the energy range measu
the renormalized PTB-based calculations reproduce the
tral efficiency of ourn detectors within60.9%.

In order to obtain«, the averageefficiency of the detec-
tors as needed for then-d breakup experiments, the PT
program was employed again. According to these calc
tions, atEn53 MeV, e.g., and at a distance of 100 cm b
tween target and detector, the average efficiency is 3
smaller than the central one. This is a consequence of t
effects, the different geometry being the most important o
as seen from the target, the scintillator is thinner for neutr
impinging close to the edge of the detector which decrea
the average efficiency with respect to the central one;
effect can be calculated very accurately. Out scattering n
the edge, which can also be calculated reliably, further

FIG. 4. Same as Fig. 3, but for the second neutron detecto
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duces« while in scattering from the detector housing i
creases its value. If we normalize the calculations for e
detector to the measured central efficiency, we estimate
the additional error in the calculated average efficiency, co
ing mainly from the uncertainties in the cross sections for
scattering from the detector housing, is certainly not lar
than 1%, resulting in an unparalleled total error of61.4%.
The PTB program also provided the radial dependence«
which must be taken into account, as will be discussed la

In addition to the Monte Carlo determination of« de-
scribed above, the average efficiencies were also meas
directly at four energies in a separate experiment. For thi
small plastic scintillator bar, 10 mm thick and 10 mm hig
was suspended in the neutron beam, and neutrons scat
from hydrogen were detected at angles of 70, 60, 50,
40°, corresponding to the energiesEn853.0, 6.3, 10.4, and
14.8 MeV, respectively. For each angle, the target bar w
oriented perpendicular to the direction of the scattered n
trons, its length being chosen such that the whole target
within the homogeneous part of the neutron beam. This se
assured that the number of recoil protons not being stop
completely in the scintillator as well as multiple scatteri
for the outgoing neutrons were kept at a minimum. The t
get was viewed from below by a photomultiplier, dispensi
with a light guide in order to minimize the amount of foreig
matter in the neutron beam.

Knowing the number of hydrogen atoms in the targ
scintillator, then-p cross section, the fluence of the neutr
beam~see, Sec. II C!, and the solid angleDVn subtended by
the n detector, the average efficiency could then be obtai
from the measured number ofn-p coincidences, after correc
tions for background, proton losses and multiple scatter
The results for« obtained from these measurements agre
with the renormalized PTB predictions within (1.762.2)%,
the rather large error being mainly due to background c
rections. Thus the outcome of this measurement is com
ible with our above results but does not contribute sign
cantly to the accuracy. We therefore assume that we kn
the average efficiencies of ourn detectors—for the specific
experimental conditions at which they were measured—w
an overall uncertainty of61.4%.

E. Data acquisition and reduction

For the measurement ofann , the event trigger signal wa
generated by a fast coincidence between the TFD, thep de-
tector, and then detector. For each trigger, eight experime
tal parameters were written to disc in list mode: the dyno
signal as well as~for pulse-shape discrimination purpose!
the long and short components of the anode signal from
n detector, the dynode signals from the TFD and from thp
detector, and the TOF’s between the TFD and then detector
(TOFn), the p detector (TOFp), and the rf of the cyclotron
(TOFC), respectively.~In theanp measurement, the start sig
nal for all TOF’s came from the target scintillator.! In addi-
tion, twofold coincidences were recorded between theDE
and E detectors of the PRT. The trigger signals from t
LED pulser driver were counted with a scaler and used
create a separate gate.
3-5
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The total effective running time of theann experiment
was 400 h, divided into two blocks of 1 week and one blo
of 2 weeks. The beam intensity was adjusted such as to k
the number of accidentals below 15%. The correspond
singles count rates were 2 kHz in the TFD, 10 kHz in thep
detector, and 85 kHz in then detector. Special care wa
taken to limit fluctuations in the count rate of then detector
to less than66%; the data acquisition system was stopp
automatically when this limit was exceeded. A backgrou
run was made with the CD2 target replaced by a CH2 target
of equal thickness in order to investigate possible contri
tions from carbon or hydrogen.~The H2 contamination in the
CD2 target—measured to be about 1%@11#—could conceiv-
ably produce somen-p coincidences via multiple scattering
However, no such background was found in then-n FSI
region.! The measurement foranp took about 650 h, divided
into three separate blocks of 2 weeks each. At a deute
beam intensity of 100 nA, the singles count rates here w
280 kHz in the target and 15 kHz in then detectors.

The raw data were first reduced by selecting either the
part of then beam or the upper part of the LE continuum
with an average energyE0516.6 MeV andDE053.0 MeV
~FWHM!, using TOFC . A lower threshold equivalent to 60
keV electron energy~keV ee! was set in the dynode spectru
of the n detector for the HE data, and 40 keV ee for the L
data. Then, a window was set in the pulse shape matrix to
rid of most coincidences withg rays in then detector. Coin-
cidences with deuterons or Compton-scattered electron
the p detector were removed by an appropriate window
the ~Ep vs TOFp! matrix ~Fig. 5!. In all cases, conservativ
windows were used to assure that no true coincidences w
lost in the process. The remaining background, being a
dental, was subtracted after projection onto the TOFn axis.

FIG. 5. The matrix~Ep vs TOFp!, showing the bands of proton
and deuterons, and some events due to electrons which were C
ton scattered from the target into thep detector.
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F. Data analysis and corrections

Some corrections had to be applied to the reduced d
prior to their comparison with theory. Long-time ga
changes in the photomultipliers and possible small shifts
the time-zero points were corrected by means of the pu
peaks which were recorded in all spectra together with
n-d data. Also, each TOF was corrected for walk as e
plained earlier. All additional distorting effects were in
cluded in the Monte Carlo simulations of the experime
@23,24#.

In the ann experiment, the most important one was,
course, the efficiency of then detector which was taken from
the renormalized PTB calculations as described in Sec. I
The r dependence of« was taken into account explicitly
thereby increasing the simulated count rate in the FSI p
by 3.0%. This is a consequence of the fact that the efficie
is higher in the center of then detector where, because of th
more favorable kinematical circumstances, the breakup c
section is larger. Besides the extended geometry, other
fects included the energy spread of the beam, the time r
lution, straggling and energy loss of the protons, and the
of neutrons due to scattering which, however, was only ab
2%. Owing to the high count rate in then detector, there was
a probability of around 2% for any TOF in the neutron ar
to be stopped early by an accidental count, thus leading to
apparent loss of true coincidences by moving the event to
left on the time axis, towards and into the ‘‘accidentals
gion’’ which consequently becomes somewhat contamina
by true coincidences. Based on the measured distributio
pulser counts along the TOFn axis, the exact magnitude o
the necessary correction was calculated for each event.
number of recorded pulser coincidences also served to d
mine the overall dead time losses which were 1.8%.

For the 25.3-MeV data, another significant correction w
required because of the special geometry of this experim
since the neutron detector was positioned on the recoil
of the 2n system with zero relative energy, there was a co
siderable probability forboth neutrons to hit the detector
This increases the effective detection efficiency and also
torts the TOFn spectrum to some extent because the faste
the two neutrons, if detected, always determines the m
sured time of flight. The resulting increase of the count r
in the FSI peak was about 18%. However, even though
is a sizable effect, it is governed by simple three-body kin
matics and thus depends only on the well-known geome
of the experiment. Therefore it can be calculated very ac
rately and was taken into account in the MC simulations
each value ofann . The ensuing additional uncertainty is ve
small and is included in the errors quoted in Table I. For
LE data at 16.6 MeV, where the detectors were not exa
on the recoil axis, the corresponding increase in the co
rate was only 5%. There were essentially no double hits
the QFS peaks.

For the data of theanp measurement the most importa
correction—apart from the efficiency of then detectors—
was due to multiple scattering in the target scintillator. T
ensuing loss of neutrons was calculated using the total c
sections for carbon and deuterium. Altogether, these los

p-
3-6
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were of the order of 56%. However, by simulating the effe
of double scattering individually it was found that 6.7%
those events which scatteredbeforethe breakup reaction ac
tually did contribute to the count rate in the FSI pea
thereby increasing it by 2.6%. Also taken into account
plicitly was the possibility that one of the breakup neutro
being first emitted in an arbitrary direction, might be d
tected after scattering in the target; this effect amounted
correction of13.8%. These numbers show that double sc
tering must be investigated carefully in such experiments
cannot, in general, be treated summarily.

Absolute theoretical spectra were produced with 3N
breakup cross sections obtained from rigorous, fully char
dependent Faddeev-type calculations in momentum sp
using the CD-Bonn potential@20# as input for the nucleon
nucleon interaction. A detailed description of the theoreti
formulation and numerical procedure can be found in Re
@8,25,26# and will not be repeated here. The CD-Bonn inte
action is charge dependent in the isospint51 states, taking
the difference in the1S0 force components of then-nandn-p
subsystems explicitly into account. This potential is ‘‘real
tic’’ in describing the existing 2N data with a normalized
x2'1. For the purpose of this analysis, modifications of
1S0 interactions were induced by adjusting one of the para
eters for the fictitiouss boson in this partial wave@27#, thus
generating interactions with differentn-n andn-p scattering
lengths. For these, point-geometry cross sections were ca
lated for energies from 13 to 23 MeV in steps of 1 MeV a
from 23 to 28 MeV in steps of 0.5 MeV, and stored in t
computer. For each simulated event, the cross section
interpolated from this library and incorporated into t
Monte Carlo routine. It was assured that the interpola
cross section in no case deviated from the exact value
more than 0.1%. Finally, the measured number of count
the FSI peak was compared with the corresponding predi
numbers to find the best-fit value for the respective scatte
length.

TABLE I. Individual contributionsa to the total error ofann

deduced from the absolute yield in the FSI peak.

Source of error Size of error Dann (fm)

Statistics 1.8% 0.27
Efficiency n detector 1.4% 0.20
Neutron beam fluence 1.1% 0.15
Target positionx, y, z 1 mm 0.08
Solid anglen detector 0.9% 0.06
Solid anglep detector 0.8% 0.06
Gas target density 3.6% 0.04
PRT 0.3% 0.04
DQp 0.04° 0.04
DQa 0.06° 0.02
DE0 50 keV 0.02
Other 0.06

Total error~one standard deviation! 60.40 fm

aWhere applicable, the quoted errors include the effect of dou
hits in then detector.
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III. RESULTS

A. n-n scattering length

1. Absolute cross sections

The final data atE0525.3 MeV are shown in Fig. 6, afte
conversion of the neutron TOF into energy and project
onto theEn axis; a threshold of 6 MeV has been applied
Ep . Included are the finite-geometry Monte Carlo spec
calculated withann5215 fm, ann5216.3 fm, andann5
218 fm. Clearly, the theory agrees well with the data in t
region ofn-p QFS, both in shape and in the absolute mag
tude. This is in marked contrast to our previous investigat
@11# where the calculations were based on a crude finite-r
approximation for theNN interaction. In order to extract the
n-n scattering length, a minimum-x2 fit was made to the FS
peak which resulted in a value of

ann5216.2760.40 fm.

For this fit, the absolute yield in the region betweenEn
51.5 and 4.5 MeV was compared with the MC predictio
for different values ofann . The range of comparison wa
optimized for maximum sensitivity with regard toann . Data
points at lower energies were excluded from the fit becau
at a bias of 60 keV ee, the efficiency of then detector de-
pends too much on the resolution and threshold below
MeV. The shape of the FSI peak is well reproduced by
simulation, withxmin

2 532 for 28 degrees of freedom~Fig. 7!.
The best fit was obtained when the simulated spectra w
shifted by 70 keV with respect to the measured one,

le

FIG. 6. The 25.3-MeV data for then-n FSI ~circles with error
bars!, after conversion of the neutron TOF into energy and proj
tion onto theEn axis, together with the finite-geometry Monte Car
predictions forann5215.0, 216.3, and218.0 fm. The narrow
peak atEn52.8 MeV is due to then-n FSI, the broader one a
higher energies comes fromn-p QFS.
3-7
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reason being an imperfect walk correction in TOFn . How-
ever, the change inann caused by this shift was only 0.03 fm

The influence of the various experimental uncertainties
the result forann was also investigated by means of Mon
Carlo simulations; the important contributions are listed
Table I together with the total error which ensues from a
ing all statistical and systematic errors quadratically. Cha
ing the threshold in then detector to 40 keV ee and th
energy range of the fit to 1.0<En<5.0 MeV moved the best
fit value of ann to 216.33 fm.

In order to facilitate a possible reanalysis of our expe
ment, the point-geometry cross sections are shown in Fig

FIG. 7. x2 vs ann for the fit to the absolute yield in then-n FSI
peak betweenEn51.5 MeV andEn54.5 MeV. Indicated are the
values ofann at xmin

2 11.

FIG. 8. Theoretical point-geometry cross section for t
2H(n,np)n reaction, calculated with CD Bonn forE0525.5 MeV
and ann5216.3 fm, atQn555.5°, Qp541.15°, andQnp5180°.
The relative suppression of the QFS peak in the real data~Fig. 6! is
primarily caused by the efficiency of then detector.
01400
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calculated with CD Bonn without three-nucleon forces, f
E0525.5 MeV and Qn555.5°, Qp541.15°, and Fnp
5180°, withann5216.3 fm which is that value of the sca
tering length which best describes our absolute data~see Fig.
6!. This curve can thus be seen as a quantitative represe
tion of our ‘‘unfolded’’ data, with all experimental effect
removed, which may directly be compared to other theo
ical calculations. Individual values for the cross section
listed in Table II, both as a function ofEn and S, the arc
length of the kinematical locus as defined in Ref.@8#.

2. Relative cross sections (HE)

Since in the region ofn-p QFS the cross section is prac
tically independent ofann , it provides an intrinsic normal-
ization for the FSI peak. Using for this the data betwe
En55 and 12 MeV, the normalization factor is 0.98
60.012. Performing the analysis with the data between
and 4.5 MeV renormalized in this way, we obtain

ann5216.0660.35 fm.

Of course, since the normalization factor is close to 1, t
value forann does not differ much from the one obtained b
fitting the absolute yield. However, the sources of errors
the two results are quite different. The error here is mai
caused by statistics while most systematic errors have
celed out.

3. Relative cross sections (LE)

As explained in Sec. II C, an accurateabsolutecalibration
was only performed for the HE part of then beam. However,

TABLE II. Calculated ~CD-Bonn! point-geometry cross sec
tions (mb/sr2 MeV) for E0525.5 MeV andann5216.3 fm, atQn

555.5°, Qp541.15°, andFnp5180°. S is the arc length of the
kinematical locus, defined in the usual way@8#.

En (MeV) d3s/dVn dVp dEn S ~MeV! d3s/dVn dVp dS

1.0 1.00 19.0 3.05
1.5 1.36 20.0 3.80
2.0 2.62 21.0 4.36
2.5 5.00 21.8 4.52b

2.9 6.21a 23.0 4.19
3.5 4.53 24.0 3.49
4.0 3.14 25.0 2.70
4.5 2.45 26.0 2.11
5.0 2.23 26.5 1.99
5.5 2.35 27.0 2.06
6.0 2.71 27.5 2.42
7.0 3.98 28.0 3.27
8.0 5.51 28.5 4.84
9.2 6.47b 29.0 6.21a

10.0 6.06 29.5 4.45
11.0 4.63 30.0 2.14
12.0 3.09 30.5 1.08
13.0 2.26 31.0 0.68

aDenotes the maximum of then-n FSI peak.
bDenotes the maximum of then-p QFS peak.
3-8
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the upper part of the LE neutrons could be employed for
analysis based on the comparison ofrelativecount rates. For
this, a window was set in TOFC to select neutrons with an
average energyE0516.6 MeV and a full width at half maxi-
mumDE053.0 MeV. The energy distribution of this part o
the LE beam was obtained from a Monte Carlo simulat
based on the spectral shape of the breakup continuum
measured with the PRT. Normalizing then the data in then-p
QFS region betweenEn53.4 and 9.0 MeV to the corre
sponding theoretical prediction, the minimum-x2 fit to the
n-n FSI peak between 1.1 and 2.7 MeV yields

ann5216.1660.34 fm

~Fig. 9!, with xmin
2 /d.o.f.51.0. This result is obtained with

thresholds of 2 MeV in thep detector and 40 keV ee in then
detector, respectively. At 0.24 fm, the main contribution
the total error is due to statistics while the specific choice
the boundaries for the fit and for the normalization reg
produces an additional error of up to 0.16 fm. The unc
tainty in the exact energy distribution of the neutron be
contributes 0.08 fm while all remaining effects add up
0.16 fm.

B. n-p scattering length

In the anp measurement there are two regions of ph
space where the FSI can be observed: one between the
ticles n1 andp, which kinematically corresponds to then-n
FSI discussed in the previous section~see Fig. 1!, and an-
other one betweenn2 andp. The results are depicted in Fig
10 and 11, where the data are shown projected onto the
spectiveEn axis, together with the finite-geometry MC simu
lations for three values ofanp . There are no peaks from QF
in these spectra since most spectator protons do not pro

FIG. 9. The 16.6 MeV data for then-n FSI, projected onto the
En axis, together with the finite-geometry Monte Carlo predictio
for ann5215.0,216.2, and218.0 fm. The data were normalize
to the Monte Carlo calculation in the region ofn-p QFS between
En53.4 and 9.0 MeV.
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a signal in the target scintillator. Therefore then-p scattering
length could only be determined through theabsoluteyield
in the FSI peaks, utilizing the HE part of the beam.

The results of the minimum-x2 fits were anp5223.8
61.1 fm for then1-p FSI ~with xmin

2 /d.o.f.51.2!, andanp5

224.061.4 fm for the n2-p FSI ~with xmin
2 /d.o.f.51.3!;

combining the two we obtain

anp5223.961.0 fm.

The error consists to approximately equal parts of statist
and systematic uncertainties, both of which are larger h

FIG. 10. The data for then-p FSI ~1–3! after conversion of the
neutron TOF into energy and projection onto theEn1 axis, together
with the finite-geometry Monte Carlo predictions foranp5223.8,
222.0, and226.0 fm.

FIG. 11. Same as Fig. 10, but for then-p FSI ~2–3!, projected
onto theEn2 axis, with the predictions foranp5224.0,222.0, and
226.0 fm.
3-9
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than in theann measurement because the dependence o
cross section on the scattering length is significantly sma
in the case ofanp , and there was a larger accidental bac
ground. Obviously, within the error bar, there is very go
agreement between our result and the accurately kn
value obtained from freen-p scattering, which is223.748
60.009 fm@28#.

IV. DISCUSSION

The outcome of this experiment is puzzling. With an a
erage of216.260.3 fm, our result forann clearly disagrees
with the findings of a similar investigation performed
TUNL ~Durham, NC! in a ‘‘final-state’’ geometry, which
yieldedann5218.760.6 fm @10#; the results of the two ex
periments differ by almost four standard deviations. Our
sult is also at variance with the average value from
2H(p2,nn)g reaction, which now is218.660.4 fm @29–
31#. On the other hand, all values obtained from the pres
experiment agree very well among each other, and it mus
emphasized that they represent three largely self-conta
results: the only major uncertainty which affects both of o
HE results is the statistical error in the FSI peak, and the
value is essentially independent of the two HE results. T
makes it highly unlikely that systematic errors are to bla
for the observed disagreement, and statistics definitely c
not explain it either. Furthermore, our results agree w
those of all other kinematically complete,n-induced breakup
experiments~see Ref.@5#!, irrespective of the type of reac
tion or kind of analysis used to extractann , and it should be
recalled that these older results cannot be dismissed sim
because they were obtained with less sophisticated theo
cal methods, as was pointed out in Sec. I; the maxim
possible error introduced by the use of more simplified m
els is at least a factor of 4 smaller than the discrepanc
issue. Finally, as detailed in Ref.@9#, neither the use of dif-
ferentNN potentials@18,19# in the Faddeev calculations no
the inclusion of the Tucson-Melbourne~TM! 2p-exchange
three-nucleon force@32# produces noticeably different re
sults.

Conversely, the neutron-proton FSI was observed in
samegeometry at TUNL@10# and in the present experimen
In both cases the angles were chosen according to the
scription of Witalaet al. @9#, and the neutron from the FS
pair was detected in coincidence with the recoiling neut
on the opposite side of the beam. Perhaps not surprisin
both experiments yielded the same result foranp , in perfect
agreement with the known value from freen-p scattering.
One is therefore led to speculate that the observed disc
ancy with respect toann might have something to do with th
specific configuration in which the FSI was observed. A
rect test of this would be to measureanp using the ‘‘final-
state’’ geometry, i.e., detecting the neutron and the proto
the same angle on one side of the beam. Actually, one s
experiment has already been done, albeit employing a dif
ent reaction: Bodeket al. @33# have investigated then-p FSI
in this way in the 9Be(p,np)8Be reaction and gotanp5
223.861.2 fm. Although this result was obtained with
simple Watson-Migdal analysis, it is valid nevertheless,
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stated before. However, it only proves that theshapeof the
FSI peak does not depend on the geometry of the exp
ment.

The result of Ref.@33# also shows that the possible influ
ence of three-body~or Coulomb! force effects on theshape
must be small since all comparable investigations in
much lighterp-d system1 have consistently yielded the sam
result for anp @4,35,36#. The absence of significant 3BF e
fects on thecross section, already observed in Ref.@10#, is
also supported by our own results: as the production an
for the n2-p pair is around 41°, it is far enough remove
from the ‘‘magic’’ angle of 55.5° to produce a predicte
change of13.3% in the cross section if the TM 3BF i
included. This in turn should lead to a change of11.3 fm in
anp if the 3BF were wrongly ignored. However, our resu
do not show such a shift. Although this is only a 1s effect in
our case, it corroborates the findings of Ref.@10# which
clearly speak against the presence of any appreciable
effects in this reaction. This implies, of course, that t
present-day three-body forces, like the TM 3BF, which
predict detectable effects, are not realistic.

The situation at present is summarized in Table III whe
the ~average! values ofann and anp are listed as obtained
through kinematically complete,n- or p-induced breakup re-
actions, respectively, using either the ‘‘recoil’’ or the ‘‘fina
state’’ geometry. All experiments in which theshapeof the
FSI peak was used to extract the scattering length gave
sistent results which, in the case ofanp , agree very well with
the known value from freen-p scattering. Our values fo
ann , deduced from both absolute and relative cross secti
agree with those obtained via shape analysis while Ref.@10#,
obtained in final state geometry, disagrees. Unfortunat

1The influence of the Coulomb force on then-p FSI cross section
was also found to be very small in Ref.@34#.

TABLE III. Survey of the~average! values ofann andanp ob-
tained in different experimental geometries by analyzing either
shape of the FSI peak or the cross section. ‘‘Recoil’’ indicates t
one of the FSI partners was detected in coincidence with the re
ing particle on the other side of the beam, while ‘‘final state
means that both FSI particles were detected at~nearly! the same
angle on one side of the beam. The value ofanp from free n-p
scattering is223.74860.009 fm@28#.

Experimental geometry
and type of analysis ann ~fm! anp ~fm!

recoil and shape 216.860.5a 223.660.2b

recoil and cross section 216.260.3c 223.760.6c,d

final state and shape 216.860.3e 223.861.1f

final state and cross section 218.760.6d ?

aReferences@11,37#.
bAverage of values listed in Ref.@36#.
cAverage of this paper.
dReference@10#.
eAverage of values listed in Refs.@5,40#.
fReference@33#.
3-10
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there is no analog result foranp to serve as a check in thi
case. Although it is not obvious why the geometry sho
make any difference, it is interesting to note that the theo
ical cross sections for the two configurations—at thesame
energy and production angle for then-n pair, and for the
samevalue of ann—differ by a factor of 4 and there is th
possibility that the prediction for the cross section in the fi
state geometry might be wrong. There are other kinemat
situations where this is the case, most notably the so-ca
‘‘space star’’ geometry where the measuredn-d breakup
cross sections are 25% higher than the predicted ones@38#.
Another hint in this direction comes from the reanalysis@7#
of kinematically incomplete experiments with modern thre
body calculations which revealed similar deviations in c
tain parts of the spectra@39#. Thus inspection of Table III
suggests that the cross section of then-d breakup reaction in
the final-state geometry might not be a suitable tool for
extraction ofann , and the missing test regardinganp should
urgently be performed. There remains, of course, the a
tional question why most experiments using t
2H(p2,nn)g reaction have provided a result forann which
is at variance with exactly thosen-d values whichhavebeen
cross checked againstanp .

V. SUMMARY

The neutron-neutron and neutron-proton final-state in
actions have been investigated at 25.3 MeV in two kinem
cally complete experiments using then-d breakup reaction.
In both experiments, absolute cross sections were meas
in the same geometry, detecting one of the participating
particles in coincidence with the corresponding recoil p
ticle on the other side of the beam. For then-n FSI, relative
cross sections were also studied at 16.6 MeV. The an
s.

-

,

.
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were chosen such as to allow, in theory, an essenti
model-independent extraction of the1S0 scattering lengths
ann and anp , respectively. The analysis was performed
means of sophisticated Monte Carlo simulations based
rigorous three-body calculations using the CD-Bonn pot
tial as input for the nucleon-nucleon interaction, with
without addition of the Tucson-Melbourne three-body forc

Our results forann differ dramatically from those of a
similar investigation done at TUNL at 13 MeV in which
different geometry was employed. They also disagree w
the average value obtained through the2H(p2,nn)g reac-
tion. They agree, however, among themselves and with
results of all other kinematically complete,n-induced break-
up experiments. Regardinganp , our own experiment and al
other experiments performed to date have consistently re
duced the well-known result from freen-p scattering, sug-
gesting that then-d reaction is basically a reliable tool for th
extraction ofann . However, for each particular experime
the result should be verified by way of comparison with
analog measurement ofanp , performed in thesamegeom-
etry. Finally, at the present level of accuracy, there is
evidence for the action of three-body forces in then-p or n-n
final-state interaction at low bombarding energies.
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González Trotter, Few-Body Syst.20, 81 ~1996!.

@10# D. E. Gonza´les Trotter, F. Salinas, Q. Chen, A. S. Crowell, W
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