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Determination of the p6p˜p6p1n cross section near threshold
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The total cross section for thep2p→p2p1n reaction has been measured at incident pion kinetic energies
of 200, 190, 184, 180, and 176 MeV, and cross sections for thep1p→p1p1n reaction were obtained at 200
and 184 MeV. A fit of these cross sections by heavy baryon chiral perturbation theory yields values of 8.5
60.6(mp

23) and 2.560.1(mp
23) for the reaction matrix elementsA10 andA32, and, for thes-wave isospin-0

and isospin-2p-p scattering lengths, the valuesa050.2360.08(mp
21) and a2520.03160.008(mp

21),
respectively.

PACS number~s!: 25.80.Ek, 13.60.Le, 13.75.Gx, 13.85.Hd
o
i-

in
n
o
s

e
e-
en
in

g
ich
e
os

-
th

e-

.
ro-
stood
ry
to

uch

ge

on
ve

the
g
ov.
of

r

s of

ith
e

ed

ve

,

to

o

I. INTRODUCTION

Though widely successful in particle physics, QCD is n
toriously difficult to apply at low energies. However, explo
tation of the symmetries of QCD@1# via chiral perturbation
theory ~ChPT! has enabled such questions as the determ
tion of the strength of the simplest example of the stro
interaction, thep-p, to be addressed. These theories are m
relevant in the low-energy limit, a region which include
such quantities as thes-wave isospin-0 and isospin-2p-p
scattering lengths (a0 anda2).

Because of the experimental intractability of a direct d
termination of thep-p scattering lengths through measur
ments of freep-p scattering, indirect techniques have be
utilized. The reactions that have been most extensively
vestigated include the Ke4 kaon decays (K1

→p1p2e1ne) which are sensitive toa0 , and pion-induced
pion production reactions such as (pp→ppn) which are
sensitive to botha0 anda2 . The advantage of investigatin
K decay is that the only strongly interacting particles wh
occur in the final state are the two pions of interest. The b
Ke4 experiment performed to date is that reported by R
selet et al. @2# who studied the decayK1→p1p2e1ne .
However, an accurate measurement ofa0 requires good sta
tistics, and as a result of collecting data for four months,
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Rosseletet al. experiment obtained only 30 000 events, r
sulting in a 20% uncertainty in their value fora0(0.26
60.05).

The N(p,2p)N reactions are sensitive top-p scattering
because one pion exchange~OPE! is a dominant mechanism
Although additional sizable backgrounds from other p
cesses also contribute, such backgrounds can be under
in terms of heavy baryon chiral perturbation theo
~HBChPT! if the measurements are performed close
threshold. Since these~p, 2p! reactions involve the strong
interaction, adequate statistics can be attained over m
shorter time periods, of the order of a few days.

In 1978, Kravtsovet al. @3# obtained information on the
p1p→p1p1n reaction from measurements of the char
symmetric reaction extracted from the more complexp2d
→p2p2pp reaction. These data were obtained for pi
beam energies of 230–360 MeV, more than 60 MeV abo
the reaction threshold. In 1989, Sevioret al. @4# determined
the energy dependence of the total cross section for
p1p→p1p1n reaction in the threshold region, obtainin
results consistent with the higher energy data of Kravts
Since their cross-sections were measured within 8 MeV
threshold, Sevioret al. were able to provide better data fo
evaluating thep12p1 isospin-2 scattering length,a2 .

However, before the paper of Sevioret al. was published,
the OMICRON Collaboration@5# reported the results of an
experiment which spanned the pion kinetic energy range
both Kravtsovet al. and Sevioret al., as illustrated in Fig. 1.
The OMICRON results, although generally consistent w
the data of Kravtsovet al. at energies above 300 MeV, wer
in disagreement with the results of Sevioret al. nearer
threshold. In addition to thep1 reaction channel, the OMI-
CRON Collaboration also obtained data for thep2 channel,
p2p→p2p1n @5#. As shown in Fig. 2 these results agre
with those obtained earlier by Bjorket al. @6#.

In 1991, Burkhardt and Lowe@7# carried out an amplitude
analysis of all the data available at the time for the fi

Ne-

n,

f

at
©2000 The American Physical Society01-1



ec

g
o

gie

or
he

y

t
t

e
lly

r

t of

er
and
-
ry,
on
n a

the

n of
od

d

n
ss-

of

ed

n is

at

the

cy
nts

u-
zed

sec-

er-

’’

in

be
ina-
at
V,

V
of

the
.
VII,

J. B. LANGE et al. PHYSICAL REVIEW C 61 025201
channels of the (pp→ppn) reaction in order to test the
overall consistency of the data as well as to provide a ch
on the model of Olsson and Turner@8# which represented the
p-p interaction in terms of the chiral symmetry breakin
parameterj. This analysis indicated an acceptable degree
consistency between all the published data for ener
above 250 MeV. However an acceptablex2 for their global
fit was only possible if the Kravtsov and Omicron data f
thep1p1 reactions below 255 MeV were excluded from t
fit. A later global analysis by Pocanicet al. @9# which in-
cluded their newp1p0 data also excluded the low energ
data points of the OMICRON group for thep1p1 channel.
Unfortunately the newp1p0 data included in this fit do no
constrain the isospin 2 amplitude at low energies because
data have uncertainties of 40% and greater below 200 M

Although the pion production reactions were traditiona
analyzed in terms of the model of Olsson and Turner@8#,
Olsson and co-workers have recently found@10# that the in-
clusion of higher-order terms neglected in their earlier wo
complicated the extraction ofp-p scattering lengths from

FIG. 1. The world’s data set forp1p→p1p1n prior to 1993.
The references for the data are OMICRON@5#, Kravtsovet al. @3#,
Sevioret al. @4#, and Burkhardt and Lowe@7#.

FIG. 2. The world’s data set forp2p→p2p1n prior to 1993.
The references for the data are Bjorket al. @6# and OMICRON@5#.
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threshold pion production data. Moreover, their treatmen
the OPE contribution in terms of a parameter,j, which is
dependent on the strength of thep-p interaction, is inconsis-
tent with ChPT, making any attempt to incorporate high
resonances unreliable. However, Bernard, Kaiser,
Meißner @11# have shown that~p,2p! reactions can be un
derstood in terms of heavy baryon chiral perturbation theo
a theory which incorporates the effects of higher bary
resonances as well as treating the OPE contribution i
manner consistent with ChPT. Consequently, Bernardet al.
were able to obtain more reliable relationships between
threshold amplitudes for pion production and thep-p scat-
tering lengths. They emphasized, however, that extractio
the p-p scattering lengths requires the availability of go
experimental data near threshold~i.e., below 200 MeV!. As
the p2p→p2p1n reaction involves both the isospin-2 an
isospin-0 pp interaction amplitudes whereas thep1p
→p1p1n reaction involves only isospin-2, determinatio
of both of the isospin amplitudes requires reliable cro
section data for each of the reactions near threshold.

Of major concern was the existence of a discrepancy
more than a factor of two between thep1p→p1p1n of the
OMICRON Collaboration@5# and that of Sevioret al. @4#,
the only two experiments for which data were obtain
within 40 MeV of threshold. For thep2p→p2p1n reac-
tion on the other hand, a reaction whose cross sectio
about five times larger than that of thep1 channel, a con-
sistent body of experimental data existed for the reaction
energies above 200 MeV, with only one data point~provided
by the OMICRON Collaboration! for energies below 200
MeV.

The aim of the present experiment was both to provide
necessary cross-section data for thep2 channel at energies
below 200 MeV and to resolve the factor of two discrepan
in thep1 data at these energies. Although most experime
experience more difficulty measuring thep1 channel cross
sections than thep2 because of their small size, the partic
lar technique employed in this experiment is characteri
by a cleaner signal for thep1 channel than for thep2, a
benefit that more than compensates for the smaller cross
tion values involved.

The experiment was carried out using an improved v
sion of the technique utilized earlier by Sevioret al. @4# to
measure total cross sections for thep1 channel. In such an
experiment, the final state pions, eitherp1-p1 or p1-p2,
are sufficiently low in energy that they stop in an ‘‘active
hydrogenous target~PILOT-U scintillator! @12#. The muon
arising from decay of the positive pion is then detected
coincidence with the outgoing neutron. For thep1 channel,
the decay muons from both of the positive pions can
detected, thus leading to enhanced background discrim
tion. The p2p→p2p1n cross sections were measured
incident pion energies of 176, 180, 184, 190, and 200 Me
while p1p→p1p1n cross-sections at 184 and 200 Me
were also obtained in order to check the reproducibility
the previous Sevioret al. results@4#. The experimental de-
tails of the experiment are discussed in Secs. II and III,
p1 channel results in Sec. IV, thep2 channel results in Sec
V, and a discussion and the conclusions in Secs. VI and
respectively.
1-2
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FIG. 3. Layout of the experimental apparatu
The deflection angle shown is for a beam of 2
MeV pions. The placement of Al blocks for th
calibration of the individual sections of the activ
target is also indicated.
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II. EXPERIMENTAL CONFIGURATION

The experiment was performed on the M11 beamline
TRIUMF using negative pions of 200, 190, 184, 180, 17
and 172 MeV kinetic energy, and positive pions of 200, 1
and 172 MeV. The 172 MeV data provided background
formation since this energy is below the threshold for p
production~172.3 MeV!.

The apparatus, which was similar to that used by Sev
et al. @4#, is shown in Fig. 3. The incident pions were track
by a set of three plastic scintillators (S1 –S3) of dimensions
8038032, 8038032, and 2032032 mm3, respectively.
The third scintillator was half the transverse size of the tar
itself while the first two were twice the target size. The re
son for selecting large scintillators forS1 and S2 was to
enable detection of particles in the beam halo while
smaller third scintillator,S3, restricted the beam interaction
to be well within the target dimensions. The pions were d
criminated from beam contaminants by a combination
time-of-flight measurement through theM11 channel to-
gether with detection of the energy loss of the incom
particles in the beam-tracking scintillators.

When app→ppn reaction occurred within the targe
those final state pions contained within the active target w
detected together with their daughter muons while the n
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trons were detected and identified by an array of fourte
scintillator bars placed 3.0 m downstream of the target. T
active target, consisting of five segments of 6 mm th
PILOT-U scintillator (C1H1.1), was followed by a veto scin-
tillator (S4) which helped restrict the electronic event de
nition to those pion interactions occurring in the active t
get. The photomultipliers associated with all the scintillato
comprising the in-beam array and the target elements w
connected to analog-to-digital converters~ADCs! and time-
to-digital converters~TDCs!. For the target scintillators, two
ADCs were employed on each, one~short gate! gated for 15
ns and the other~long gate! for 80 ns. In this way, a straight
forward determination of the occurrence of a pion dec
could be obtained by comparing the pulse heights provi
by the short gate and long gate ADCs. In addition to t
connection to a TDC and the ADCs, the photomultiplier
tached to each target segment was connected to a ch
coupled-device~CCD! transient digitizer @13# which re-
corded the energy deposited in its target segment in bins
ns width for a total period of 100 ns. The information r
corded by the CCDs, along with the ADC signals, enab
unambiguous identification of the muons arising from t
decay of the positively charged final state pions. The tim
of the experiment was controlled byS3, the smallest of the
in-beam scintillators.
1-3
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J. B. LANGE et al. PHYSICAL REVIEW C 61 025201
Background charged particles were cleared from the
perimental area by means of a dipole magnet. In addition
array of veto scintillators preceding the neutron bars w
used to discriminate against background signals arising f
detection of residual charged particles reaching this par
the system.

While the experimental design was based on the ea
arrangement used by Sevioret al. @4#, a number of improve-
ments were incorporated into this version. In the current c
figuration, a further reduction of the neutron backgrou
arising from interactions of the incident pions with the ca
bon in the target was achieved by placing the neutron a
3.0 m downstream of the target rather than 2.6 m as
ployed by Sevioret al., in order to more strongly exploit the
restrictive kinematics of the reaction. Forpp→ppn reac-
tions, the forward angle cone characterising the outgo
neutrons is bounded by 20°, whereas the neutrons ari
from pion absorption in carbon are emitted over 4p. In ad-
dition, this experiment employed a second-level trigg
based on a comparison of the outputs of the ‘‘short’’ a
‘‘long’’ gated ADC’s, a system which preferentially selecte
events associated with the decay of a pion in the target. A
the target phototubes were operated at much lower gain
were those in the original setup of Sevioret al. in order to
eliminate the aging effect observed in the earlier experim
Finally, and more importantly, while Sevioret al. employed
an oscilloscope as a transient digitizer to detect and ana
the secondary pulses in the target, the current configura
utilised fast CCD’s attached to each target segment to
vide this information.

III. EXPERIMENTAL DETAILS

The cross sections were determined using

s5
1

Nintgt

Ncoinc.

)~hp ;hn ;Tp!L
, ~1!

whereNi denotes the number of acceptable pions inciden
the target,ntgt is the number of hydrogen nuclei per unit ar
and per 0.1 MeV energy loss of the incident beam,Ncoinc. is
the experimental yield,P is the total experimental accep
tance,hp andhn are the detection efficiencies for the pio
and neutrons, respectively,Tp is the kinetic energy of the
incident pions, andL is the CPU livetime of the data acqu
sition system. The target thickness is determined in term
0.1 MeV steps of the incident pion’s energy loss to ta
account of the rapid variation of the cross section n
threshold.

A. Kinematic definition

For a given incident pion energy, the total kinetic ener
of the reaction products is well defined. However, a his
gram of this total kinetic energy would be broadened due
the energy loss suffered by the pions while traversing
target prior to the reaction of interest~up to 6.6 MeV!. This
effect could be accounted for in our experiment since
energy loss of the incident pions was also measured,
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enabling the total kinetic energy to be corrected appro
ately. Thus, the quantity histogrammed wasTsum, where

Tsum5Tscin1Tn . ~2!

Tscin is the total energy deposited in the active target: the s
of the energies of the final state pions together with the
ergy loss of the incident pion prior to the~p, 2p! reaction,
andTn is the energy of the neutron evaluated from the tim
of-flight ~TOF! of the neutrons from the active target to th
neutron bars. Thus, for an incident pion of kinetic energ
Tbeam, Tsum5Tbeam2mp2(mn2mp), a quantity indepen-
dent of the energy loss suffered by the incident pions wh
traversing the target. The accumulated counts contai
within the appropriate peak of theTsum histograms thus pro-
vided the experimental yields.

Since the experiment was performed at less than 30 M
above threshold, an energy which permitted both prod
pions to remain within the active target,Tsum values ranging
from 35 MeV at threshold to 59 MeV~for 200 MeV incident
pions! spanned the range encountered in this experiment.
ter stopping, the positive pions decayed viap1→m1nm
whereas the negative pions were captured by the carbon
clei in the target.

B. Incident beam

As the incident beam did not consist solely of pions~the
p1 beam was contaminated with muons, positrons and p
tons, whereas thep2 beam also contained muons and ele
trons!, the pion fraction of the beam had to be determined
each of the runs. The protons were discriminated by pu
height cuts placed on the in-beam scintillators,S1, S2, and
S3. For the electrons and positrons which are almost 3
times lighter than the pions, times of flight down theM -11
beamline were sufficient to provide ready identification. F
the muon contamination, such a technique was not poss
however, since the muon rest mass is so similar to that
pion. In this case, use was made of previous studies@15# of
the beamline which indicated a 1.2% muon contamination
the energy ranges discussed in this paper. The total c
bined electron and muon contamination amounted to;3%
and, for thep1, the proton contamination prior to discrim
nation was;1%.

TheM -11 channel delivered particles to the target area
a typical rate of 1.7 MHz whereas the cyclotron RF fr
quency was 23.06 MHz@14#. For all beam energies and fo
both polarities of pion, the incident beam was characteri
at the active target by an angular spread of61° in the hori-
zontal ~x-z! plane and65° in the vertical~y-z! plane, with
the focus~approximately 1 cm wide! at the center of the
target. The momentum spread of the beam was60.1%
~60.3 MeV at 200 MeV! for p1 and 60.5% for p2. The
absolute momentum calibration of the beamline cor
sponded to an uncertainty of 0.7 MeV at 200 MeV.

C. Event definition

In order to efficiently reject the large background, a tw
level event triggering system was utilized. By limiting th
1-4
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application of relatively long duration on-line analyses~e.g.,
digitization of signals by CCDs! to only the data which sat
isfied cruder levels of filtering, such a system permitted
necessary level of sophisticated analysis without increa
system deadtimes to unmanageable levels. The first l
trigger was a simple coincidence between the detection
beam pion interaction in the target (S1•S2•S3•S4) and a
candidate neutron in the neutron bars. The typical rate
this trigger was;2.3 kHz for p2 operation and;1.2 kHz
for p1.

The second-level trigger which selected those events
sociated with a candidate stopped positive pion, searched
the characteristic decay:p1→m1n within the target. It was
formed by comparing the normalized outputs of the ‘‘short
and ‘‘long’’-gated ADC’s connected to the active target sc
tillators, using dedicated LeCroy ECLine trigger module
with an excess signal in the long-gated ADC indicating
candidate stoppedp1. The time required for this trigger de
cision was 10ms. By this means, the data rate was reduced
;75 events/s for thep2 runs and;60 events/s for thep1.
The second-level trigger is described in greater detail
Raywoodet al. @12#. The computer live time of the exper
ment was evaluated by separately counting the triggers
sented to the data acquisition system and the triggers
cessed by the system. The ratio of the two numbers gave
relative live time of the experiment, typically 85%.

As 93% of the incident pions did not interact in the targ
beam events containing two or more pions almost alw
fired the veto scintillator,S4. Therefore the incident beam
count had to be corrected to eliminate the contribution fr
multiple particle buckets~consisting of approximately 3.5%
of the pions delivered to the target for a beam rate of;1.7
MHz!. As the beam rate varied somewhat during the exp
ment, the actual fraction of beam buckets containing m
than one pion was determined during the individual ru
using the appropriate Poisson statistics. Overall,;96% of
the beam bursts contained only one particle. Events cont
ing two pions in one beam burst were vetoed by theS4
scintillator with 93% efficiency, this inefficiency arising be
cause 7% of the beam pions interacted in the target.

For an average pion beam rate of 1.7 MHz, the cyclot
RF frequency of 23 MHz implied that;7% of the pions
delivered to the target were followed by a second pion in
next beam ‘‘bucket’’ 43 ns later. As the time required
search the target for ap→mnm decay was more than 80 n
long, however, incident pion sequences of this type had to
rejected. This was accomplished by requiring ‘‘acceptab
events to be those associated with a single pion with no o
pion following or preceding it by a period of at least 80 n
Staightforward hardware coincidence logic@16# was used to
perform this function. The overall fraction of acceptab
beam burst events were evaluated for each run separately
averaged over the total data set for each energy and b
polarity; values;92% were typical. The imposition of th
above two constraints resulted in the loss of 15% of
S1•S2•S3 triggers.

D. In-beam and target scintillators

Pulse-height calibrations of the target and four in-be
scintillators were carried out using pions that stopped in
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target as well as with those that traversed it completely~the
energy loss of 200 MeV incident pions traversing the tar
was 1.3 MeV per 6 mm segment!. An additional calibration
appropriate to the target scintillators was provided by the
MeV muons from pion decay. For the latter calibration
appropriate aluminum degraders were inserted into the b
to cause the incoming pions to stop in each of the tar
segments separately.

E. Stopped pion detection

The positive pions that were produced~and stopped! in
the target were identified by their signature decay,p1

→m1nm . Three different techniques were employed to ide
tify and measure the height and relative time of occurre
of all pulses in each of the target segments for a period o
ns following the initial pion pulse@12#.

The first technique, provided by coincidence circuitry f
by the discriminators attached to the target segment ph
multipliers, was used both for diagnostic purposes dur
data taking and in the off-line analysis. It consisted of
‘‘hardware circuit’’ @16# to detect the presence of a secon
ary pulse in a target segment within a time interval of 70
following the arrival of the incident pion. The secon
method, used in the second-level trigger, employed cha
integrating ADC’s with long and short gates as describ
earlier. A nonzero difference between their normalized AD
values indicated the presence of a second pulse. A typ
example of such a difference spectrum is shown in Fig. 4
target segmentC. In addition to secondary pulse detectio
this method also provided a measure of the energy of
extra pulse, as indicated in Fig. 4 by the small peak at;4
MeV arising from the decay muons stopping in the scintil
tor.

The third and most powerful technique utilized 500 MH
transient digitizers developed at TRIUMF@13#. For each tar-
get section, these digitizers not only identified the presen
but also measured the pulse height and relative time of

FIG. 4. Difference spectrum for the long and short gate ADC
associated with target segmentC.
1-5
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FIG. 5. Digitized ADC signals for each targe
segment arising from a typical event. In this cas
a pion traverses the target and then decays t
muon in the final segment, Section E. The ver
cal scales are raw ADC units.
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currence of all pulses which followed the initial pulse@12#.
The array of digitizer signals characterizing a typical ev
associated with a pion decay in target segmentE is shown in
Fig. 5.

Off-line fitting of each pulse in such a pulse train to t
pulse shapes characterizing pions traversing the whole ta
without interaction, enabled the pulse heights and rela
time delays between all the significant signals to be de
mined ~see Fig. 6!. The resulting energy resolution of th
muon peak was found to be6;0.6 MeV, limited both by the
inherent resolution of the CCD camera signals and the p
ton statistics at the phototubes.

The time of occurrence of the secondary pulse relative
the first was histogrammed for those pulses identified
muons. Figure 7, obtained for a run involving 200 MeV i
cident pions, is a typical example of such a spectrum. T
fitted meanlife of 26.460.5 ns is in good agreement with th
accepted value of 26.0 ns for the charged pion lifetime. T
useful region of the timing spectrum in Fig. 7 is indicated
the timing cut. This range was limited by both the triggeri
circuits and fitting routines, as it was not possible to relia
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fit two peaks occurring within 10 ns in the CCD data. T
reduce the number of background events detected, the
analysis involved the placement of cuts on the height of
second pulse, as shown in Fig. 6, as well as on its tim
relative to the first pulse, as shown in Fig. 7. In addition, t
ADC energy difference signals were required to be with
the gate shown in Fig. 4.

F. Pion detection efficiency

The success of the experiment relied critically on know
edge of the stopped pion detection efficiency,hp . This effi-
ciency was determined by degradingTp530 MeV pions
from M11 using selected thicknesses of aluminum so that
pions were stopped in each of the target elements in t
Application of those muon decay criteria discussed above
the CCD pulse heights and times of occurrence of the pu
associated with these beam sample pion events yieldedhp

values which were typically 4262% for all of the five active
target segments.
1-6
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G. Neutron detection

As the first-level event trigger required the detection o
neutron~observation of a neutron signal from each end
one of the bars!, reliable cross section determination requir
a thorough knowledge of the operational characteristics
the neutron detection array, a system consisting of a do
hodoscope of fourteen scintillating bars. The bars, each
dimension 153153105 cm3, were arranged in two back-to
back stacks of seven bars each. A photomultiplier tube, fe
ing a TDC and an ADC, was mounted at each end of ev
neutron bar. Neutron energies were determined from t
times-of-flight ~TOF! from the target to the neutron bars.
addition, comparison of the timing information from ea
end of a given bar yielded a measure of the lateral positio
the neutron detection.

The neutron detection efficiency,hn , which depended on
the energy deposition in the detection array, was determ
using monoenergetic neutrons of 8.9 and 68 MeV, toge
with an appropriate model of the system in order to inter
late between these energies. These monoenergetic neu
whose energies spanned the range of neutron energies a
able to thepp→ppn reaction were produced by stoppin

FIG. 6. Calibrated pulse height for muon candidates in tar
Section E. The gate used to identify muons is indicated by
vertical lines.

FIG. 7. Aggregate relative time distribution between prima
and secondary~muon! pulses, summed over all target segments,
200 MeV incident pions.
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negative pions in either liquidH2 or D2 cryogenic targets.
The p2p→gn reaction in the hydrogen target provided 8
MeV neutrons, whereas thep2d→nn reaction in the liquid
deuterium target yielded 68 MeV neutrons.

Calibration of the time-to-digital converters connected
each end of the neutron bars was carried out using the
MeV neutrons and verified with the 68 MeV data@16#. The
standard deviation in the determination of the 8.9 MeV ne
tron energy was 4%, corresponding to a FWHM of the TO
spectra of 3.4 ns, a value resulting from the flight time of t
neutrons through the thickness of the scintillator bars. T
TOF calibration was also consistent with the location of t
g peak present in the 8.9 MeV neutron TOF spectra. A si
lar TOF analysis for the 68 MeV neutrons yielded a neutr
energy uncertainty of67%.

As it was important to know the detection efficiency
the neutron bars as a function of both the neutron energy
the value of the energy cut imposed on the neutron pu
height spectra, the necessary interpolations between the
calibration energies were carried out using a Monte Ca
code developed for NE-102 scintillator by Paticchioet al. at
Kent State University@17#. The main input to the code in
volved~i! the effective number of photoelectrons per MeV
ionization energy and~ii ! the ionization energy threshold fo
neutron detection. The 8.9 MeV neutrons exhibited a cle
edge at the upper end of their pulse height spectra, an e
which corresponded tonp elastic scattering with the proto
acquiring all the kinetic energy of the neutron. Compu
simulations carried out for ‘‘energy per photon’’ levels ran
ing from 0.01 to 0.24 MeV indicated that the simulated r
sponse curve corresponding to a photon threshold of 0
MeV most consistently reproduced the shape and positio
the upper end of the pulse-height spectrum obtained for e
element of the neutron bar array. A sample neutron AD
distribution for the 8.9 MeV neutrons is shown in Fig.
together with the Kent State Monte Carlo prediction app
priately scaled in counts to the data. The disagreement at
values of the ADC output is simply a result of instrumen
thresholds. The neutron detection threshold subsequently
lected for the experiment by means of a software cut~for all

t
e

r

FIG. 8. A comparison of experimental data~solid line! with
Monte Carlo simulation~dashed line! for one of the front neutron
bars when bombarded with 8.9 MeV neutrons. A 0.13 MeV pho
threshold is assumed.
1-7
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bars! was 5 MeV, a value which minimized effects of nois
without appreciably impacting the neutron detection e
ciency.

The neutron detection efficiency,hn , was obtained using

hn5
ndetected

pstoppedPfVL
, ~3!

wherendetectedis the number of neutrons detected over t
software threshold,pstoppedis the number of negative pion
which stopped in the target,Pf is the branching ratio for the
reaction,V the solid angle subtended by the bars, andL is
the fractional livetime of the data acquisition system, ty
cally ;95%.

pstoppedwas determined by counting the number of pio
which triggeredS1, S2, andS3 but failed to trigger the veto
scintillator, S4. The branching ratio,Pf , for p2p→gn is
39.060.3% @18#, whereas that forp2d→nn is 73.7
60.3% @19#. The solid angle subtended by each neutron
was determined geometrically from the dimensions of
bar together with its distance from the target. Typical valu
were 15 msr for the front bars and 14 msr for the ba
Although a neutron threshold of 5.0 MeV was used in t
experiment in order to optimize the signal-to-noise ratio
threshold of 1.9 MeV was used for calibration purposes d
to the small fraction of events in the spectrum of Fig. 8 w
energies in excess of 5.0 MeV. For example, for the low
1.9 MeV threshold, the back bars detected 7.3% of the
MeV neutrons whereas only 0.15% was expected for th
MeV threshold. The detection efficiencies characterising
1.9 MeV threshold are shown in Fig. 9 as a function
energy for the Monte Carlo simulation together with the e
perimentally determined values at 8.9 and 68 MeV. The
erage neutron detection efficiency for the front and ba
planes of the middle ten bars are compared to the Kent S
Monte Carlo predictions in Table I. Due to the uncertaint
in the cross-section data used in the code, an uncertain
10% was assigned to the predicted values. The extrem
good agreement between the Monte Carlo predictions
the experimental data illustrates the level of reliability of t
Kent State code for modeling these detection efficiencies
particular significance is the fact that the code correctly
produced the detection efficiency of the back bars an ind
tion that the code satisfactorily accounted for the neut
absorption in the front bars.

A complication which affected only the data acquired f
the p2 channel of the reaction~and not thep1! was that
arising from gamma rays striking the neutron bars ther
simulating neutron signals. These gamma rays were
duced upstream of the target by the substantial electron
tamination of thep2 beam, a contamination originatin
from the neutral pions produced at the primary pion prod
tion target within the external proton beam of the cyclotro1

Gamma rays produced by these electrons could Com
scatter in the experimental target and subsequently strike

1The ratio ofp0/p2 is approximately seven times greater than
p0/p1.
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neutron bars, thus mimicking the signals produced by
neutrons from the target. This effect was of particular co
cern when produced by electrons in a beam burst follow
the beam bucket containing a pion, since this timing w
indistinguishable from legitimate neutron signals. This ba
ground could be substantially eliminated, however, by app
ing appropriate cuts to the experimental data. Signals or
nating from electrons in the following beam burst we
readily identified by examining histograms of the time
occurrence of the second fitted CCD pulse relative to
time of the first fitted CCD pulse, as shown in Fig. 10, a
also histograms of neutron TOF from the target to the n
tron bars as illustrated in Fig. 11. In both spectra the pro
nent peak occurring after a delay of approximately 40
corresponds to signals associated with the arrival of a p

FIG. 9. Neutron detection efficiency of both the front and ba
neutron bars as a function of kinetic energy for a neutron detec
threshold of 1.9 MeV. The curves describe the Kent State Mo
Carlo prediction while the points at 8.9 and 68 MeV were det
mined experimentally. The errors are smaller than the size of
symbols.

TABLE I. Comparison of the neutron detection efficienc
~NDE! with the Kent State Monte Carlo code predictions based
a neutron detection threshold of 1.9 MeV.

Tn

~MeV!
Neutron

bars
Kent State

NDE predictions~%!
Measured
NDE ~%!

8.9 Front 29.663.0 29.960.4
Back 7.360.7 7.360.2

68 Front 20.262.0 19.460.2
Back 15.061.5 14.160.2
1-8
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DETERMINATION OF THE p6p→p6p1n CROSS SECTION . . . PHYSICAL REVIEW C 61 025201
ticle from a following beam burst. In order to reject su
events from subsequent analysis, a cut was imposed upo
scatterplots of the time of the second target pulse ve
neutron TOF for each target segment, a typical example
which is shown in Fig. 12. The photons are indicated by
dense patch of dots in Fig. 12. Use of the elliptical box g
shown in the figure facilitated rejection of the unwant
events without unduly discriminating against real even
The dashed line shown in Fig. 11 is the result of apply
such a cut. Although not all of the background was remov
the loss of real events was minimal.

H. Experimental acceptance

The experimental acceptances,P(hp ;hn ;Tp) for the re-
action were determined using a Monte Carlo simulation
the experiment. This code tracked a pion into the targ
generated an event randomly within the target, calcula
overall phase space factors~using three-body phase space!,
and then tracked the resulting particles, determining whe

FIG. 10. Relative time of second fitted CCD pulse in targ
segmentD, for a pion beam energy of 190 MeV. The timing gate
shown by the vertical lines.

FIG. 11. Neutron TOF histogram for a pion beam energy of 1
MeV. The dashed line is the data after application of the ellipti
box gate shown in Fig. 12.
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all of the detection criteria had been satisfied. The neutr
were tracked to the midplane of the neutron bar array wh
in order to be detected, they had to satisfy the detec
efficiency predicted by the Kent State Monte Carlo code
neutrons of that energy. Product pions were tracked u
they stopped in~or left! the target. While within the target
energy losses were calculated using the Bethe-Bloch e
tion @20#

dE

dx
5

4pNAz2e4

mv2

Z

A F lnS 2mv2

I ~12b2! D2b2G ~4!

and light deposition~after each step! using Birk’s equation
@21#

dL~E!

dE
5

S

11kB
dE

dx

~5!

to account for the quenching of the light output near the e
of the track of a charged particle.E is the kinetic energy of
the charged particle,L the light output of the scintillator,
dE/dx the energy loss as calculated by the Bethe-Blo
equation,S a normalization constant, andkB is effectively a
constant, determined by Rozenet al. @22# to be 0.0114
cm/MeV. The muons, produced by pions decaying in
target, were emitted over a 4p solid angle in the lab frame
with a mean lifetime of 26.0 ns. They were also tracked u
they stopped in~or left! the target. The total energy (Tsum)
deposited in the target by the incident pion, product pio
and any decay muons, together with the kinetic energy of
associated neutron were recorded on an event-by-event b

In the case of thep2p→p1p2n reaction where one o
the final state pions was negatively charged, tracking of
negative pion was carried out in the same way as for thep1

~until it stopped in or left the target!. However, instead of
undergoing muon decay as was the case for thep1, the
negative pion was assumed to be absorbed by a ca

t

0
l

FIG. 12. Scatter plot of time of second CCD pulse in targ
segmentD versus neutron time-of-flight for an incidentp2 beam of
190 MeV pions. The gates shown in Figs. 10 and 11 are shown
well as the elliptical box gate used in the analysis.
1-9



ng
ea
e
nc
er
iz
d
a
s
n

th
s
io
at
fo

th
y
io
e
io
y

or
u

ub-
tive
d in
he
, is
5
-
hter
%
cted

ted

t to
n of
suf-

n
y

ting
ence

ing
sec-
e
tion
the

num-
es,
the

uns
of

ng
t
ide
ent

he
of

ion

ec-
of a
es.
e
th
p-
as
a

ing

s in
d-

d
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nucleus. In approximately 50% of such cases, thep2 ab-
sorption caused the carbon nucleus to explode, produci
star. However, in the the other 50%, the resulting nucl
reaction was characterized by the emission of two energ
neutrons together with a low energy residual nucleus. Si
neither of the neutrons had a significant probability of int
acting with the target, these events were also character
by a constant value ofTsum, and were those that constitute
the events used in the determination of the yield of the re
tion for thep2 channel. The other 50% of the cases, tho
producing stars, were indistinguishable from backgrou
since their values forTsum were very poorly defined.

In order to obtain an experimental understanding of
carbon star effect, including its energy spectrum, two set
data were compared, one set obtained using positive p
stopped in each target segment, and one using neg
pions. Typical histograms of the energy deposit obtained
these cases is shown in Fig. 13.

For the positive pions, a well-defined peak occurs at
energy corresponding to the sum of the the kinetic energ
the decay muon and the stopping energy of the incident p
In the case of the negative pions, however, a skewed p
occurs at the energy corresponding to that of a stopping p
but with a higher energy tail due to the energy released b
carbon star.

The positive pion energy spectra, after first being c
rected for the average energy deposited by a stopping m

FIG. 13. Histograms used in the study of the energy deposite
the target due to carbon star formation.~a! Stoppedp2 data and
scaled stoppedp1 data.~b! Stoppedp2 data with the scaledp1

subtracted.
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in a target segment, were normalized by scaling them~by a
least squares fit! to the first 5 MeV of the negative pion
spectra. The normalized positive pion spectra were then s
tracted from the stopped energy spectra of the nega
pions. The shape of the resulting energy distribution, use
thep2p analysis by the Monte Carlo code to account for t
extra energy deposited in the target by a carbon star
shown in Fig. 13~b!. From such fits, it was found that 47.
60.9% of the p2C interactions were ‘‘starless,’’ corre
sponding to the emission of neutrons leaving the daug
nucleus with negligible kinetic energy while the other 52.5
were associated with the significant energy release expe
from a carbon star.

The Monte Carlo code used in this analysis was adap
from that originally written by Sevior@4# for thep1 channel
of the reaction, but expanded for the current experimen
account for the carbon stars produced by the absorptio
negative pions in the target. Because of the energy loss
fered by the incident pions in the target~up to 6.6 MeV for
pions whose kinetic energy is within 30 MeV of reactio
threshold!, a relatively large range of interaction energ
characterises the reaction. Sevior’s technique for extrac
the energy-dependent cross-section, an energy depend
determined primarily by phase space, involved simulat
the experiment in terms of an assumed production cross
tion ~of arbitrary value! at the front face of the target. As th
pions lost energy while traversing the target the cross sec
was reduced by an appropriate factor, one which included
dominant phase space dependence on energy. The total
ber of events expected, with all kinematic cuts, efficienci
etc., incorporated into the code, was then determined on
basis of an incoming beam of 1012 pions. By comparing this
result to the actual number of events recorded in data r
for this number of incident pions, the experimental value
the cross section was readily obtained.

As the maximum energy loss suffered by the incomi
pions in the target was;6.6 MeV, it was found convenien
to subdivide the target into 66 sections, each 0.1 MeV w
in terms of energy deposit. For each section, an ev
weighting factor,T* 2F @23#, was recorded, whereT* was
the energy above threshold~MeV! in the lab frame, andF
accounted for the loss of particle flux while traversing t
target. Since scaler data indicated that approximately 91%
all pions incident upon the target suffered no interaction,F
was taken to vary linearly between 1.00 in the front sect
and 0.91 in the rear section.

When considering stopping pions and muons, it was n
essary to incorporate the nonlinear response character
scintillator which characterises such slow-moving particl
For the on-line data analysis~and also when histograms wer
generated from the Monte Carlo ‘‘data’’ for comparison wi
the real data!, the nonlinear scintillator response was a
proximated simply by assuming that the light output w
linearly related to the energy loss of the particle, but with
nonzero offset. The required offset was obtained by requir
the event peaks to occur at the expected values ofTsum. A
single value of this offset correctly located the event peak
theTsumspectra for all energies of both pion charges, inclu
ing both the one- and two-pion analysis methods for thep1

in
1-10
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DETERMINATION OF THE p6p→p6p1n CROSS SECTION . . . PHYSICAL REVIEW C 61 025201
channel. This applied to the analysis of the Monte Ca
generated data as well as to the analysis of the experime
data.

The depth of a~p,2p! event within the 66 target section
was chosen in the usual Monte Carlo fashion using
weighting factor discussed above. The lateral position of
event was determined by the beam characteristics~see Sec.
III B !. As the event trigger required a signal from the squ
S3 in-beam scintillator, acceptable trajectories of the in
dent pions were those which illuminated a 2 cm32 cm re-
gion on the front of the target. When assigning appropri
random angles for the incident beam particles, they were
course required to also traverse theS3 scintillator. The mo-
mentum assigned to the pion was a value within the mom
tum spread observed in the experiment. A typical scatter
of generated event locations within the target is shown
Fig. 14, a result of 5000 simulated events. The marked
duction in event generation as a function ofz illustrates the
decrease in cross section associated with traversal of the
get due to the strong energy dependence of the reac
When the location of a~p,2p! event was selected, the Mon
Carlo program then initiated the GEANT 3-body event ge
erator @24# to produce two pions and one neutron isotro
cally in the center-of-mass frame. These were then Lore
boosted to the laboratory frame. As a result, the pions as
as the neutron were conically distributed about the incid
beam direction. The products of the simulated events w
then tracked and subjected to the same acceptance tes
those imposed on the experimental data.

A typical simulatedTsumspectrum~for 200 MeV negative
pions! is illustrated in Fig. 15. Clearly evident in the figure
the well-defined 2p peak comprised of the nonstar carb
events, a peak which was clearly evident as well in the
perimentalTsum histograms.

FIG. 14. Simulated location of initial beam interaction poin
within the target forTp5180 MeV. The orientation of each fac
relative to the beam is shown in the upper right corner. Each ta
segment is indicated by the dashed lines.
02520
o
tal

e
n

e
-

e
of

n-
ot
n
e-

ar-
n.

-
-
tz
ll
t

re
as

-

IV. p1 CHANNEL RESULTS

A. Experimental yields

Each of the reaction channels,p1p→p1p1n andp2p
→p1p2n were analyzed using the same methods of ba
ground estimation, yield extraction, and cross-section de
mination, with the experimental yields determined from t
number of counts contained within the appropriateTsum sig-
nal peaks.

Although weaker than thep2p→p2p1n reaction by a
factor of ;5, the p1p→p1p1n reaction benefitted from
having both final state pions positively charged, thereby p
mitting free p→m decay for each pion. As a result, th
appropriateTsum spectra could be accumulated in two diffe
ent ways. The first~‘‘1 p’’ method! required the coinciden
detection of a neutron with the muon decay from only one
the stoppedp1 in the target. In this method, the substant
p1C→p1nX background was suppressed by constrain
the acceptable kinematic ranges forTscin andTn to be within
those expected on the basis of the Monte Carlo simulatio
the p1p→p1p1n reaction.

Since the dependence of the background reactions on
cident energy was minimal over the energy range of con
eration, the 172 MeV subthreshold data were used to prov
the background information for both of the incident energ
used for the (p1,2p) reaction, 184 and 200 MeV. Thes
background 172 MeV spectra were subjected to the sa
experimental criteria~including kinematic restrictions for the
Tn and Tscin parameters! as were the data. The backgroun
spectral shapes were scaled by simultaneously fitting th
by least-squares to both the trailing edge~low energy! and to
the 10 MeV wide region just above the peak of the sig
spectra, as illustrated in Figs. 16 and 17. The extra sig
events occurring at aTsum value of ;75 MeV in the 200
MeV one-pion difference spectrum reflects the inability
the scaled 172 MeV data to completely describe the hig
energy region of phase space characteristic of the higher
ergy data. However, the ability of the scaled 172 MeV d
to accurately represent the background to an energy at
10 MeV above the location of the~p,2p! signal peak justifies

et

FIG. 15. SimulatedTsum spectrum characterizing bombardme
by 200 MeV incident negative pions. The position of the gate u
to extract the experimental yields is shown.
1-11
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FIG. 16. Tsum spectra obtained for an incidentp1 beam of 200
MeV, together with fitted backgrounds, for both the~a! one-pion
and~c! two-pion methods. The difference spectra for these meth
are illustrated in~b! and ~d!, respectively. The regions used to e
tract the experimental yields are within the vertical markers.

FIG. 17. Tsum spectra obtained for an incidentp1 beam of 184
MeV, together with fitted backgrounds, for both the~a! one-pion
and~c! two-pion methods. The difference spectra for these meth
are illustrated in~b! and ~d!, respectively. The regions used to e
tract the experimental yields are within the vertical markers.
02520
the applicability of this method of determining background
The second technique for extracting yields~‘‘2 p’’

method! required the detection of two positive pions in th
target, each stopping in a different target segment. As is
dent in Figs. 16 and 17, this requirement of a secondp1

improved the signal/background ratio by almost an order
magnitude. The backgroundTsum spectra for the ‘‘2p’’ tech-
nique were obtained from the 172 MeV data by the sa
method as for the ‘‘1p’’ technique. The experimental yield
were obtained by summing the counts within the sig
peaks after subtracting the background. The width of
region around the peaks over which the sums were car
out, is indicated by the vertical markers in the relevant fi
ures. In fact, these widths were varied to insure that all
signal was included.

When using the ‘‘2p’’ method for analyzing thep1

channel, it was necessary to correctly account for intrata
drift of the muons. If a muon was generated near the in
face between two target segments, it was possible for i
traverse the boundary and deposit some of its energy in e
segment. Hence a single pion decay in the target could
vide a pair of pulses in adjacent target segments, thus si
lating a two-pion event. Such events were identified
monitoring the absolute time differences between mu
pulses in adjacent target segments. A histogram of such
ing differences for an incident pion beam of 200 MeV
shown in Fig. 18. Exclusion by means of a drift gate
events whose time difference was<3 ns eliminated approxi-
mately 40% of the events from the two-pion spectra. Ho
ever, as indicated in Fig. 18~b!, less than 10% of these even
were contained within the~p,2p! peak in theTsum spectrum.
Similar rejection rates characterized the 184 MeV data
well.

The experimental yields, provided by the number
counts in the signal peak region of each difference spectr
are listed in Table II. The errors quoted for the yields refle
both the statistical uncertainty as well as the uncertain
inherent in the technique used for fitting the background.

The resulting cross-section values are listed in Table
The numerical agreement between the ‘‘1p’’ and ‘‘2 p’’
methods of analysis provides the most conclusive confirm
tion of the reliability of using the 172 MeV data as an a
propriate description of the experimental background for t
data.

B. p1 channel cross sections

The experimental acceptances,ntgtP(hp ;hn), deter-
mined by the Monte Carlo simulation of the experiment, c
be expressed in the form

ntgtP~hp ;hn ;Tp!5
@GNBAR#@PI#@KIN#@PEAK#@ f #

@ ID #
,

~6!

wherentgt is the areal density of hydrogen atoms in each
MeV ‘‘slice’’ of the active scintillator target,@GNBAR# is the
probability of neutron detection based on observation o
clear signal from both ends of a bar,@PI# is the probability of
detection of the muon pulses in the target~for a single muon

s

s
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pulse for the ‘‘1p’’ technique and for both muons for th
‘‘2 p’’ !, @KIN# is the joint probability that both theTscin and
Tn values are within the accepted ranges,@PEAK# is the
number of events having aTsumvalue within the signal peak
@ID# is the total number of events simulated and, for t
‘‘1 p’’ technique, f 51. For the ‘‘2p’’ method, f is the frac-
tion of simulated events for which the intratarget time diffe
ence is.3 ns.

Finally, the Coulomb corrected cross sections~in mb!
were obtained from the experimental data using

s5
1

ntgtP~hp ;hn!

C
NiL

Yield31012

Y , ~7!

TABLE II. Yields for the p1 channel of the reaction for both
‘‘1 p’’ and ‘‘2 p’’ methods of analysis.

Tbeam~meV! One-pion Two-pion

200 320670 4568
184 350670 3968

FIG. 18. The effects of intratarget drift of muons between ad
cent target segments.~a! The absolute time difference betwee
muon pulses in adjacent target segments for an incident pion b
of 200 MeV.~b! The correspondingTsum spectrum~‘‘2 p’’ method!
without the drift correction~solid line!. The Tsum background cor-
responding to detection of the two muon signals due to intrata
drift, corresponding to data for which the time difference was<3
ns, is indicated by the shaded region.
02520
e

where Ni denotes the number of pions incident upon t
target,L is the fractional CPU livetime of the data acquis
tion system, Yield is the experimentally determined yie
satisfying the kinematic cuts described earlier andY is the
expected Monte Carlo yield for 1012 incident pions assuming
a 1 mb cross section at the front of the target. The Coulom
correction,C, determined according to the prescription
Bjork et al. @6#, amounted to 5% for the 200 MeV result
and 8% for the 184 MeV. The resulting values for the e
perimental cross sections are listed in Table III and displa
in Fig. 19.

The cross-section uncertainties listed in Table III we
obtained by adding in quadrature the relative error due
each contributing factor, the values of which are listed
Table IV. s(n) ands(p) are the relative uncertainties ass
ciated with the detection efficiencies for the neutron a
pion, respectively,s~beam! is the relative uncertainty con
tributed by the energy-dependent factors~Y, P! of Eq. ~7!
due to error in determining the beam energy,s~yield! is the
relative error arising from statistical fluctuations in the yie
and s~syst.! accounts for the systematic uncertainties. T
relative uncertainties in the neutron detection efficiency w
set at 10% to reflect possible errors in the cross sections
in the Kent State Monte Carlo code. The uncertainties in
pion detection efficiency, 5% for the one-pion method a
10% for the two-pion method, were determined from t
stopped pion data by comparing the number satisfying
timing cuts imposed on the pion decay timing spectra sho
in Fig. 7 to the number stopped.

FIG. 19. Totalp(p1,p1p1)n cross sections as a function o
incident pion energy. The references for the data points
Kravtsov @3#, OMICRON @5#, Sevioret al. @4#, and Kermaniet al.
@26#. The solid line is the phase shift result of Burkhardt and Lo
@7#. The dashed line is the theoretical prediction of Bernardet al.
@11#.

TABLE III. p1p→p1p1n cross sections.

Tbeam

~MeV!

Cross section (mb)

One-pion Two-pion Average

20061 1.460.4 1.460.3 1.460.3
18461 0.3060.07 0.3060.07 0.3060.07
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Error in knowledge of the beam energy affected the ph
space of the reaction, the strength of the Coulomb correc
and the experimental acceptance. Since it thus contribute
a systematic uncertainty, its effect was evaluated by de
mining the overall conversion factor~P! at 1 MeV above
and below the central values, since this energy range enc
passed the known spread in the beam energy@14# as well as
the uncertainty in the calibration of theM-11 channel@25#.
The resulting uncertainty in the cross sections due to th
MeV uncertainty in the beam energy was 2% for both
200 MeV and 184 MeV data, an uncertainty significan
less than the uncertainty in phase space itself~6 11% at 184
MeV! since the change in phase space was almost c
pletely compensated by the associated change in the geo
ric acceptance of the system.

The uncertainties in the yields were determined us
Poisson statistics applied to the signal and backgro
counts within the selected regions about the peak. The c
section uncertainties,s~syst.!, arising from inadequacies in
the choice of the kinematic energy ranges selected for
~p,2p! event cuts, ranges determined from the Monte Ca
studies, were evaluated by varying the gate widths of
relevant kinematic ranges. ForTp and Tn the ranges were
varied by6 4 MeV. For the case ofTsum, a variation of6 2
MeV was used to obtains~syst.!. The resulting relative
variation in cross section is listed ass~syst.! in Table IV. All
the values quoted for the error contributions are consis
with those determined by Sevioret al. @4# in the earlier study
of the reaction.

As is apparent in Fig. 19, thesep1 channel cross section
are in excellent agreement with those of Sevioret al. @4# but
disagree with those of the OMICRON Collaboration@5#.

V. p2 CHANNEL RESULTS

A. Experimental yields

Unlike the p1 channel of the reaction for which tw
p1→mnm decays occur, thep2 reaction channel yields
only a single decay muon. Hence only the ‘‘1p’’ method of
analysis was possible. As all the experimental calibrati
required for thep1 reaction channel were also relevant f
thep2 channel~including thresholds and timing cuts used
the muon and neutron identification tests!, elimination of the
electron background was the only extra task required be
yield extraction could be performed.

Tsum backgrounds for this channel were obtained us
pions of both 172 and 176 MeV. Although 176 MeV

TABLE IV. Relative uncertainties of the individual componen
of the p1p→p1p1n cross-section determination.

Tbeam

~MeV! Method s(n) s~p! s~beam! s~yield! s~syst! s~sigma!

200 One-pion 0.10 0.05 0.02 0.22 0.04 0.25
Two-pion 0.10 0.10 0.02 0.16 0.02 0.22

184 One-pion 0.10 0.05 0.02 0.20 0.03 0.23
Two-pion 0.10 0.10 0.02 0.18 0.02 0.23
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FIG. 20. Tsum spectra for incidentp2 of 200 MeV. The~fitted!
background data were obtained using~a! 172 MeV and~c! 176
MeV incident pions. The difference spectra are illustrated in~b! and
~d!, respectively. The regions used to extract the experime
yields are indicated by the vertical lines.

FIG. 21. Tsum spectra for incidentp2 of 190 MeV. The~fitted!
background data were obtained using~a! 172 MeV and~c! 176
MeV incident pions. The difference spectra are illustrated in~b! and
~d!, respectively. The regions used to extract the experime
yields are indicated by the vertical lines.
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FIG. 22. Tsum spectra for incidentp2 of 184 MeV. The~fitted!
background data were obtained using~a! 172 MeV and~c! 176
MeV incident pions. The difference spectra are illustrated in~b! and
~d!, respectively. The regions used to extract the experime
yields are indicated by the vertical lines.

FIG. 23. Tsum spectra for incidentp2 of 180 MeV. The~fitted!
background data were obtained using~a! 172 MeV and~c! 176
MeV incident pions. The difference spectra are illustrated in~b! and
~d!, respectively. The regions used to extract the experime
yields are indicated by the vertical lines.
02520
above the threshold for thep2p→p1p2n reaction, the
yield at this energy was very small and was associated w
Tsumvalues smaller than that appropriate for the beam ene
of interest. As a result, the yields obtained using these
background approaches agreed within errors. Although o
the ‘‘1p’’ method of analysis could be employed for th
p2p→p2p1n reaction, the signal to background ratio w
much better than that associated with the ‘‘1p’’ method ap-
plied to thep1 channel as its cross section was about 5 tim
larger than that of thep1p→p1p1n reaction. In addition,
the background was lower since it was mainly due to dou
charge exchange on the12C nucleus. For this channel, th
background spectra were only normalized to the trailing~low
energy! edge of the signal spectra, again by least-square
because of the contribution of the carbon star events
higher energy. The final spectra~along with their fitted back-

al

al

FIG. 24. Tsum spectrum for incidentp2 of 176 MeV. The~fit-
ted! background data were obtained using 172 MeV incident poi
The difference spectrum is illustrated in~b!. The region used to
extract the experimental yields is indicated by the vertical lines
1-15
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grounds! are displayed in Figs. 20–24. In the spectra
beam energies above 172 MeV, the excess above b
ground generated by the star events is clearly visible forTsum
energies above the monoenergetic peak. The similarity
tween the shapes of the difference spectra and those exp
from the Monte Carlo simulation~Fig. 15! is readily appar-
ent.

The energy ranges from which the experimental yie
were extracted are illustrated by the vertical markers in
background-subtracted spectra of Figs. 20–24. The posit
of these markers were determined from the Monte Ca
simulations. Table V presents the experimental yields~in
counts! together with their statistical uncertainties~including
that arising from the background fitting technique!.

B. p2 channel cross sections

The experimental ‘‘acceptance,’’P, was determined from
a Monte Carlo simulation in exactly the same way as w
described for the ‘‘1p’’ positive pion channel analysis, ex
cept for imposition of the additional box cut filter used
exclude the false neutron signals resulting from the gam
produced by the electron contamination of the beam.

The cross sections were determined in exactly the s
manner as for the positive pion channel, except, of course
inversion of the Coulomb correction. This correction vari
from 15% just above threshold~at 176 MeV! to 5% at 200
MeV incident energy. The values for the cross sections
listed in Table VI and displayed in Fig. 25.

The various contributions to the error in thep2 channel
cross-sections were determined in the same way as for
p1 reaction channel. The values of these contributions
listed in Table VII.

VI. DISCUSSION

This experiment and that of the OMICRON Collaborati
@5# are the only two which measured near-threshold value

TABLE V. Experimental yields~in counts! for the p2 channel
of the reaction.

Tbeam

~MeV!

Background
Combined

set172 MeV 176 MeV

20061 632652 616656 625654
19061 278630 289632 283631
18461 397642 451654 418648
18061 127633 182635 155634
17661 16612 16612

TABLE VI. Cross sections for thep2 channel of the reaction.

Tbeam~MeV! Cross section (mb)

200 6.5460.91
190 2.9960.48
184 1.8560.27
180 0.7460.11
176 0.1860.14
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the cross section forpp→ppn reactions involving bothp1

andp2 incident beams although only the data from our e
periment are as close to threshold as 8 MeV. The data f
these and other experiments were shown in Fig. 19 and
Although the larger cross-section values associated with
p2 channel obtained by both OMICRON and ourselves
in agreement~as well as with the data from other exper
ments!, our lower cross-sectionp1 results disagree with
OMICRON but agree instead with those of Sevior@4#. These
latter cross sections are sufficiently small that backgrou
constitute a serious problem. A major advantage of the c
rent experimental technique is its ability to exploit ‘‘2p’’
detection for thep1 channel in order to discriminate again
many of these sources of background.

A. Reaction amplitudes

Values for thepp scattering amplitudes,A2I ,I pp
, shown

in Fig. 26 and 27, were obtained from our cross-section
sults by applying the formulation of Bernard, Kaiser, a
Meißner@23,11#:

s tot
p1p→p1p1n~Tp!53.0831024 mbuA32u2~Tp2Tp

thr!2,
~8!

FIG. 25. Totalp2p→p2p1n cross section as a function o
incident pion energy. The data refer to the results of Bjorket al. @6#,
the OMICRON Collaboration@5#, Kermani et al. @26#, and this
work. The solid line is the phase shift result of Burkhardt and Lo
@7#, and the dashed line is the theoretical prediction of Bern
et al. @11#.

TABLE VII. Relative uncertainty of the individual component
of the cross-section determination for thep2 channel of the reac-
tion.

Tbeam~MeV! s(n) s~p! s~beam! s~yield! s~syst! s~sigma!

200 0.10 0.05 0.03 0.03 0.07 0.14
190 0.10 0.05 0.07 0.06 0.07 0.16
184 0.10 0.05 0.06 0.05 0.07 0.15
180 0.10 0.05 0.05 0.06 0.07 0.15
176 0.10 0.05 0.02 0.75 0.07 0.76
1-16
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s tot
p2p→p2p1n~Tp!51.7131024 mbuA10

2A32/A10u2~Tp2Tp
thr!2. ~9!

In the case of thep2p→p2p1n reaction, Eq.~9! ne-
glects thep-wave I 51 component, which, while it vanishe
at threshold, contributes at the measured energies. Accor
to the phenomenology of HBxPT ~heavy baryon chiral per
turbation theory!, the matrix elements are expected to
constant near threshold, so lines of zero slope were fit to
first 30 MeV region above threshold. ForuA32u, the fit was
made to thep1 channel results of both this experiment a
that of Sevior et al. @4#. The result, uA32u52.5260.04
60.07(mp

23), yields for the energy dependence

s tot
p1p→p1p1n(Tp) the broken line shown in Fig. 28. Value

for uA10u were obtained by inserting the above value ofuA32u
into Eq. ~9! with the relative phase difference between t

FIG. 26. A32 as a function of energy above threshold for Sev
et al. @4#, the OMICRON Collaboration@5#, and this work. The
constant value has been fit to the data comprising the first 30 M
above threshold~excluding OMICRON!.

FIG. 27. A10 as a function of energy above threshold for Bjo
et al. @6#, the OMICRON Collaboration@5#, Lowe et al. @27#, Ker-
mani et al. @26#, and this work. The constant value has been fit
the data comprising the first 30 MeV above threshold.
02520
ng

e

two amplitudes neglected.2 The zero slope fit to the results o
the first 30 MeV above threshold yields a value of 8.560.4
60.4(mp

23) for uA10u. The first value shown in the uncer
tainties is the contribution of the statistical fluctuations in t
data while the second reflects the systematic uncertaint
the energy of the beam. This was determined by shifting
of the experimental data by6 1 MeV, the uncertainty in the
energy of the beam, and then repeating the whole data an
sis in each case.

Values for thepp scattering lengths were obtained fro
the reaction amplitudes using the following expressions fr
Bernard, Kaiser, and Meißner@23,11#:

A10525.05a012.86561.28, ~10!

A325235.58a211.41460.21. ~11!

Using the values foruA10u and uA32u described above, thes
yield a05(0.2360.08)mp

21 and a25(20.031
60.008)mp

21.

VII. CONCLUSIONS

The 1991 amplitude analysis of Burkhardt and Lowe@7#
included all the data available at the time for the five cha
nels of the (pp→ppn) reaction. This analysis yielded a
acceptable degree of consistency between all the publis
data sets above 250 MeV. However, a lack of consiste
between the various sets of data nearer threshold requ
them to exclude the Omicron and Kravtsov data below 2
MeV in order to obtain a unique fit. Since it is the nea
threshold values of an amplitude analysis that are requ
for determining thep-p scattering lengths and for enablin
other tests of chiral perturbation theory, it is clearly impo

2If the relative phase is the same as that of the elastic amplitu
its neglect affects the value ofuA10u by less than 0.35%.

r

V
FIG. 28. Near threshold values of the totalp1p→p1p1n cross

section. The data shown are only those of Sevioret al. @4# and our
experiment.
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tant for such an analysis to be repeated now that we are
to provide reliable and consistent experimental values of
total cross sections within 30 MeV of threshold. This
clearly needed to take account of the contributions of thI
51 component.

Our value foruA10u is in good agreement with the value o
8.060.3mp

23 obtained by Bernardet al. @11# from an analy-
sis of thep2p→p0p0n data of Loweet al. @27#. Table VIII
compares our values of the scattering lengths with thos
recent theoretical predictions.

Since the value of the scattering lengths obtained fr
our data are model dependent, they therefore provide a
of heavy baryon chiral perturbation theory (HBxPT). Al-
though there is little controversy in the HBxPT treatment of
the physical background to OPE the uncertainties in our
perimental values of the scattering lengths are dominated

TABLE VIII. Comparison of theoretical and experimental va
ues for thep-p scattering lengths. The uncertainties include bo
statistical and systematic errors.

Reference a0@mp
21# a2@mp

21#

Gasser and Leutwyler@28# 0.2060.01 20.04260.002
Bijnenset al. @29# 0.2156 20.0409
Girlandaet al. @30# 0.20960.004 20.04560.006
The experiment 0.2360.08 20.03160.008
o

o
B
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.
e

.
M
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the uncertainties in the theory@11#. In the case ofa2 the
HBxPT calculations converge quickly. As it appears th
there are no other prospects for determining this isos
combination of thep-p scattering lengths, we encourage t
workers in this field to improve the uncertainties in the c
culations, especially that of theA32 amplitude.

Although our ~larger! p2 channel cross-section value
agree with those of the OMICRON Collaboration~as well as
with other data sets!, our lower cross-sectionp1 channel
results disagree with OMICRON but agree instead w
those of Sevior@4#. These latter cross sections are suf
ciently small that backgrounds constitute a serious probl
The p2 channel OMICRON data with which we agree a
those in which a double charge exchange (p1 to p2) char-
acterises the reaction, a situation for which OMICRON w
better able to discriminate against background than for
lower cross-sectionp1 channel where no such charge e
change takes place. A major advantage of our experime
technique is its ability to exploit ‘‘2p’’ detection for thep1

channel in order to discriminate against the many source
back-ground.
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