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The total cross section for the” p— 7~ 7" n reaction has been measured at incident pion kinetic energies
of 200, 190, 184, 180, and 176 MeV, and cross sections fotrthe— 7+ 7" n reaction were obtained at 200
and 184 MeV. A fit of these cross sections by heavy baryon chiral perturbation theory yields values of 8.5
+0.6(m; % and 2.5-0.1(m ) for the reaction matrix elementd,, and.43,, and, for thes-wave isospin-0
and isospin-2m-7 scattering lengths, the values;,=0.23+ 0.08(m;1) and a,=—0.031+ 0.008(m;1),
respectively.

PACS numbses): 25.80.Ek, 13.60.Le, 13.75.Gx, 13.85.Hd

[. INTRODUCTION Rosseletet al. experiment obtained only 30 000 events, re-
sulting in a 20% uncertainty in their value fa,(0.26
Though widely successful in particle physics, QCD is no-+0.05).
toriously difficult to apply at low energies. However, exploi-  The N(,27)N reactions are sensitive to-7 scattering
tation of the symmetries of QCIL] via chiral perturbation because one pion exchan@PE is a dominant mechanism.
theory (ChPT) has enabled such questions as the determinaAlthough additional sizable backgrounds from other pro-
tion of the strength of the simplest example of the strongcesses also contribute, such backgrounds can be understood
interaction, ther-1r, to be addressed. These theories are mosh terms of heavy baryon chiral perturbation theory
relevant in the low-energy limit, a region which includes (HBChPT) if the measurements are performed close to
such quantities as thewave isospin-0 and isospin-2-w  threshold. Since theser, 2m) reactions involve the strong
scattering lengthsa anda,). interaction, adequate statistics can be attained over much
Because of the experimental intractability of a direct de-shorter time periods, of the order of a few days.
termination of them-7 scattering lengths through measure- In 1978, Kravtsovet al. [3] obtained information on the
ments of freem-7 scattering, indirect techniques have beenw"p— 7" 7 *n reaction from measurements of the charge
utilized. The reactions that have been most extensively insymmetric reaction extracted from the more comptexd
vestigated include the Ke4 kaon decays K™ —a a pp reaction. These data were obtained for pion
— " 7w~ e"ve) which are sensitive tay, and pion-induced beam energies of 230-360 MeV, more than 60 MeV above
pion production reactions such asff— wwn) which are the reaction threshold. In 1989, Sevigtral. [4] determined
sensitive to bottay anda,. The advantage of investigating the energy dependence of the total cross section for the
K decay is that the only strongly interacting particles whichm"p— 7" a*n reaction in the threshold region, obtaining
occur in the final state are the two pions of interest. The bestesults consistent with the higher energy data of Kravtsov.
Ked experiment performed to date is that reported by RosSince their cross-sections were measured within 8 MeV of
seletet al. [2] who studied the decak ™ — 7 7 e"v,. threshold, Sevioet al. were able to provide better data for
However, an accurate measurementgfrequires good sta- evaluating ther™ — 7" isospin-2 scattering lengtfa,, .
tistics, and as a result of collecting data for four months, the However, before the paper of Sevietral. was published,
the OMICRON Collaboratiori5] reported the results of an
experiment which spanned the pion kinetic energy ranges of
*Present address: Defense Research Establishment Ottawa, Neoth Kravtsowet al. and Sevioret al, as illustrated in Fig. 1.

pean, Ontario Canada K1A 0Z4. The OMICRON results, although generally consistent with
Present address: Dept. of Physics, Queen's University, Kingstorthe data of Kravtsoet al. at energies above 300 MeV, were

Ontario Canada K7L 3N6. in disagreement with the results of Seviet al. nearer
*Present address: MIT, Cambridge, MA 02139. threshold. In addition to ther* reaction channel, the OMI-
SPresent address: Inselspital—University of Bern, Division of CRON Collaboration also obtained data for the channel,

Medical Radiation Physics, CH-3010 Bern, Switzerland. 7 p—a m n[5]. As shown in Fig. 2 these results agreed
lpresent address: Dept. of Physics, University of Colorado awith those obtained earlier by Bjort al. [6].

Boulder, Boulder, CO 80309-0390. In 1991, Burkhardt and Lowf] carried out an amplitude
Electronic address: msevior@physics.unimelb.edu.au analysis of all the data available at the time for the five
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FIG. 1. The world’s data set for*p— 7" 7" n prior to 1993.
The references for the data are OMICRQ®, Kravtsovet al.[3],

Sevioret al.[4], and Burkhardt and Lowg7].
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threshold pion production data. Moreover, their treatment of
the OPE contribution in terms of a parametér,which is
dependent on the strength of ther interaction, is inconsis-
tent with ChPT, making any attempt to incorporate higher
resonances unreliable. However, Bernard, Kaiser, and
MeilRner[11] have shown thafw,27) reactions can be un-
derstood in terms of heavy baryon chiral perturbation theory,
a theory which incorporates the effects of higher baryon
resonances as well as treating the OPE contribution in a
manner consistent with ChPT. Consequently, Berreral.
were able to obtain more reliable relationships between the
threshold amplitudes for pion production and ther scat-
tering lengths. They emphasized, however, that extraction of
the -7r scattering lengths requires the availability of good
experimental data near threshdlce., below 200 MeV. As
the 7~ p— 7" n reaction involves both the isospin-2 and
isospin-0 w7 interaction amplitudes whereas the*p
— " n reaction involves only isospin-2, determination
of both of the isospin amplitudes requires reliable cross-
section data for each of the reactions near threshold.

Of major concern was the existence of a discrepancy of

overall consistency of the data as well as to provide a checf0re than a factor of two between the p— " 7" n of the

on the model of Olsson and Turri@] which represented the OMICRON Collaboration[5] and that of Sevioet al. [4],

7 interaction in terms of the chiral symmetry breaking the only two experiments for which data were obtained
parametet. This analysis indicated an acceptable degree ofVithin 40 MeV of threshold. For ther p—m" 7 "n reac-
consistency between all the published data for energieon on the other hand, a reaction whose cross section is

above 250 MeV. However an acceptaly for their global

about five times larger than that of the' channel, a con-

fit was only possible if the Kravtsov and Omicron data for Sistent body of experimental data existed for the reaction at
the " 7" reactions below 255 MeV were excluded from the €nergies above 200 MeV, with only one data péprovided

fit. A later global analysis by Pocanit al. [9] which in-
cluded their newr " #° data also excluded the low energy
data points of the OMICRON group for the” 7" channel.

by the OMICRON Collaborationfor energies below 200
MeV.
The aim of the present experiment was both to provide the

Unfortunately the newr* ° data included in this fit do not Necessary cross-section data for #he channel at energies

constrain the isospin 2 amplitude at low energies because t

felow 200 MeV and to resolve the factor of two discrepancy

data have uncertainties of 40% and greater below 200 Me\" the?T+ data at these energies. A_Ithoug? most experiments
Although the pion production reactions were traditionally €XPerience more difficulty measuring the" channel cross

analyzed in terms of the model of Olsson and Turf&r
Olsson and co-workers have recently foya€] that the in-

sections than ther~ because of their small size, the particu-
lar technique employed in this experiment is characterized

. . . . . i + -
clusion of higher-order terms neglected in their earlier workdY 2 cleaner signal for the-™ channel than for ther™, a
complicated the extraction of-7 scattering lengths from benefit that more than compensates for the smaller cross sec-

3 - -+ a
10°q T p°m T n s
. i ﬂi
) o ¥
3 10° :
o i
2 . o f
o 104
g R i § Bjork et al.
i OMICRON
a 0
Pe) 10 .
< d
o
107"
— T T T T T T T T
170 220 270 320 370

TBeam (MeV)

tion values involved.

The experiment was carried out using an improved ver-
sion of the technique utilized earlier by Sevieral. [4] to
measure total cross sections for thé channel. In such an
experiment, the final state pions, eithef-7" or 7" -7,
are sufficiently low in energy that they stop in an “active”
hydrogenous targetPILOT-U scintillaton [12]. The muon
arising from decay of the positive pion is then detected in
coincidence with the outgoing neutron. For thé channel,
the decay muons from both of the positive pions can be
detected, thus leading to enhanced background discrimina-
tion. The 7 p—= a'n cross sections were measured at
incident pion energies of 176, 180, 184, 190, and 200 MeV,
while 7" p— 7" 7" n cross-sections at 184 and 200 MeV
were also obtained in order to check the reproducibility of
the previous Sevioet al. results[4]. The experimental de-
tails of the experiment are discussed in Secs. Il and lll, the
m* channel results in Sec. IV, the™ channel results in Sec.

FIG. 2. The world’s data set for p— 7~ 7" n prior to 1993.
The references for the data are Bjakal.[6] and OMICRON[5].

V, and a discussion and the conclusions in Secs. VI and VII,
respectively.
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Il. EXPERIMENTAL CONFIGURATION trons were detected and identified by an array of fourteen

. ¢ q he M11 b i cintillator bars placed 3.0 m downstream of the target. The
The experiment was performed on the eamiin€ al tive target, consisting of five segments of 6 mm thick

TRIUMF using negative pions of 200, 190, 184, 180, 176,p) 0Ty scintillator (C;H; ), was followed by a veto scin-
and 172 MeV kinetic energy, and positive pions of 200, 184 at0r (S4) which helped restrict the electronic event defi-
and 172 MeV. The 172 MeV data provided background in-nition to those pion interactions occurring in the active tar-
formation since this energy is below the threshold for pionget, The photomultipliers associated with all the scintillators
production(172.3 MeV). comprising the in-beam array and the target elements were
The apparatus, which was similar to that used by Seviotonnected to analog-to-digital convert¢sDCs) and time-
et al.[4], is shown in Fig. 3. The incident pions were trackedto-digital converter§TDCs). For the target scintillators, two
by a set of three plastic scintillator$1—-S3) of dimensions ADCs were employed on each, ofshort gate gated for 15
80x 80x 2, 80x80x2, and 20<20x2 mn?¥, respectively. ns and the otheflong gate for 80 ns. In this way, a straight-
The third scintillator was half the transverse size of the targeforward determination of the occurrence of a pion decay
itself while the first two were twice the target size. The rea-could be obtained by comparing the pulse heights provided
son for selecting large scintillators f@1 andS2 was to by the short gate and long gate ADCs. In addition to the
enable detection of particles in the beam halo while theconnection to a TDC and the ADCs, the photomultiplier at-
smaller third scintillatorS3, restricted the beam interactions tached to each target segment was connected to a charge-
to be well within the target dimensions. The pions were dis-coupled-device(CCD) transient digitizer[13] which re-
criminated from beam contaminants by a combination ofcorded the energy deposited in its target segment in bins of 2
time-of-flight measurement through thd11 channel to- ns width for a total period of 100 ns. The information re-
gether with detection of the energy loss of the incomingcorded by the CCDs, along with the ADC signals, enabled
particles in the beam-tracking scintillators. unambiguous identification of the muons arising from the
When amp— mn reaction occurred within the target, decay of the positively charged final state pions. The timing
those final state pions contained within the active target weref the experiment was controlled (88, the smallest of the
detected together with their daughter muons while the neuin-beam scintillators.
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Background charged particles were cleared from the exenabling the total kinetic energy to be corrected appropri-
perimental area by means of a dipole magnet. In addition, aately. Thus, the quantity histogrammed wiag,,, where
array of veto scintillators preceding the neutron bars was

used to discriminate against background signals arising from Tsum= Tscint T (2
detection of residual charged particles reaching this part of o _
the system. T..inis the total energy deposited in the active target: the sum

While the experimental design was based on the earlief the energies of the final state pions together with the en-
arrangement used by Seviet al.[4], a number of improve- €rgy loss of the incident pion prior to ther, 2m) reaction,
ments were incorporated into this version. In the current conand T, is the energy of the neutron evaluated from the time-
figuration, a further reduction of the neutron backgroundof-flight (TOF) of the neutrons from the active target to the
arising from interactions of the incident pions with the car-neutron bars. Thus, for an incident pion of kinetic energy,
bon in the target was achieved by placing the neutron arraybeam Tsum™ Tbeani- Mz~ (My—My), a quantity indepen-
3.0 m downstream of the target rather than 2.6 m as emdent of the energy loss suffered by the incident pions while
ployed by Sevioet al, in order to more strongly exploit the traversing the target. The accumulated counts contained
restrictive kinematics of the reaction. Fap— mmn reac-  Within the appropriate peak of thg,, histograms thus pro-
tions, the forward angle cone characterising the outgoingided the experimental yields.
neutrons is bounded by 20°, whereas the neutrons arising Since the experiment was performed at less than 30 MeV
from pion absorption in carbon are emitted over.4n ad-  above threshold, an energy which permitted both product
dition, this experiment employed a second-level triggerPions to remain within the active targéts,, values ranging
based on a comparison of the outputs of the “short” andfrom 35 MeV at threshold to 59 MeVfor 200 MeV incident
“long” gated ADC'’s, a system which preferentially selected pPions spanned the range encountered in this experiment. Af-
events associated with the decay of a pion in the target. Alsder stopping, the positive pions decayed vid —u " v,
the target phototubes were operated at much lower gain thathereas the negative pions were captured by the carbon nu-
were those in the original setup of Sevietral. in order to  clei in the target.
eliminate the aging effect observed in the earlier experiment.

Finally, and more importantly, while Seviet al. employed B. Incident beam
an oscilloscope as a transient digitizer to detect and analyze . ) , ,
the secondary pulses in the target, the current configuration AS the incident beam did not consist solely of pidtise

+ . . .
utilised fast CCD’s attached to each target segment to pro? P&am was contaminated with muons, positrons and pro-
vide this information. tons, whereas the~ beam also contained muons and elec-

trong, the pion fraction of the beam had to be determined for
each of the runs. The protons were discriminated by pulse

IIl. EXPERIMENTAL DETAILS height cuts placed on the in-beam scintillatd8s, S2, and

The cross sections were determined using S3. For the electrons and positrons which are almost 300
times lighter than the pions, times of flight down the 11
1 Nooine beamline were su_ffici_ent to provide ready identification. For
o ' (1)  the muon contamination, such a technique was not possible,

Ninge (77570 T A however, since the muon rest mass is so similar to that of a

pion. In this case, use was made of previous studi&$ of
whereN; denotes the number of acceptable pions incident ofhe heamline which indicated a 1.2% muon contamination at
the targetn,q, is the number of hydrogen nuclei per unit areathe energy ranges discussed in this paper. The total com-
and per 0.1 MeV energy loss of the incident bed,inc i hined electron and muon contamination amounted-896
the experimental yield]I is the total experimental accep- gnd, for therr*, the proton contamination prior to discrimi-
tance, 7, and n, are the detection efficiencies for the pions pation was~1%.
and neutrons, respectively,, is the kinetic energy of the  TheM-11 channel delivered particles to the target area at
incident pions, and\ is the CPU livetime of the data acqui- 3 typical rate of 1.7 MHz whereas the cyclotron RF fre-
sition system. The target thickness is determined in terms djuency was 23.06 MHEL4]. For all beam energies and for
0.1 MeV steps of the incident pion’s energy loss to takepoth polarities of pion, the incident beam was characterized
account of the rapid variation of the cross section neagt the active target by an angular spreadtdf in the hori-
threshold. zontal (x-2 plane and=5° in the vertical(y-2 plane, with

the focus(approximately 1 cm wideat the center of the

A. Kinematic definition target. The momentum spread of the beam wa3.1%

For a given incident pion energy, the total kinetic energy(io'3 MeV at 200 Mey fc_Jr TrJ.r and =0.5% for WT' The

of the reaction products is well de%ined However, a histo-abSOIUte momentum _callbratlon of the beamline corre-
) o ' ' sponded to an uncertainty of 0.7 MeV at 200 MeV.

gram of this total kinetic energy would be broadened due to

the energy loss suffered by the pions while traversing the

target prior to the reaction of intere@tp to 6.6 Me\j. This

effect could be accounted for in our experiment since the In order to efficiently reject the large background, a two

energy loss of the incident pions was also measured, thusvel event triggering system was utilized. By limiting the

C. Event definition

025201-4



DETERMINATION OF THE #*p—#*#"n CROSS SECTIW . . . PHYSICAL REVIEW C61 025201

application of relatively long duration on-line analygesy., 50000
digitization of signals by CCDsto only the data which sat-

isfied cruder levels of filtering, such a system permitted the
necessary level of sophisticated analysis without increasing 40000 ~
system deadtimes to unmanageable levels. The first level

trigger was a simple coincidence between the detection of a ¢,

beam pion interaction in the targe$l-S2-S3-S4) and a
candidate neutron in the neutron bars. The typical rate for
this trigger was~2.3 kHz for 7~ operation and~1.2 kHz

for 7.

The second-level trigger which selected those events as-
sociated with a candidate stopped positive pion, searched for
the characteristic decayt™ — u ™ v within the target. It was
formed by comparing the normalized outputs of the “short”-
and “long”-gated ADC’s connected to the active target scin- 0 : : : :
tillators, using dedicated LeCroy ECLine trigger modules, -2 0 2 4 6 8
with an excess signal in the long-gated ADC indicating a
candidate stopped™. The time required for this trigger de- ADC Energy Difference (MeV)
cision was 1Qus. By this means, the data rate was reduced to
~75 events/s for ther~ runs and~60 events/s for ther™ . FIG. 4. Difference spectrum for the long and short gate ADC'’s
The second-level trigger is described in greater detail byassociated with target segment
Raywoodet al. [12]. The computer live time of the experi-

ment was evaluated by separately counting the triggers pre- . .
sented to the data acquisition system and the triggers prgarget as well as with those that traversed it compleftig

cessed by the system. The ratio of the two numbers gave tHfe'€"9y 10ss of 200 MeV incident pions traversing the target
relative live time of the experiment, typically 85%. was 1.3 MeV per 6 mm segmenfAn additional calibration

As 93% of the incident pions did not interact in the target,approprlate to the tar_get scintillators was provided _by the 4.2
beam events containing two or more pions almost alway&eV muons from pion decay. For the latter calibrations,
fired the veto scintillatorS4. Therefore the incident beam appropriate aluminum degraders were inserted into the beam
count had to be corrected to eliminate the contribution fromfo cause the incoming pions to stop in each of the target
multiple particle bucketgconsisting of approximately 3.5% segments separately.
of the pions delivered to the target for a beam rate-af7
MHz). As the beam rate varied somewhat during the experi- E. Stopped pion detection
ment, the actual fraction of beam buckets containing more . . .
than one pion was determined during the individual runs The positive pions t_hat were prgdu;@hd stoppe)jT
using the appropriate Poisson statistics. Overa®6% of the target were identified by their signature decay,

4 . . !
the beam bursts contained only one particle. Events contain-, “ Vdﬂ' Three d|f;erehnt_tehchn|((qjuesi were (_emplofyed o iden-
ing two pions in one beam burst were vetoed by St tify and measure the height and relative time of occurrence

scintillator with 93% efficiency, this inefficiency arising be- of all pulses in each of the target segments for a period of 80

cause 7% of the beam pions interacted in the target. ns foIIov_vlng the 'T““a' pion _puIsélZ]. - -

For an average pion beam rate of 1.7 MHz, the cyclotrorb The f|_rst t_ec_hnlque, provided by coincidence circuitry fed
RF frequency of 23 MHz implied that-7% of the pions y the.dlscrlmlnators attached to. the tar_get segment phpto—
delivered to the target were followed by a second pion in thé““'“P"eFS’ was qsed both _for d|agno_st|c purposes during
next beam “bucket” 43 ns later. As the time required to Eiata taking 'and' ,',n the off-line analysis. It consisted of a
search the target for @a— uv, decay was more than 80 ns hardware circuit” [16] to detect the presence of a second-

long, however, incident pion sequences of this type had to b ry pglse ina targ_et segment \.Nithin a “”?e interval of 70 ns
rejected. This was accomplished by requiring “acceptable” 0"3‘]’"'39 thed grrlt\r/]al of thg l'”‘”f‘fﬁ“ pion. TTe Zeccr)]nd
events to be those associated with a single pion with no othépte 0 t" USiD'cr; e.tf]elcon ) e\(/je hrlg?er, temp oyéa c _gr%e
pion following or preceding it by a period of at least 80 ns.'Ntegrating S with fong and short gates as describe

Staightforward hardware coincidence lois] was used to earlier. A nonzero difference between their normalized ADC
perform this function. The overall fraction of acceptablevaluesI'nd]'ccateﬁ th;:_ﬁpresence of ta se(_:ong puIs_e.FA t)ilplfcal
beam burst events were evaluated for each run separately afigdmp'e of such a diterence spectrum IS shown in rig. 4 for

averaged over the total data set for each energy and beath.rget sttahgrgenlt. In ad%'t'gn to secondar¥ tpr)]ulse detectl?r:r,]
polarity; values~92% were typical. The imposition of the IS method aiso providéd a measure of the energy of the

above two constraints resulted in the loss of 15% of th ext(? pgl;e, ?S mttjkl]ca;ed in Fig. 4 b% the. smallﬂﬁ)eakv.att.”
S1-S2-S3 triggers. to? arising from the decay muons stopping in the scintilla-
The third and most powerful technique utilized 500 MHz
transient digitizers developed at TRIUME3]. For each tar-
Pulse-height calibrations of the target and four in-beanget section, these digitizers not only identified the presence,
scintillators were carried out using pions that stopped in thdout also measured the pulse height and relative time of oc-

30000 1

20000 -

Count

10000

D. In-beam and target scintillators
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FIG. 5. Digitized ADC signals for each target
segment arising from a typical event. In this case,
a pion traverses the target and then decays to a
muon in the final segment, Section E. The verti-
100 cal scales are raw ADC units.
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currence of all pulses which followed the initial pulgE2].  fit two peaks occurring within 10 ns in the CCD data. To
The array of digitizer signals characterizing a typical eventreduce the number of background events detected, the final
associated with a pion decay in target segnteist shown in  analysis involved the placement of cuts on the height of the
Fig. 5. second pulse, as shown in Fig. 6, as well as on its timing
Off-line fitting of each pulse in such a pulse train to the relative to the first pulse, as shown in Fig. 7. In addition, the

pulse shapes characterizing pions traversing the whole targgipc energy difference signals were required to be within
without interaction, enabled the pulse heights and relativghe gate shown in Fig. 4.

time delays between all the significant signals to be deter-
mined (see Fig. 6. The resulting energy resolution of the

muon peak was found to be~0.6 MeV, limited both by the F. Pion detection efficiency
inherent resolution of the CCD camera signals and the pho-
ton statistics at the phototubes. The success of the experiment relied critically on knowl-

The time of occurrence of the secondary pulse relative t@dge of the stopped pion detection efficiengy,. This effi-
the first was histogrammed for those pulses identified asiency was determined by degradirig,=30MeV pions
muons. Figure 7, obtained for a run involving 200 MeV in- from M 11 using selected thicknesses of aluminum so that the
cident pions, is a typical example of such a spectrum. Th@ions were stopped in each of the target elements in turn.
fitted meanlife of 26.4 0.5 ns is in good agreement with the Application of those muon decay criteria discussed above to
accepted value of 26.0 ns for the charged pion lifetime. Théhe CCD pulse heights and times of occurrence of the pulses
useful region of the timing spectrum in Fig. 7 is indicated byassociated with these beam sample pion events yieided
the timing cut. This range was limited by both the triggeringvalues which were typically 422 % for all of the five active
circuits and fitting routines, as it was not possible to reliablytarget segments.
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FIG. 6. Calibrated pulse height for muon candidates in target

Section E. The gate used to identify muons is indicated by the FIG. 8. A comparison of experimental datsolid line) with
vertical lines. Monte Carlo simulation(dashed ling for one of the front neutron

bars when bombarded with 8.9 MeV neutrons. A 0.13 MeV photon

G. Neutron detection threshold is assumed.

As the first-level event trigger required the detection of anegative pions in either ||qu|(H-|2 or D, cryogenic targets.
neutron(observation of a neutron signal from each end ofThe 7~ p— yh reaction in the hydrogen target provided 8.9
one of the bars reliable cross section determination requiredpiey neutrons, whereas the d— nn reaction in the liquid
a thorough knowledge of the operational characteristics ofjeyterium target yielded 68 MeV neutrons.
the neutron detection array, a system consisting of a double cajibration of the time-to-digital converters connected to
hodoscope of fourteen scintillating bars. The bars, each ofach end of the neutron bars was carried out using the 8.9
dimension 1% 15x 105 cn¥, were arranged in two back-to- MeV neutrons and verified with the 68 MeV ddt6]. The
back stacks of seven bars each. A photomultiplier tube, feedstandard deviation in the determination of the 8.9 MeV neu-
ing a TDC and an ADC, was mounted at each end of everyyon energy was 4%, corresponding to a FWHM of the TOF
neutron bar. Neutron energies were determined from theigpectra of 3.4 ns, a value resulting from the flight time of the
times-of-flight (TOF) from the target to the neutron bars. In neytrons through the thickness of the scintillator bars. This
addition, comparison of the timing information from each TOF calibration was also consistent with the location of the
end of a given bar yielded a measure of the lateral position of, peak present in the 8.9 MeV neutron TOF spectra. A simi-
the neutron detection. lar TOF analysis for the 68 MeV neutrons yielded a neutron

The neutron detection efficiencyy,,, which depended on energy uncertainty of-7%.
the energy deposition in the detection array, was determined As it was important to know the detection efficiency of
using monoenergetic neutrons of 8.9 and 68 MeV, togethefhe neutron bars as a function of both the neutron energy and
with an appropriate model of the system in order to interpothe value of the energy cut imposed on the neutron pulse
late between these energies. These monoenergetic neutragsight spectra, the necessary interpolations between the two
whose energies spanned the range of neutron energies availjibration energies were carried out using a Monte Carlo
able to themp— mn reaction were produced by stopping code developed for NE-102 scintillator by Paticckical. at

Kent State University17]. The main input to the code in-

3000 T 264105 ns volved (i) the effective number of photoelectrons per MeV of
ionization energy andi) the ionization energy threshold for

25007 neutron detection. The 8.9 MeV neutrons exhibited a clean

2000 edge at the upper end of their pulse height spectra, an edge

Counts
—
(o)}
o)
Q
l

which corresponded top elastic scattering with the proton
acquiring all the kinetic energy of the neutron. Computer
simulations carried out for “energy per photon” levels rang-

1000 - ing from 0.01 to 0.24 MeV indicated that the simulated re-
sponse curve corresponding to a photon threshold of 0.13
500 4 Timing Cut MeV most consistently reproduced the shape and position of
ﬁs‘l_\\ the upper end of the pulse-height spectrum obtained for each
0 : : : . element of the neutron bar array. A sample neutron ADC
0 20 40 60 80 100 distribution for the 8.9 MeV neutrons is shown in Fig. 8

Decay Time (ns)

together with the Kent State Monte Carlo prediction appro-
priately scaled in counts to the data. The disagreement at low

FIG. 7. Aggregate relative time distribution between primary values of the ADC output is simply a result of instrumental
and secondarymuon) pulses, summed over all target segments, forthresholds. The neutron detection threshold subsequently se-
200 MeV incident pions.

lected for the experiment by means of a software(tat all
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barg was 5 MeV, a value which minimized effects of noise 70
without appreciably impacting the neutron detection effi-
ciency.

The neutron detection efficiency,,, was obtained using

= Total

=)
©
|

— Front Bars

Ndetected

=———=or )

= Tstopped 1 QA - — Back Bars

o
o
|

where NyeecreqlS the number of neutrons detected over the
software thresholdsgoppeqiS the number of negative pions
which stopped in the targe®; is the branching ratio for the
reaction,() the solid angle subtended by the bars, @nds
the fractional livetime of the data acquisition system, typi-
cally ~95%.

TsioppedW@sS determined by counting the number of pions
which triggeredS1, S2, andS3 but failed to trigger the veto
scintillator, S4. The branching ratioP;, for 7~ p—yn is
39.0-0.3% [18], whereas that form d—nn is 73.7
+0.3%[19]. The solid angle subtended by each neutron bar ¢
was determined geometrically from the dimensions of the /
bar together with its distance from the target. Typical values 0
were 15 msr for the front bars and 14 msr for the back. 0 10 20 30 40 50 60 70
Although a neutron threshold of 5.0 MeV was used in the
experiment in order to optimize the signal-to-noise ratio, a Tn (MeV)
threshold of 1.9 MeV was used for calibration purposes due FIG. 9. Neutron detection efficiency of both the front and back

to the small fraction of events in the spectrum of Fig. 8 with - S X
S neutron bars as a function of kinetic energy for a neutron detection
energies in excess of 5.0 MeV. For example, for the lower,

1.9 MeV threshold, the back bars detected 7.3% of the 8%:reshold of 1.9 MeV. The curves describe the Kent State Monte

MeV neutrons whereas only 0.15% was expected for the grlo predict.ion while the points at 8.9 and 68 MeV were deter-

MeV threshold. The detection éfficiencies characterising th%;rr:l%ilzxpenmentally. The errors are smaller than the size of the
1.9 MeV threshold are shown in Fig. 9 as a function of '

energy for the Monte Carlo simulation together with the ex- L )

perimentally determined values at 8.9 and 68 MeV. The ayeutron bars, thus mimicking the signals produced by the
erage neutron detection efficiency for the front and backleutrons from the target. This effect was of particular con-
planes of the middle ten bars are compared to the Kent Stafge™ When produced by electrons in a beam burst following
Monte Carlo predictions in Table I. Due to the uncertaintiestn® P&am bucket containing a pion, since this timing was
in the cross-section data used in the code, an uncertainty Hpdistinguishable from Ieg_mmatg n.eutron signals. This back-
10% was assigned to the predicted values. The extremelf§round could be substantially eliminated, however, by apply-
good agreement between the Monte Carlo predictions an(fd @PPropriate cuts to the experimental data. Signals origi-
the experimental data illustrates the level of reliability of theN@ting from electrons in the following beam burst were

Kent State code for modeling these detection efficiencies. Of¢adily identified by examining histograms of the time of

particular significance is the fact that the code correctly re2ccurrence of the second fitted CCD pulse relative to the
produced the detection efficiency of the back bars an indicaime Of the first fitted CCD pulse, as shown in Fig. 10, and

tion that the code satisfactorily accounted for the neutrorf2/SO histograms of neutron TOF from the target to the neu-
absorption in the front bars. tron bars as illustrated in Fig. 11. In both spectra the promi-

A complication which affected only the data acquired for "ent peak occurring after a delay of approximately 40 ns
the 7~ channel of the reactiofand not them™) was that corresponds to signals associated with the arrival of a par-
arising from gamma rays striking the neutron bars thereby
simulating neutron signals. These gamma rays were pro- TABLE I. Comparison of the neutron detection efficiency
duced upstream of the target by the substantial electron coiNDE) with the Kent State Monte Carlo code predictions based on
tamination of thew~ beam, a contamination originating a neutron detection threshold of 1.9 MeV.
from the neutral pions produced at the primary pion produc

>
o
|

w
©
|

)
o
|
*,

— — _—

Detection Efficiency (%)

o
|
\

{

tion target within the external proton beam of the cyclotton. ~ Ta Neutron Kent State Measured
Gamma rays produced by these electrons could Compton(MeV) bars NDE predictions(%)  NDE (%)
scatter in the experimental target and subsequently strike the g g Front 29.6-3.0 29.9+ 0.4
Back 7.3:0.7 7.3:0.2

68 Front 20.222.0 19.4-0.2

The ratio of 7% 7~ is approximately seven times greater than for Back 15.0:1.5 14.2-0.2

o7,
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1000
"0 60
800 &
V]
E
a 6001 £ 407
+ [}
R =
> &
0 400+ g 20 ) Sl
200 o L R
T T T 1
0 20 40 60 80 100
LLUL—UL"RN-U\ Neutron TOF (ns)
O T T T T T T T T T T T T T T T
0 2 40 60 80 FIG. 12. Scatter plot of time of second CCD pulse in target
Relative Time of Second Pulse Height (ns) segmenD versus neutron time-of-flight for an incident” beam of

190 MeV pions. The gates shown in Figs. 10 and 11 are shown, as
FIG. 10. Relative time of second fitted CCD pulse in targetwell as the elliptical box gate used in the analysis.
segmenD, for a pion beam energy of 190 MeV. The timing gate is
shown by the vertical lines. all of the detection criteria had been satisfied. The neutrons
were tracked to the midplane of the neutron bar array where,
ticle from a following beam burst. In order to reject suchin order to be detected, they had to satisfy the detection
events from subsequent analysis, a cut was imposed upon tagficiency predicted by the Kent State Monte Carlo code for
scatterplots of the time of the second target pulse versugeutrons of that energy. Product pions were tracked until
neutron TOF for each target segment, a typical example ofhey stopped ir(or left) the target. While within the target,
which is shown in Fig. 12. The photons are indicated by theenergy losses were calculated using the Bethe-Bloch equa-
dense patch of dots in Fig. 12. Use of the elliptical box gat&jon [20]
shown in the figure facilitated rejection of the unwanted
events without unduly discriminating against real events. dE 4mNaz%e* Z In( 2mv? ) ,82} @

The dashed line shown in Fig. 11 is the result of applying dx~  mvZ A 1(1- B9
such a cut. Although not all of the background was removed,
the loss of real events was minimal. and light deposition(after each stepusing Birk’s equation
[21]
H. Experimental acceptance dL(E) S
The experimental acceptancé¥( 7., ; 7,:T,) for the re- dE dE 5
action were determined using a Monte Carlo simulation of 1+ kB&

the experiment. This code tracked a pion into the target,

generﬁlteﬁl an event frandom!y wirt]hin tgledtargrj]et, calculategh 5ccount for the quenching of the light output near the end
overall pnase space acto(n_ssmg three-body phase SPACe o the track of a charged particl& is the kinetic energy of
and then tracked the resulting particles, determining whethe[rhe charged particlel. the light output of the scintillator,

dE/dx the energy loss as calculated by the Bethe-Bloch

800 equation,S a normalization constant, ark is effectively a
500 - constant, determined by Rozest al. [22] to be 0.0114
cm/MeV. The muons, produced by pions decaying in the
4001 target, were emitted over amdsolid angle in the lab frame,
gaoo— with a mean lifetime of 26.0 ns. They were also tracked until
8 they stopped ir(or left) the target. The total energyl'{,)
200 deposited in the target by the incident pion, product pions
and any decay muons, together with the kinetic energy of the
1007 associated neutron were recorded on an event-by-event basis.
0 : : e In the case of ther”p— «" 7~ n reaction where one of
0 20 80 100 the final state pions was negatively charged, tracking of the

40 80
Neutron TOF tal st : :
eutron TOF (ns) negative pion was carried out in the same way as forithe

FIG. 11. Neutron TOF histogram for a pion beam energy of 190(until it stopped in or left the targetHowever, instead of
MeV. The dashed line is the data after application of the ellipticalundergoing muon decay as was the case for #tie the
box gate shown in Fig. 12. negative pion was assumed to be absorbed by a carbon
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1000 in a target segment, were normalized by scaling tlibyna
1a) least squares fitto the first 5 MeV of the negative pion
800 spectra. The normalized positive pion spectra were then sub-
tracted from the stopped energy spectra of the negative
2 600 pions. The shape of the resulting energy distribution, used in
g the 7~ p analysis by the Monte Carlo code to account for the
0 4004 | extra energy deposited in the target by a carbon star, is
O 1Al shown in Fig. 18). From such fits, it was found that 47.5
200 I +0.9% of then  C interactions were “starless,” corre-
sponding to the emission of neutrons leaving the daughter
nucleus with negligible kinetic energy while the other 52.5%
0 were associated with the significant energy release expected
0 from a carbon star.
400 : : : : The Monte Carlo code used in this analysis was adapted
1b) from that originally written by Seviof4] for the 7+ channel
300 of the reaction, but expanded for the current experiment to
] account for the carbon stars produced by the absorption of
2 200 negative pions in the target. Because of the energy loss suf-
=] fered by the incident pions in the targeip to 6.6 MeV for
8 100 4 pions whose kinetic energy is within 30 MeV of reaction
(&) threshold, a relatively large range of interaction energy
’][h]ﬂ characterises the reaction. Sevior’s technique for extracting
0 the energy-dependent cross-section, an energy dependence
determined primarily by phase space, involved simulating
the experiment in terms of an assumed production cross sec-

-100 —————T T
0 10 20 30 40 50 tion (of arbitrary valué at the front face of the target. As the
Energy (MeV) pions lost energy while traversing the target the cross section
_ ) _was reduced by an appropriate factor, one which included the
theFtIaCiQ;?dﬂésiggzzr;;zgs;grlr:‘;?ri;ttitj;((;))/ gftg:)epsgir,g)ggt?‘;ﬂged "ominant phase space dependence on energy. The total num-
scaled stopped-* data. (b) Stoppeds— data with the scaled* ber o.f events expgcted, with all kinematic cuts, efﬁmenmes,
' etc., incorporated into the code, was then determined on the
subtracted. : - . . . .
basis of an incoming beam of ¥pions. By comparing this
nucleus. In approximately 50% of such cases, thie ab-  result to the actual number of events recorded in data runs
sorption caused the carbon nucleus to explode, producing far this number of incident pions, the experimental value of
star. However, in the the other 50%, the resulting nucleathe cross section was readily obtained.
reaction was characterized by the emission of two energetic As the maximum energy loss suffered by the incoming
neutrons together with a low energy residual nucleus. Sincpions in the target was-6.6 MeV, it was found convenient
neither of the neutrons had a significant probability of inter-to subdivide the target into 66 sections, each 0.1 MeV wide
acting with the target, these events were also characterizéd terms of energy deposit. For each section, an event
by a constant value of,,,, and were those that constituted weighting factor,T*2® [23], was recorded, wher&* was
the events used in the determination of the yield of the reacthe energy above thresholeV) in the lab frame, andb
tion for the =~ channel. The other 50% of the cases, thoseaccounted for the loss of particle flux while traversing the
producing stars, were indistinguishable from backgroundarget. Since scaler data indicated that approximately 91% of
since their values fol g, were very poorly defined. all pions incident upon the target suffered no interactién,
In order to obtain an experimental understanding of thewvas taken to vary linearly between 1.00 in the front section
carbon star effect, including its energy spectrum, two sets ofind 0.91 in the rear section.
data were compared, one set obtained using positive pions When considering stopping pions and muons, it was nec-
stopped in each target segment, and one using negati@ssary to incorporate the nonlinear response character of a
pions. Typical histograms of the energy deposit obtained foscintillator which characterises such slow-moving particles.
these cases is shown in Fig. 13. For the on-line data analysfand also when histograms were
For the positive pions, a well-defined peak occurs at thegenerated from the Monte Carlo “data” for comparison with
energy corresponding to the sum of the the kinetic energy othe real data the nonlinear scintillator response was ap-
the decay muon and the stopping energy of the incident piorproximated simply by assuming that the light output was
In the case of the negative pions, however, a skewed pedkearly related to the energy loss of the particle, but with a
occurs at the energy corresponding to that of a stopping piononzero offset. The required offset was obtained by requiring
but with a higher energy tail due to the energy released by the event peaks to occur at the expected valuebgf. A
carbon star. single value of this offset correctly located the event peaks in
The positive pion energy spectra, after first being cor-the T, spectra for all energies of both pion charges, includ-
rected for the average energy deposited by a stopping mudng both the one- and two-pion analysis methods for#tie
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1_: Or———7 7 F 7T T
'g . 0 20 40 60 80 100 120
\9/ 0 _: TSum (MeV)
> 1 E FIG. 15. Simulated g, spectrum characterizing bombardment

. by 200 MeV incident negative pions. The position of the gate used
P - A to extract the experimental yields is shown.
-2 - 0 1 2
X (cm) IV. =¥ CHANNEL RESULTS
FIG. 14. Simulated location of initial beam interaction points A. Experimental yields

within the target forT =180 MeV. The orientation of each face Each of the reaction channels; p—=*«*n and 7= p
relative to the beam is shown in the upper right corner. Each target , +t 7o n were analyzed using tt’1e same methods of back-
segment is indicated by the dashed lines. ground estimation, yield extraction, and cross-section deter-

channel. This applied to the analysis of the Monte Carlomination, with the experimental yields determined from the
generated data as well as to the analysis of the experimentatmber of counts contained within the appropriétg, sig-
data. nal peaks.

The depth of d,2m) event within the 66 target sections  Although weaker than therp— 7~ 7" n reaction by a
was chosen in the usual Monte Carlo fashion using thdactor of ~5, the 7" p— "7 "n reaction benefitted from
weighting factor discussed above. The lateral position of afaving both final state pions positively charged, thereby per-
event was determined by the beam characterigtes Sec. mitting free 7— u decay for each pion. As a result, the
II1B). As the event trigger required a signal from the squareappropriateT g, Spectra could be accumulated in two differ-
S3 in-beam scintillator, acceptable trajectories of the inci-ent ways. The first“1 7" method) required the coincident
dent pions were those which illuminated a 2x@cm re-  detection of a neutron with the muon decay from only one of
gion on the front of the target. When assigning appropriatéhe stoppedr* in the target. In this method, the substantial
random angles for the incident beam particles, they were ofr"C— m"nX background was suppressed by constraining
course required to also traverse 8@ scintillator. The mo- the acceptable kinematic ranges Tag;, andT,, to be within
mentum assigned to the pion was a value within the momerthose expected on the basis of the Monte Carlo simulation of
tum spread observed in the experiment. A typical scatterplothe 7 p— 7" 7" n reaction.
of generated event locations within the target is shown in Since the dependence of the background reactions on in-
Fig. 14, a result of 5000 simulated events. The marked recident energy was minimal over the energy range of consid-
duction in event generation as a functionziflustrates the  eration, the 172 MeV subthreshold data were used to provide
decrease in cross section associated with traversal of the tahe background information for both of the incident energies
get due to the strong energy dependence of the reactionsed for the ¢*,27) reaction, 184 and 200 MeV. These
When the location of &m,27) event was selected, the Monte background 172 MeV spectra were subjected to the same
Carlo program then initiated the GEANT 3-body event gen-experimental criterigincluding kinematic restrictions for the
erator[24] to produce two pions and one neutron isotropi- T, and T, parametersas were the data. The background
cally in the center-of-mass frame. These were then Lorentspectral shapes were scaled by simultaneously fitting them
boosted to the laboratory frame. As a result, the pions as welly least-squares to both the trailing ed@mv energy and to
as the neutron were conically distributed about the incidentne 10 MeV wide region just above the peak of the signal
beam direction. The products of the simulated events werepectra, as illustrated in Figs. 16 and 17. The extra signal
then tracked and subjected to the same acceptance testseagnts occurring at g, value of ~75 MeV in the 200
those imposed on the experimental data. MeV one-pion difference spectrum reflects the inability of

A typical simulatedT ,,, spectrum(for 200 MeV negative the scaled 172 MeV data to completely describe the higher
pions is illustrated in Fig. 15. Clearly evident in the figure is energy region of phase space characteristic of the higher en-
the well-defined 2r peak comprised of the nonstar carbon ergy data. However, the ability of the scaled 172 MeV data
events, a peak which was clearly evident as well in the exto accurately represent the background to an energy at least
perimentalT ¢, histograms. 10 MeV above the location of ther,27) signal peak justifies
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FIG. 16. Tq,, spectra obtained for an incident’ beam of 200
MeV, together with fitted backgrounds, for both tf® one-pion
and(c) two-pion methods. The difference spectra for these method
are illustrated in(b) and (d), respectively. The regions used to ex-
tract the experimental yields are within the vertical markers.
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the applicability of this method of determining backgrounds.

The second technique for extracting yield$2 7
method required the detection of two positive pions in the
target, each stopping in a different target segment. As is evi-
dent in Figs. 16 and 17, this requirement of a secaitd
improved the signal/background ratio by almost an order of
magnitude. The backgrounid,,,, spectra for the “2r” tech-
nique were obtained from the 172 MeV data by the same
method as for the “%” technique. The experimental yields
were obtained by summing the counts within the signal
peaks after subtracting the background. The width of the
region around the peaks over which the sums were carried
out, is indicated by the vertical markers in the relevant fig-
ures. In fact, these widths were varied to insure that all the
signal was included.

When using the “2r” method for analyzing thew™
channel, it was necessary to correctly account for intratarget
drift of the muons. If a muon was generated near the inter-
face between two target segments, it was possible for it to
traverse the boundary and deposit some of its energy in each
segment. Hence a single pion decay in the target could pro-
vide a pair of pulses in adjacent target segments, thus simu-
lating a two-pion event. Such events were identified by
monitoring the absolute time differences between muon
pulses in adjacent target segments. A histogram of such tim-
ing differences for an incident pion beam of 200 MeV is
Zhown in Fig. 18. Exclusion by means of a drift gate of
events whose time difference was3 ns eliminated approxi-
mately 40% of the events from the two-pion spectra. How-
ever, as indicated in Fig. 18), less than 10% of these events
were contained within thémr,27) peak in theT g, Spectrum.
Similar rejection rates characterized the 184 MeV data as
well.

The experimental yields, provided by the number of
counts in the signal peak region of each difference spectrum,
are listed in Table Il. The errors quoted for the yields reflect
both the statistical uncertainty as well as the uncertainties
inherent in the technique used for fitting the background.

The resulting cross-section values are listed in Table IIl.
The numerical agreement between the#”land “2 7"
methods of analysis provides the most conclusive confirma-
tion of the reliability of using the 172 MeV data as an ap-
propriate description of the experimental background for this
data.

B. &+ channel cross sections

The experimental acceptancesqll(7,;7,), deter-
mined by the Monte Carlo simulation of the experiment, can
be expressed in the form

Nigt (/2 7-,-)—[ [ EE | I 1 ]1
(6)

whereny, is the areal density of hydrogen atoms in each 0.1
MeV “slice” of the active scintillator targe, GNBAR is the

and(c) two-pion methods. The difference spectra for these method@robability of neutron detection based on observation of a
are illustrated in(b) and (d), respectively. The regions used to ex- clear signal from both ends of a b@Pl] is the probability of
tract the experimental yields are within the vertical markers.

detection of the muon pulses in the tar@fer a single muon
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30 TABLE Ill. 7*p—a* 7" n cross sections.
251 a) Cross section gb)
Tbeam
" 20 — ~—Drift gate (MeV) One-pion Two-pion Average
g 15 4 2001 1404 1.4-0.3 1.4-0.3
o 184+1 0.30£0.07 0.3@:0.07 0.3G3:0.07
© 10
5 where N; denotes the number of pions incident upon the
IIUIH target, A is the fractional CPU livetime of the data acquisi-
] T nn-no, ﬂl{'—ﬂ—ﬂnﬂ-ﬂﬂl—ﬂﬂﬂ— tion system, Yield is the experimentally determined yield
-5 0 5 10 15 20

Time Difference (ns)

Counts

100 120

40

60 80
(MeV)

Tsum

FIG. 18. The effects of intratarget drift of muons between adja-

cent target segmentga) The absolute time difference between

satisfying the kinematic cuts described earlier 3nis the
expected Monte Carlo yield for #incident pions assuming

a 1 ub cross section at the front of the target. The Coulomb
correction,C, determined according to the prescription of
Bjork et al. [6], amounted to 5% for the 200 MeV results,
and 8% for the 184 MeV. The resulting values for the ex-
perimental cross sections are listed in Table 11l and displayed
in Fig. 19.

The cross-section uncertainties listed in Table Il were
obtained by adding in quadrature the relative error due to
each contributing factor, the values of which are listed in
Table IV.o(n) ando(7r) are the relative uncertainties asso-
ciated with the detection efficiencies for the neutron and
pion, respectivelyg(beam is the relative uncertainty con-
tributed by the energy-dependent fact¢ds II) of Eq. (7)
due to error in determining the beam energyyield) is the
relative error arising from statistical fluctuations in the yield
and o(syst) accounts for the systematic uncertainties. The
relative uncertainties in the neutron detection efficiency were

muon pulses in adjacent target segments for an incident pion beafit at 10% to reflect possible errors in the cross sections used

of 200 MeV. (b) The corresponding g, spectrum(*2 7" method)
without the drift correctior(solid ling). The T, background cor-

in the Kent State Monte Carlo code. The uncertainties in the
pion detection efficiency, 5% for the one-pion method and

responding to detection of the two muon signals due to intratargel0% for the two-pion method, were determined from the

drift, corresponding to data for which the time difference we®
ns, is indicated by the shaded region.

pulse for the “Lr” technique and for both muons for the
“2a"), [KIN] is the joint probability that both th&, and
T, values are within the accepted rangEBEAK] is the
number of events having g, value within the signal peak,

[ID] is the total number of events simulated and, for the

“1 7" technique,f=1. For the “27"" method, f is the frac-
tion of simulated events for which the intratarget time differ-
ence is>3 ns.

Finally, the Coulomb corrected cross sectidis wb)
were obtained from the experimental data using

C Yieldx10%
Yy

1
o=
Nigt I( 775 70) NjA

()

TABLE Il. Yields for the = channel of the reaction for both
“14” and “2 7" methods of analysis.

Tpeam (MeV) One-pion Two-pion
200 320670 45+ 8
184 35070 39+8

02520

stopped pion data by comparing the number satisfying the
timing cuts imposed on the pion decay timing spectra shown
in Fig. 7 to the number stopped.

1 1 1
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FIG. 19. Totalp(«*,#*#")n cross sections as a function of
incident pion energy. The references for the data points are
Kravtsov[3], OMICRON [5], Sevioret al.[4], and Kermaniet al.
[26]. The solid line is the phase shift result of Burkhardt and Low
[7]. The dashed line is the theoretical prediction of Bernetrail.
[11].
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TABLE IV. Relative uncertainties of the individual components 200 1 200
of the w"p— o 7" n cross-section determination.

150
T eam
(MeV) Method o(n) ofm) olbean o(yield) o(sysh o(sigma

100

Counts

200 One-pion 0.10 0.05 0.02 0.22 0.04 0.25
Two-pion 0.10 0.10 0.02 0.16 0.02 0.22
184 One-pion 0.10 0.05 0.02 0.20 0.03 0.23
Two-pion 0.10 0.10 0.02 0.18 0.02 0.23

50

0 20 40 60 80 100 120 0 20 40 60 80 100 120

space of the reaction, the strength of the Coulomb correctior 1 b) d)
and the experimental acceptance. Since it thus contributed & ]
a systematic uncertainty, its effect was evaluated by deter 50 50
mining the overall conversion factditl) at 1 MeV above £ ]
and below the central values, since this energy range encorr§ ]
passed the known spread in the beam engtgy as well as 0 04
the uncertainty in the calibration of thd-11 channel[25].
The resulting uncertainty in the cross sections due to the 1
MeV uncertainty in the beam energy was 2% for both the 1 50 s
200 MeV and 184 MeV data, an uncertainty significantly 0 20 40 S?Mee()) 100 120 0 20 40 60Mee<)) 100 120
less than the uncertainty in phase space iiselil1% at 184
MeV) since the change in phase space was almost com- FIG. 20. T, spectra for incidentr~ of 200 MeV. The(fitted)
pletely compensated by the associated change in the geom®ckground data were obtained usita) 172 MeV and(c) 176
ric acceptance of the system. MeV incident pions. The difference spectra are illustrate(bjrand

The uncertainties in the yields were determined usingd), respectively. The regions used to extract the experimental
Poisson statistics applied to the signal and backgrounglields are indicated by the vertical lines.
counts within the selected regions about the peak. The cross
section uncertaintiesy(syst), arising from inadequacies in
the choice of the kinematic energy ranges selected for the 120 120
(7r,27) event cuts, ranges determined from the Monte Carlo
studies, were evaluated by varying the gate widths of the
relevant kinematic ranges. Fadr, and T, the ranges were
varied by* 4 MeV. For the case of g, a variation of= 2
MeV was used to obtairnr(syst). The resulting relative
variation in cross section is listed agsyst) in Table IV. All
the values quoted for the error contributions are consisten
with those determined by Seviet al.[4] in the earlier study
of the reaction.

As is apparent in Fig. 19, these" channel cross sections
are in excellent agreement with those of Sewbal. [4] but

disagree with those of the OMICRON Collaboratid]. 607 ‘ 6o ‘ ‘
{1 b)

Error in knowledge of the beam energy affected the phase 100 ‘ ‘ 100 ‘ ’

Counts

sum sum

Counts
Counts

0 20 40 60 80 100 120 0 20 40 60 80 100 120

40 40+
V. @~ CHANNEL RESULTS ]
20

A. Experimental yields 20 1

Counts
Counts

Unlike the =" channel of the reaction for which two ] hr»h
7-r+_,,uvM decays occur, ther™ reaction channel yields °'_"“'1lﬂl1f’il,| [ 0-
only a single decay muon. Hence only the7‘1method of ]
analysis was possible. As all the experimental calibrations _ 20
required for ther™ reaction channel were also relevant for 0 20 40 60 80 100 120 0 20 40 60 80 100 120
the =~ channel(including thresholds and timing cuts used in Toum (MeV) Toum (MeV)
the muon and neutron identification tes&limination of the FIG. 21. T, Spectra for incidentr~ of 190 MeV. The(fitted)
electron background was the only extra task required beforgackground data were obtained usit@y 172 MeV and(c) 176
yield extraction could be performed. MeV incident pions. The difference spectra are illustratetbjrand

Tsum backgrounds for this channel were obtained usingd), respectively. The regions used to extract the experimental
pions of both 172 and 176 MeV. Although 176 MeV is yields are indicated by the vertical lines.

sum sum
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FIG. 22. Tg,n spectra for incidentr~ of 184 MeV. The(fitted)
background data were obtained usif@ 172 MeV and(c) 176
MeV incident pions. The difference spectra are illustratetbjrand

(d), respectively. The regions used to extract the experimental

yields are indicated by the vertical lines.

0 20 40 60 80 100 120 0 20 40 60 80 100 120
60 60
Iy Iy ‘ ‘
40 40
n l\ n
- 1 1 4
S 20+ 5 204
=3 4 =3
(o] ] () ]
7 |||||UI ]
_20 T T T T T _20 T T T T T
0 20 40 60 80 100 120 0 20 40 60 80 100 120

Tsum (MeV) Tsum (MeV)

FIG. 23. Tg,m spectra for incidentr™ of 180 MeV. The(fitted)
background data were obtained usi@ 172 MeV and(c) 176
MeV incident pions. The difference spectra are illustratetbjrand
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FIG. 24. Ty spectrum for incidentr~ of 176 MeV. The(fit-
ted background data were obtained using 172 MeV incident points.

The difference spectrum is illustrated (b). The region used to
extract the experimental yields is indicated by the vertical lines.

above the threshold for ther”p— "7 n reaction, the
yield at this energy was very small and was associated with
T.umValues smaller than that appropriate for the beam energy
of interest. As a result, the yields obtained using these two
background approaches agreed within errors. Although only
the “1#” method of analysis could be employed for the
7 p— o " n reaction, the signal to background ratio was
much better than that associated with ther”1Imethod ap-
plied to thew* channel as its cross section was about 5 times
larger than that of ther" p— o 7" n reaction. In addition,
the background was lower since it was mainly due to double
charge exchange on thE€C nucleus. For this channel, the
background spectra were only normalized to the trai(log
energy edge of the signal spectra, again by least-square fits,

(d), respectively. The regions used to extract the experimentabecause of the contribution of the carbon star events at

yields are indicated by the vertical lines.

higher energy. The final spectfalong with their fitted back-
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TABLE V. Experimental yieldgin counts for the =~ channel

- - 4+ a
of the reaction. 10°4 ™ p>T N L8 F
Background 0
Tbeam g Combined 3 102 T
(MeV) 172 MeV 176 MeV set g
= .
200+ 1 632+ 52 616+ 56 625+ 54 T 10 7
190+1 278+ 30 289+ 32 283+31 ‘1; 5 OMICRON
184+ 1 397+42 451+ 54 418+ 48 4 10° 3 Bjork et al.
180+1 127+ 33 182+35 155+34 5 i gef::nidft ld .
1761 16+12 16+ 12 = % This Work
-------- Bernard et al.
T T T T T T T T T T T T T T T T T T T
grounds are displayed in Figs. 20—24. In the spectra for 170 220 =70 320 370
beam energies above 172 MeV, the excess above back Toeam (MeV)

ground generated by the star events is clearly visibld g,
energies above the monoenergetic peak. The similarity bqﬁ
tween the shapes of the difference spectra and those expecte
from the Monte Carlo simulatiofFig. 15 is readily appar-

FIG. 25. Totalm p— o 7" n cross section as a function of

ident pion energy. The data refer to the results of Bgirkl.[6],
OMICRON Collaboratior{5], Kermani et al. [26], and this

work. The solid line is the phase shift result of Burkhardt and Lowe

ent. L n ) .
The energy ranges from which the experimental yields[ez]éla[nldljthe dashed line is the theoretical prediction of Bernard

were extracted are illustrated by the vertical markers in the
background-subtracted spectra of Figs. 20—24. The positions

of these markers were determined from the Monte Carldhe cross section forrp— mrn reactions involving bothr *
simulations. Table V presents the experimental yigliidls and =~ incident beams although only the data from our ex-
countg together with their statistical uncertaintiéscluding  periment are as close to threshold as 8 MeV. The data from

that arising from the background fitting technigue these and other experiments were shown in Fig. 19 and 25.
Although the larger cross-section values associated with the
B. @~ channel cross sections 7~ channel obtained by both OMICRON and ourselves are

The experimental “acceptancell, was determined from in agreementas well as with_ the+ data from_other exp_eri-
a Monte Carlo simulation in exactly the same way as wagdnents, our lower cross-sectionr™ results disagree with
described for the “%” positive pion channel analysis, ex- OMICRON but agree instead with those of Se\iié}l. These

cept for imposition of the additional box cut filter used to latter cross sections are sufficiently small that backgrounds

exclude the false neutron signals resulting from the gammaSonstitute a serious problem. A major advantage of the cur-

produced by the electron contamination of the beam. rent e_xperimental+ technique is its ability to exploit #2
The cross sections were determined in exactly the samgetection for ther™ channel in order to discriminate against

manner as for the positive pion channel, except, of course fdfany of these sources of background.

inversion of the Coulomb correction. This correction varied

from 15% just above threshol@t 176 Me\j to 5% at 200

MeV incident energy. The values for the cross sections are

listed in Table VI and displayed in Fig. 25. Values for therr scattering amplitudesdy;; _, shown
The various contributions to the error in tae channel in Fig. 26 and 27, were obtained from our cross-section re-

cross-sections were determined in the same way as for thsults by applying the formulation of Bernard, Kaiser, and

7" reaction channel. The values of these contributions aréeiRner[23,11]:

listed in Table VII.

A. Reaction amplitudes

op P T NT ) =3.08< 104 b Ag X(T,— T2,
VI. DISCUSSION tS)]

This experiment and that of the OMICRON Collaboration

[5] are the only two which measured near-threshold values of TABLE VII. Relative uncertainty of the individual components
of the cross-section determination for thé channel of the reac-

TABLE VI. Cross sections for ther~ channel of the reaction. tion.

Tpeam (MeV) Cross section gb) Theam(MeV) o(n) o(m) o(beam o(yield) o(sys) o(sigma
200 6.54-0.91 200 0.10 0.05 0.03 0.03 0.07 0.14
190 2.99-0.48 190 0.10 0.05 0.07 0.06 0.07 0.16
184 1.85-0.27 184 0.10 0.05 0.06 0.05 0.07 0.15
180 0.74-0.11 180 0.10 0.05 0.05 0.06 0.07 0.15
176 0.18:0.14 176 0.10 0.05 0.02 0.75 0.07 0.76
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10
1+ + + + + +
: m p—)ﬂ- m™n }Sevior et al. v p%Tr m n
8_
1 I OMICRON a 10°4
6 i This Work 3
Et: 4 { g 4
K 4+ { { by 3
< 1 } { { I g 9 Sevior et al. ——
:_{_if_i_ { ” "f"Lange et al. — —
21 0
- S 107~
] O
0 T T T T T T T T T T ] T T T T
0 50 100 150 200 b
(TBeam - Tthresh.) (MeV) —t 77—
170 180 190 200 210

FIG. 26. A3, as a function of energy above threshold for Sevior
et al. [4], the OMICRON Collaboratiori5], and this work. The
constant value has been fit to the data comprising the first 30 MeV
above thresholdexcluding OMICRON.

TBeam (MeV)

FIG. 28. Near threshold values of the total p— o+ 7" n cross
section. The data shown are only those of Seetoal. [4] and our
experiment.

777p—>7777r+n _ —4
o T,)=171X10 " ublA . i
o (T2) #blAzo two amplitudes neglectedThe zero slope fit to the results of
— A3/ J103(T,—T'M2, (9  the first 30 MeV above threshold yields a value of &4
+0.4(m_3) for | A;o. The first value shown in the uncer-
tainties is the contribution of the statistical fluctuations in the
In the case of ther p— = 'n reaction, Eq.(9) ne- data while the second reflects the systematic uncertainty in
glects thep-wavel =1 component, which, while it vanished the energy of the beam. This was determined by shifting all
at threshold, contributes at the measured energies. Accordirj the experimental data by 1 MeV, the uncertainty in the
to the phenomenology of HEPT (heavy baryon chiral per- €Nergy of the beam, and then repeating the whole data analy-
turbation theory, the matrix elements are expected to beas\;nleacr} catshe. ttering lenath btained f
constant near threshold, so lines of zero slope were fit to theh alues lor themrm scatlering lengtns were obtaineéd from
! . , the reaction amplitudes using the following expressions from
first 30 MeV region above threshold. Fpds,|, the fit was Bernard, Kaiser, and Meing23,11]
made to ther™ channel results of both this experiment and ' ' "

that of Sevior et al. [4]. The result, | Az =2.52+0.04

Ajo=25.05,+2.865+1.28, (10)
+0.07(m,3%), vyields for the energy dependence of
o7 =7 7T 3 the broken line shown in Fig. 28. Values Aszp,=—35.58,+1.4140.21. (12)

for | A,¢ were obtained by inserting the above valug.df,| _ ,
into Eq. (9) with the relative phase difference between theUSing the values fofAyd and|.A3,| described above, these

yield ay,=(0.23+0.08)m_* and  a,=(—0.031
+0.008)m_*.
20
1 - -+ 3
7T_P_>7T07Ton ’ §{ VII. CONCLUSIONS
15 1 Tpomma ? F%I } { The 1991 amplitude analysis of Burkhardt and Lowé
= { a }} included all the data available at the time for the five chan-
|Ek1o— { }{ ; 45 i nels of the grp— mmn) reaction. This analysis yielded an
~ acceptable degree of consistency between all the published
< ¥ Bjork et al. data sets above 250 MeV. However, a lack of consistency
5] ;Eﬂ‘:{cfgf al between the various sets of data nearer threshold required
: I Kermani et al. them to exclude the Omicron and Kravtsov data below 255
3 This Work MeV in order to obtain a unique fit. Since it is the near-
Y . threshold values of an amplitude analysis that are required
0 50 100 150 200 for determining ther-7 scattering lengths and for enabling
(TBeam - Tthresh.) (Mev)

FIG. 27. A, as a function of energy above threshold for Bjork

et al.[6], the OMICRON Collaboratiof5], Lowe et al.[27], Ker-
mani et al. [26], and this work. The constant value has been fit to 2If the relative phase is the same as that of the elastic amplitudes,

the data comprising the first 30 MeV above threshold.

other tests of chiral perturbation theory, it is clearly impor-

its neglect affects the value dfd; | by less than 0.35%.
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TABLE VIII. Comparison of theoretical and experimental val- the uncertainties in the theofyl1]. In the case ofa, the
ues for themr- scattering lengths. The uncertainties include bothHByPT calculations converge quickly. As it appears that

statistical and systematic errors. there are no other prospects for determining this isospin

combination of ther-7 scattering lengths, we encourage the
Reference ag[m;*] a[m; '] workers in this field to improve the uncertainties in the cal-

culations, especially that of thd;, amplitude.

G_gsser and Leutwyl4es] 0.20-0.01 —0.042:0.002 Although our (largep 7~ ch;nnel cross-section values

Bijnenset al. [29] 0.2156 —0.0409 agree with those of the OMICRON Collaboratitas well as

Girlandaet al. [30] 0.209£0.004  —0.045:0.006  \jth other data sejsour lower cross-sectionr channel

The experiment 0.280.08  —-0.031*0.008  results disagree with OMICRON but agree instead with

those of Sevio{4]. These latter cross sections are suffi-
ciently small that backgrounds constitute a serious problem.
tant for such an analysis to be repeated now that we are abl'¢ 7 channel OMICRON data with which we agree are

to provide reliable and consistent experimental values of th&h0se in which a double charge exchange' (to 7 ) char-
total cross sections within 30 MeV of threshold. This is acterises the reaction, a situation for which OMICRON was

clearly needed to take account of the contributions oflthe better able to discriminate against background than for the
—1 component. lower cross-sectionr” channel where no such charge ex-
Our value forl A, is in good agreement with the value of change takes place. A major advantage of our experimental

8.0=0.3m_2 obtained by Bernaret al.[11] from an analy- technique is its ability to exploit “2&” detection for thes*
sis of the;*p—> 797°n data of Loweet al.[27]. Table VIl channel in order to discriminate against the many sources of

compares our values of the scattering lengths with those dfack-ground.
recent theoretical predictions.

Since the value of the scattering lengths obtained from
our data are model dependent, they therefore provide a test We wish to thank Cam Marshall for constructing and op-
of heavy baryon chiral perturbation theory (KBT). Al-  erating the cryogenic targets. We also acknowledge
though there is little controversy in the BT treatment of TRIUMF for its support and the Natural Science and Engi-
the physical background to OPE the uncertainties in our exaeering Research Council of Canada for providing the funds
perimental values of the scattering lengths are dominated byeeded to perform this experiment.
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