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Measurement of 2H„g¢ ,p…n with linearly polarized photons in the D resonance region
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The photodisintegration of deuterium with linearly polarized light has been measured in the energy range of
110–315 MeV. The results of five independent measurements using three detector systems, two liquid target
geometries, and two photon energy distribution end points are presented. These data are combined into one
average data set with a systematic uncertainty of65%. The statistical precision of this combined data set,
coupled with the sensitivity to the strength of the short range tensor interaction observed in the parallel-
perpendicular cross section difference, makes this an attractive reaction for investigating aspects of theNN
interaction. To do this reliably requires a complete, systematic description of the reaction through theD region.
RecentNN-ND coupled-channel calculations which include fully retarded pion potentials are compared with
multipole fits to the data. These calculations cannot reproduce the energy and angle dependence of the data.
The character of the disagreement suggests that the remaining problems may lie with the treatment of theD.

PACS number~s!: 25.20.Dc, 21.30.Fe, 13.75.Cs
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The simple spin structure of the deuteron wave funct
and the dominance of thegND coupling near Eg

;300 MeV make the photodisintegration of deuterium p
ticularly well suited for the study of theNN and theND
interactions. Nevertheless, the experimental difficulties
countered with photon beams have resulted in photodisi
gration data with 10–15 % uncertainties in theD region. This
is readily seen in the integrated cross sections from sever
the more recent experiments, as shown in Fig. 1. Knowle
of the beam polarization asymmetry is even less cer
where there are fewer measurements available and these
have larger uncertainties. Although correlating the spa
beam asymmetry data with the unpolarized cross sect
could help, prior to the work reported here, the two we
never measured at the same time.

The absorption of a photon by a nucleon at these ener
is predominantlyvia the magnetic dipole interaction, flippin
the spin of one of the quarks, leading directly to anND
intermediate state. If this process occurs in the two-nucl
system, then pure M1 transitions in thephoton-nucleonsys-
tem will involve other multipoles in thephoton-deuteron
system. However, if this mixing is not too severe, then
interaction is dominantlyM1 in both coordinate systems. I
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the photon-deuteron system,M1 photon absorption produce
a nucleon spin-flip rather than a quark spin-flip. Thus
dominant portion of the interaction proceeds through anND
intermediate state and results in the spin flip of a nucle
This coupling of the quark and nucleon spin-flip proces
and the conservation of angular momentum, has impor
consequences. The wave function of the deuteron is pri
rily 3S1 with a small additional3D1 component generate
by the NN tensor force. The absorption of aM1 photon
~photon-deuteron system! by a 3S1 deuteron should produc
a 1S0 final state ~nucleon spin flip! since the D l
52 M1(3S1)→1D2 transitions are strongly suppresse
However, requiring anND intermediate state~quark spin
flip! in this 3S1→1S0 transition violates angular momentum
conservation. Therefore,M1 D excitation proceeds mainly
through theD state of the deuteron wave function via aD l
50 M1(3D1)→1D2 transition. This observation allows u
to understand why the cross section at the peak of thD
~'260 MeV! is comparable to that seen at 100 MeV in Fi
1. Well below theD where the quark/nucleon spin-flip pro
cesses are not strongly coupled, the reaction can proc
through the dominantS-wave component of the wave func
tion and the cross sections are much larger. Thus, we see
requirement both of a quark and nucleon spin-flip intimat
couples the reaction with theNN tensor interaction.

The tensor interaction is predominantly one pion e
change and theNNp coupling constant essentially dete
©1999 The American Physical Society04-1
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mines the long-range character of the interaction~for ex-
ample, the asymptoticD/S state ratio! but this does not fix
the short-range properties of the tensor interaction. In p
ciple, this short-range information can be obtained fro
phase-shift analyses ofn-p scattering by extracting the am
plitude for the3S1→3D1 transition,«1 . However, the uncer-
tainties associated with this procedure are large@6#.

The photodisintegration of deuterium with linearly pola
ized light offers a new avenue for addressing this quest
Polarization observables are sensitive to interference te
that illuminate effects that are not easily accessible thro
unpolarized cross section measurements. Recent calcula
of the cross sections and beam-polarization asymme
@7,8# confirm the arguments given above. In particular,
meson exchange~MEC! as well as delta-isobar~IC! currents
strongly affect the asymmetry. Thus, this reaction offer
fertile testing ground for models of both theNN and ND
interactions.

We describe here a series of experiments conducted a
Laser Electron Gamma Source~LEGS! located at the Na-
tional Synchrotron Light Source~NSLS! at Brookhaven Na-
tional Laboratory. Five independent measurements of
2H(gW ,p)n reaction have been conducted~experimentsL1
andL3) with linearly polarized photons. These experime
used three proton detector systems, two liquid deuterium
gets, and two photon energy distribution end points produ
with different laser wavelengths with their corresponding
different polarizations. Although highlights of this data ha
been presented before@9,10#, full details are given here
These measurements provide the first simultaneous dete
nation of cross sections and beam-polarization asymmet
The data sets overlap in various kinematic regions betw

FIG. 1. Integrated cross section data for2H(g,p)n taken with
monochromatic photons in the region of theD resonance. The
Saskatoon@1# data is represented by crosses, the Mainz~1989! @2#
data is displayed as diamonds, the Frascati@3# data is shown with
squares, the Bonn@4# data is shown with circles, and the Main
~1996! data@5# is shown as the crossed diamonds.
02460
-

n.
s

h
ns

es
e

a

he

e

s
r-
d

i-
s.
n

110 and 315 MeV, and the agreement in the regions of ov
lap is excellent. From these data, a grand average data s
constructed by taking error weighted means of overlapp
measurements. This ‘‘net’’ data set is available from t
LEGS web page@11# and is tabulated here. In Sec. I, a sum
mary of the experiments and a comparison to existing dat
given. In Sec. II, we examine the sensitivity to the sh
range tensor component of the interaction by comparing
data with impulse approximation model calculations. This
extended in Sec. III by a comparison with coupled chan
calculations.

I. THE LEGS EXPERIMENTS

For LEGS experimentsL1 andL3, protons from the pho-
todisintegration reaction were observed with three comp
mentary detector systems: an array of phoswich scintillat
a NaI/Si-microstrip system~NSS!, and a NaI wire chambe
combination~NWC!. Operating some in coincidence wit
the photon tag and some untagged permitted measureme
excitation functions from below pion threshold up to th
highest energies then available. At the same time, comp
angular distributions were also obtained throughout
tagged energy range.

During the L1 run period, data was collected with th
tagged phoswich at seven angles simultaneously and the
tagged NSS at three angles sequentially up to a maxim
energy of 228 MeV. TheL3 data collection was done in tw
periods. Tagged phoswich data covering eight angles
untagged NSS at two successive angles were used inL3a.
During L3b, the tagged NWC system was positioned
;90°. For theL3 measurements, the maximum photon e
ergy was 332 MeV.

A. Phoswich detector array

Proton angular distributions were measured with an ar
of 24 phoswich detectors placed in groups of three at se
laboratory angles~15°, 35°, 55°, 75°, 95°, 115°, 135°! with
an eighth angle~155°! added forL3. Each detector covere
a solid angle of 20.72 msr63.1%. The detectors were a
ranged as shown in Fig. 2 with the reaction plane vertic
These scintillator ‘‘sandwiches’’ consist of 2 mm o
CaF2~Eu! followed by 38.1 cm of plastic~15° and 35°! or 1
mm CaF2 in front of 26.0 cm plastic scintillator. Both scin
tillators are read out by the same phototube. This comp
design takes advantage of the very different signal de
times in the two scintillator materials.~The decay constan
for CaF2 is 0.94ms.! A typical DE-E spectrum is shown in
Fig. 3. By splitting the signal and integrating the fast a
slow components separately as shown in the insert, sepa
E andDE information are obtained. An 80 ns wide gate w
used to integrate the prompt plastic peak. After a 100
delay, a 1ms gate was opened to integrate the slowDE
signal. This readout method mixes the two signals result
in nonorthogonal axes as seen in the figure. The unmi
data is recovered in the off-line analysis by applying a line
transformation to the raw data. Once unmixed, the data
energy calibrated and spectra from the three adjacent de
4-2
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MEASUREMENT OF2H(gW ,p)n WITH LINEARLY . . . PHYSICAL REVIEW C 61 024604
tors combined, increasing the statistics and reducing the
certainty in placing cuts to extract yields. Since we are
serving a two-body final state, the kinematics are o
determined by measuring the photon energy~tagging! and
the proton angle and energy. All of this information is co
veniently incorporated in the analysis by computing t
missing mass. Protons from the photodisintegration reac
then appear as a peak at the mass of the neutron.

The resulting missing mass spectra at each angle w
next corrected for accidental coincidences. The time betw
the photon tag and the proton signal was digitized as sh
in Fig. 4. In this figure, the 18.9 ns bunch structure of t
stored electron beam is clearly evident. By starting with
loose coincidence~80 ns! between a nuclear event and th

FIG. 2. The arrangement of the phoswich and NaI/Si-strip
tector systems. The reaction plane is vertical.

FIG. 3. A typical raw DE vs E spectrum obtained with a
phoswich detector. The inset schematically shows the setting o
gates to recover both pieces of information from one phototube
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logical OR of all the photon tagging detectors~the tagger is
described in Sec. I D 1! that had the timing of the tag at th
nuclear rate, and stopping with the nuclear event, the a
dental peaks preceding the true peak represent TDC s
generated by later tags. Thus, for a count to be entered
one of these peaks, the true tag must be missing. Howe
the accidental peak appearing at a later time than the
peak contains two classes of accidentals. Events in this p
come from earlier tags for which a true tag would have be
missing~as with the later tags! and those for which a true ta
would have been recorded had the electronics not been b
Since one single-hit TDC per nuclear detector was us
these earlier TDC starts can thus remove events from the
peak. Thesestolenevents simply scale the data. The accide
tals correction~later tags, earlier TDC peaks! is done by
producing spectra gated on the out-of-time tags immedia
preceding the true peak and subtracting these from spe
gated on the true peak. This produces accidental corre
spectra for target full and target empty. From the differen
of these spectra, the yields are extracted. The correction
the stolen events~earlier tag, later peak! is made to the ex-
tracted yields by the multiplicative factor,Fs ,

Fs5
1

12
S2A

T2A

, ~1!

where T, S, and A are the number of counts in the tru
stolen, and accidental peaks, respectively. Since this cor
tion depends on both the photon tagging rate and the pro
rate into a particular detector, a different correction was co

-

he

FIG. 4. A TDC spectrum showing the placement of true a
accidental gates. Both preceding accidental buckets were inclu
to improve statistics.
4-3
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G. BLANPIED et al. PHYSICAL REVIEW C 61 024604
puted for each detector and photon polarization state~see
Sec. I D 5!. Typically, Fs was about 1.04460.001.

To optimize the signal-to-noise ratio in the extract
yields, only the peaks were integrated. The losses from
integrated tails are estimated with a Monte Carlo calculat
using the CERN GEANT program. A comparison of the
calculations with published peak-to-tail ratios found them
be within 61% of published data@12,13,14#.

The accidental corrected missing mass spectra co
sponding to target full, target empty, the full-empty diffe
ence, and the GEANT calculation for the detectors at 15°
shown in Fig. 5 for the 207 MeV tag. The sharp rise
missing masses larger than 1070 MeV is from pion prod
tion. The over determination of the kinematics makes
separation of this reaction trivial. In the 15° and 75° spec
~Fig. 6 and Fig. 7! another small, broad peak is seen cente
near 1050 MeV. This peak contains pions that are misid
tified by the phoswich readout method. Muons from posit
pions that stop in a phoswich detector will occasionally d
cay within the delayedDE gate. When this happens, th
resulting 4.1 MeV deposited in the plastic adds to the w
gateDE signal, shifting the pion inside the proton distrib
tion. As can be seen from Figs. 5–7, this misidentification
never a problem at any angle.

At the energies reported here, the protons associated
pion production have energies significantly above dete

FIG. 5. The accidental corrected, target full~line! and target
empty~filled! missing mass spectra computed from summed spe
from adjacent detectors at 15° are shown in the upper panel. T
spectra correspond to theEg5207 MeV tag. The lower panel show
the full-empty difference~solid! and the Monte Carlo calculation
~dashed!.
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thresholds only at the most forward angles. Hence, the la
pion peak is not seen at 75°~Fig. 6! and 135°~Fig. 7!. It is
possible that such contamination from pion production
forward angles was a source of confusion in some ear

ra
se

FIG. 6. The same as Fig. 5 for the detectors at 75°.

FIG. 7. The same as Fig. 5 for the detectors at 135°.
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MEASUREMENT OF2H(gW ,p)n WITH LINEARLY . . . PHYSICAL REVIEW C 61 024604
experiments and contributed to the large uncertainties ab
pion threshold. For example, the Frascati data shown in
1 were collected using a quasimonochromatic photon be
produced by positron annihilation in flight. This photo
beam was accompanied by a significant bremsstrahlung
which was included in the analysis. Although tests we
made to insure that contamination was not a problem,
such published tests were made at 105°@15#. There is no
indication that such tests were made at forward angles.
see in our spectra that there is little or no pion contamina
at these larger angles because the associated proton
mostly below detection thresholds. The separation provi
by over determination of the kinematics insures that this
not a problem in the present experiment.

B. NaI-silicon microstrip detector system„NSS…

A second detector system was used simultaneously
the phoswich array. This detector was operated untagged
relied on good angle resolution for accurate reconstructio
the photon energy. The azimuthal angle is measured by
planes of Si microstrips 42350 mm2 in area and having 24
strips 2.0 mm apart providing'3° resolution. The scattering
angle is determined by two planes with an area
40340 mm2, each containing 200 strips, 0.2 mm apart a
0.3 mm thick. This gives an angular resolution in the re
tion plane of'0.3°.

Behind the microstrips is a plastic trigger scintillator 1 c
thick and a 25.4 cm long323.8 cm diameter NaI~Tl!. These
detectors provideDE and E signals for particle identifica-
tion. A schematic of the NSS assembly is shown in Fig.
Data were collected with this detector located successive
55°, 75°, and 91°.

Although photon tag information was collected with th
NSS, it was not required in the trigger, permitting the data
be analyzed both tagged and untagged. The tagged data
vided useful diagnostics to check for pion contamination a
allow energy calibration of the NaI detector. This detec
system has the unique ability in this experiment to extend
range of measurements well below the tagging and pion
duction threshold. Operating the detector untagged no lon
overdetermines the kinematics and thus accurate energy
angular determination is required to compute the photon
ergy from the observed proton energy and angle.

The accurate angle reconstruction also provides an a
nate method for eliminating the background from the tar
cell walls and vacuum windows. Projecting the observ
proton trajectories back to the plane containing the beam
allows the reconstruction of the target profile. Suitable c
on this profile eliminated the contributions from the myl
target cell. Proton trajectories projected back to their int
section with a plane passing through the center of the ta
is shown in Fig. 8. The downstream vacuum window is se
to be well separated from the target. In Fig. 9, the project
onto a line passing through the center of the target is sh
in the upper panel. Here, the target cut~dashed lines! is seen
to completely eliminate the contributions of the walls. T
lower panel shows the proton spectra obtained for the en
target and the portion that passed the target cut.
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Alternately, the microstrip data may be ignored and a f
and empty target subtraction done as for the phoswich de
tors. Both analysis methods were used on the 75° data
found to be in excellent agreement. Empty target data w
collected only at 75°. At all other angles, target reconstr
tion was used to eliminate backgrounds.

The efficiency of the silicon microstrip planes was o
tained directly from the data. For events identified as prot
by theirE-DE, the efficiency is obtained from the fraction o
events observed by a particular plane when the other th
are required. The total efficiency of the four planes~the prod-
uct of the four separate efficiencies! is 0.96760.028. The
efficiency of the NSS system for electrons is very low sin
electrons scatter through large angles in the silicon and
eliminated by the requirement of a straight track.

C. NaI-wire chamber detector system„NWC…

In a separate run (L3b), using the second target~de-
scribed in Sec. I E! a third detector assembly was used. Th
system consisted of a set of four wire chambers, twox planes
and twoy planes, followed by a 3 mm330 cm diameter and
2.5 cm360 cm diameter plastic scintillators, and
48.3 cm long348.3 cm diameter NaI detector. Because t
diameter of the plastic scintillator was larger than the N
the wire chambers were used to define the solid angle of
system and ensure that only events from the target were
cluded in the analysis. The wire chamber efficiency w
found in the same way as that of the silicon microstrips to
0.98260.006.

The NWC trigger required a photon tag and the detec
was placed at a laboratory angle of 90° throughout the en
run. Fixing the large solid angle detector at one an
throughout the experiment produced data with high statist
precision.

After energy calibration of the plastic and NaI scintilla
tors, the missing mass was computed producing spectra

FIG. 8. The NSS data projected onto a plane passing through
center of the target. The downstream vacuum window is clea
seen. The location of the target cell walls and the target cu
eliminate their contribution is indicated.
4-5
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G. BLANPIED et al. PHYSICAL REVIEW C 61 024604
each photon energy bin from which the yields could be
tracted. These spectra were corrected for accidental and
len coincidences as was done for the phoswich detector

D. Photon beam

1. General characteristics

Linearly polarizedg-rays were produced by backscatte
ing polarized laser light from the stored 2.54 GeV electr
beam in the NSLS. The ring is operated at a frequency
52.88 MHz with 25 out of 30 possible electron bunch
filled. The resulting photon beam thus has bunches separ
by 18.9 ns~see Fig. 4!.

The backscattered photon energy,Eg , is related to the
laser and electron energies,« andEe5gm, by

Eg5
4«g2

114«g/m1qg2
, ~2!

FIG. 9. The upper panel shows the target reconstruction u
the NSS detector located at 75°. The horizontal axis is the pos
along the beam with downstream being negative. Superimpose
the target full data~line! is the flux normalized target empty da
~filled!. The two vertical dotted lines corresponding to those sho
in Fig. 8 show the cut used to eliminate the background due to
target cell walls. The lower panel shows the proton spectrum for
full target ~filled! and for those events that pass the target cut.
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wherem is the electron mass andp–q is the photon scatter
ing angle. Maximumg-ray energies correspond toq50°.
This maximumg-ray energy is called theCompton edge.

During theL1 run period, an Ar-ion laser was operated
488 nm producing the Compton edge at 228 MeV. TheL3
experiments were conducted with the laser operated i
multiline mode, emitting three lines at 364, 351, and 333 n
This produces a spectrum that is the superposition of th
spectra with Compton edges at 297, 307, and 321 MeV,
spectively. Just prior to experimentL3b, the ring energy was
increased to 2.58 GeV. Backscattering with the multiline U
produced Compton edges at 307, 317, and 332 MeV.

The physical process is simply Compton scattering in
rest frame of the electron and the tremendous amplifica
in scattered photon energy arises from a Lorentz boost to
electron rest frame and a second boost back to labora
frame. The laser photon energy increases when transform
from the lab to the electron rest frame. The scattering of t
boosted photon is described by the Klein-Nishina scatter
of light from a free electron. After the scattering, the boo
back to the laboratory produces a photonbeamby collapsing
the entire angular distribution into a narrow cone about
electron beam@16#. The spatial distribution of the photo
beam produced by backscattering 488 nm laser light as
served after the nuclear target~; 40 m from the center of the
interaction region! is shown in Fig. 10. The upper pane
shows the beam profile for an energy near the maximu
The horizontal ellipse reflects the divergence of the sto
electron beam which is 80mrad vertically and 240mrad hori-
zontally. Nickel slits, located 20 m upstream of the targ
immediately followed by a magnet to removee6 pairs, are
used to insure that the photon beam is completely confi
within the target. As the photon energy decreases from
maximum, the beam spot develops a double-lobed struc
as seen in Fig. 10. This a result of the convolution of t
beam divergence and the angular dependence of the K
Nishina cross section.

The g-ray energies were determined to;5.4 MeV, full
width at half maximum~FWHM! by detecting the scattere
electrons in a tagging spectrometer@17#. This resolution is
dominated by the momentum spread of the electrons in
storage ring. By placing a large NaI detector directly in t
beam and operating at low flux, the photon spectrum is
served, as is shown for the 488 nm laser line in Fig. 11. T
upper panel shows an untagged spectrum with a lower l
determined only by the threshold of the detector. The cen
panel shows the spectrum obtained in coincidence with
205 MeV tag and the bottom panel shows a 110 MeV tag
spectrum.

Also seen in the upper panel of Fig. 11 is a very sm
~,1%! background extending above the Compton edge. T
is bremsstrahlung produced by the resident gas in the
chrotron. The presence of this unpolarized component of
beam increases the flux but decreases the polarization.
correction to the polarization is discussed in Sec. I D 5.

The tagging focal plane contained two rows
643.2 mm33.2 mm scintillators offset from one another b
1.6 mm. For theL1 experiments, the lower tagging limit wa
185 MeV. For L3, the lower limit was 203 MeV. Other
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MEASUREMENT OF2H(gW ,p)n WITH LINEARLY . . . PHYSICAL REVIEW C 61 024604
lower energy~and lower resolution! diagnostic tags were ob
tained by placing scintillators along the storage ring be
line.

2. Beam monitoring

In all experiments, the photon flux was measured wit
sampling plastic scintillator/converter sandwich plac
downstream of the target. The upstream scintillator serve
a veto ofe1e2 pairs produced in the target and in air. Th
scintillator was followed by a Cu or Al converter represe
ing '5% of a radiation length. Following the converter w
a second scintillator to count the number ofe1e2 pairs pro-
duced in the converter.

The monitor signal in coincidence with the tag w
scaled. The accidental coincidences were measured by
ing a coincidence between the monitor signal and an out
time photon bunch, vetoed by the true coincidences.
veto insured that uncorrelated coincidences are counted
as in a single-hit TDC spectrum. The accidental correc
flux monitor is just the difference between the true and
toed accidental scalers.

3. Monitor calibration

Calibration of the beam monitor was done at frequ
intervals by comparing the monitor count rate to that o

FIG. 10. The profile of the backscattered photon beam a
passing through the nuclear target. The upper panel shows the
tribution observed with two sets of crossed scintillators 3.18 m
wide. Thus each pixel in the diagram represents a 3.1833.18 mm
area. The sizes of the boxes are proportional to the intensity at
pixel. The upper panel shows the beam profile at 200 MeV, near
maximum energy of 235 MeV. The lower panel shows the doub
lobbed beam profile at 100 MeV for horizontal polarization.
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tained in a large (23.8 cm335.6 cm) NaI detector placed di
rectly in the beam. The flux was reduced to between 15
50 kHz to avoid pileup in the NaI by closing the slits
produce a beam spot size of approximately 4.534.5 mm.

In addition to lowering the flux by closing the slits as w
done during a data run, other methods were investiga
Lower flux was also produced by reducing the laser pow
with the slits in the normal position. Reducing the electr
beam current in the storage ring permitted calibration w
full laser power and normally open slits. All of these met
ods were used for photon beams of both polarizations.
dependence on the electron current, laser power, slit open
or polarization was observed. To insure the stability of t
monitor at full flux and eliminate any rate dependence, p
totubes were chosen which gave baseline-to-baseline p
widths smaller than the time between successive be
bunches~18.9 ns! and the gains were monitored during ea
run.

4. Monitor data reduction

Monitor efficiencies were measured as a function of ph
ton energy. A smooth energy dependence was fit to the d

r
is-

ch
e
-

FIG. 11. The photon spectrum as observed by placing a la
NaI detector directly in the beam at low flux. The top panel sho
the spectrum from the Compton edge down to the detector thr
old. The middle panel shows the NaI spectrum observed in coi
dence with the 205 MeV tag. The bottom panel shows the spect
seen in coincidence with a 110 MeV tag.
4-7
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Rather than quote the normalization uncertainty as the e
in this fit, the uncertainty is assumed to be the standard
viation of the data about the fit. In this way, any remaini
nonstatistical fluctuations in the data were included in
quoted uncertainties.

The flux in each analysis bin for each run in experime
L1 is found from a histogram of the tagger obtained by r
domly sampling the tagger distribution. Because the tag
photons are limited to a small energy region near the m
mum energy, this sample is indistinguishable from the t
spectrum of photons on target as measured at the end o
run. These sample histograms are corrected for the mon
efficiency and normalized to give the correct integrated fl

During L3, where the tagged energy range is much larg
the tagger spectrum in coincidence with the monitor w
sampled directly. This allowed a bin-by-bin monitor ef
ciency correction giving a measure of the photon spectr
on target. At energies whereL1 and L3 overlap, the two
normalization methods were found to be in good agreem

5. Photon polarization

The photon polarization was flipped between states w
linear polarization parallel and perpendicular to the react
plane at intervals randomly distributed between appro
mately 30 and 90 s. Due to a slight polarization depende
in the reflectance of the laser optics, the fluxes for the t
polarization states are somewhat different. To reduce the
ferences in statistical uncertainties due to different fluxes,
average times spent in each polarization state were adju
to give the same total flux on target.

The polarization of the backscattered photons is given
the Klein-Nishina@18# formula for the Compton scatterin
cross section and is substantially higher than that obta
from coherent bremsstrahlung. The polarization of the LE
beam is found by using a Monte Carlo calculation to fold t
Compton cross section with the electron and laser beam
files and divergences. This results in a universal curve
gives the polarization as a function of the fraction of the e
point energy.

As the photon energy decreases from the Compton e
the laboratory scattering angle increases. Thus, lower en
photons scatter into larger annular regions. The azimu
scattering angle dependence of the Compton cross se
peaks in the plane perpendicular to the plane of the pho
polarization. Folding the kinematics and the cross sec
produces a beam which displays a single, central spot
energies near the Compton edge but which splits into
spots as the photon energy decreases. Finally, the diverg
of the electron beam dominates that of the laser and prod
a beam profile elongated horizontally. This smears the be
spot into a horizontal lobe as shown in the upper pane
Fig. 10. The two-lobed nature of the horizontally polariz
beam at energies below the maximum is seen in the lo
panel. For vertical polarization below the Compton edge,
two horizontally smeared beam spots are in the horizo
plane. The long axes of the two lobes now align and th
merge to produce a single, wider beam spot. Thus, pho
beam has both an energy and polarization dependent pro
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In general, the photon polarization,̀, is a function of
bothq andw. Since the photon energy divided by the max
mum photon energy, (Eg /Eg

max), and the scattering angle,q,
have a one-to-one relationship, it is convenient to express
polarization as̀ (Eg /Eg

max,w). By integrating over the beam
spot as cut by the Ni slits, thew dependence is removed
leaving the polarization simply a function of energy.

Since the bremsstrahlung produced by the residual ga
the storage ring contributes to the flux but not to the pol
ization, the bremsstrahlung flux must be measured and
polarization corrected. Monitor event data are also collec
with the laser shutter closed to obtain the shape of the bre
strahlung spectrum and the bremsstrahlung flux. The un
larized contribution was monitored throughout the expe
ments and was always a small~, 1%! fraction of the flux,
Fb , independent of energy within the tagging interval. T
multiplicative correction to the polarization isPB512FB .

The laser polarization was measured after the las
electron interaction region at the exit of a bending-mag
port upstream of the storage-ring straight section. This
cluded the effect of any depolarization of the laser light
passing through optics damaged by the exposure to the
chrotron radiation.

For the phoswich data, where the reaction plane for e
event was only determined to within theDf of the detectors
placed at each angle, an angle dependent polarization co
tion is required. Because the polarization dependence en
the cross section multiplied by cos(2f) and the detectors
cover a finitef range, the polarization must be averag
over the face of the detectors. This introduces a multipli
tive correction of

L~u!5
1

Df E cos~2f!df. ~3!

For the NSS and NWC data, where theu andf of each
event was known, this correction is unity.

The laser light was prepared in two states: perpendic
to the reaction plane, state 1, and parallel, state 2. Deno
the laser polarizations as measured after the storage
straight section, byP18 andP28 , the correspondingnet g-ray
polarizations are given by

P1
g5L~u!PBH P 1

l `1~Eg!2
1

2
~12P1

l !@`2~Eg!2`1~Eg!#J ,

~4!

P2
g5L~u!PBH P2

l `2~Eg!2
1

2
~12P2

l !@`1~Eg!2`2~Eg!#J ,

~5!

where `1(Eg) and `2(Eg) are the horizontal and vertica
polarizations produced by backscattering a completely po
ized laser beam from the stored electron beam. The sec
term in each equation arises from the decomposition of
light into its orthogonal components. Sincè1'`2 , except
at the lowest energies, this term is small. Figure 12 shows
resultant polarization for theL3 run with L(u)51. The
maximum value nearEg /Eg

max51 indicates the degree of la
4-8
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ser polarization and the shape of the curve in this reg
reflects the fact that the laser was operated in a multi
mode for this run.

E. Targets

Two different liquid deuterium targets were used to c
lect data. The target used for all phoswich and NSS dete
runs was a mylar cylinder 3.8 cm in diameter placed with
long axis perpendicular to the beam direction and in the h
zontal plane. By choosing a vertical reaction plane, this p
sented an approximately uniform target thickness to
emerging protons at all angles. The walls of the cell were
mm thick. The upstream end of the vacuum vessel wa
mylar window not viewed by the detectors. Backgrou
from the downstream mylar window contributed to the sp
tra observed with the phoswich detectors but not to the ta
reconstructions of the NSS system. The target thickness
the NSS analysis is determined directly from the target
placed on the reconstruction shown in the upper panel of
9. For the phoswich detectors, the target thickness was
termined by convoluting the beam profile with the targ
geometry. This introduces an energy dependence since
beam profile varies with energy. The effective target thic
ness calculated for the two polarizations is shown in Fig.

The target used with the NWC was a cylinder with t
long axis parallel to the beam direction. It was 13 cm lo
and 6 cm in diameter. The cell walls were 1.3 mm thick.

F. Observables and uncertainties

With photon polarization parallel and perpendicular to t
reaction plane, two independent observables can be
structed. Which two are the most useful depends on
physics of interest. The general angular dependence of
cross section can be written as

FIG. 12. Theg-ray polarization as a function of the fraction o
the maximum energy withL(u)51. This is the polarization ob-
tained with the Ni slits set to the run conditions. The polarizat
dependence results from the change in the beam spot for ene
below the maximum as seen in Fig. 10. Note the suppressed ze
the polarization axis.
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ds

dV
~u,f!5

ds

dV
~u!1Ŝ~u!cos~2f!, ~6!

where the cross sections are what would be observed
100% polarized beam. In terms of these polarization c
rected cross sections, the polarization-independent and
pendent cross section are given by

ds

dV
~u!5

1

2 S ds i

dV
1

ds'

dV D , Ŝ~u!5
1

2 S ds i

dV
2

ds'

dV D .

~7!

Because of experimental limitations, it has been custo
ary to present the beam asymmetry,S(u)
5Ŝ(u)/„ds(u)/dV… rather than the polarization-depende
cross section.

The polarization corrected cross sections,ds i (u)/dV
andds' (u)/dV, are related to those observed in polariz
tion state 1 and state 2, by

ds i

dV
~u!5

1

P1
g1P2

g H ~11P2
g!

ds1

dV
~u!2~12P1

g!
ds2

dV
~u!J

~8!

and

ds'

dV
~u!5

1

P1
g1P2

g

3H 2~12P2
g!

ds1

dV
~u!1~11P1

g!
ds2

dV
~u!J .

~9!

ies
on

FIG. 13. The target thickness used for generating cross sec
with the phoswich data. This thickness is the convolution of
energy and polarization dependent beam profile with the geom
cal thickness of the target. This target thickness shown is for theL3
data run.
4-9
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Thus, in terms of measured quantities, the unpolarized c
section is

ds

dV
~u!5

1

P1
g1P2

g FP2
g ds1

dV
~u!1P1

g ds2

dV
~u!G , ~10!

the beam asymmetry is

S~u!5

ds1

dV
~u!2

ds2

dV
~u!

P2
g ds1

dV
~u!1P1

g ds2

dV
~u!

, ~11!

and the polarization-dependent cross section~the numerator
of the asymmetry! is

Ŝ~u!5
1

P1
g1P2

g Fds1

dV
~u!2

ds2

dV
~u!G . ~12!

Since the photon has only two quantum states and
target is unpolarized, any two ofds i (u)/dV, ds' (u)/dV,
ds(u)/dV, S~u!, and Ŝ(u) completely characterize the re
action. Regardless of which observables are chosen, it is
portant to compute them directly from the experimen
quantitiesds1 /dV anddV2 /dV to correctly propagate the
uncertainties.

The uncertainties in the data can be divided into th
categories: statistical, polarization-dependent system
and polarization-independent systematic. Since
polarization-dependent systematic uncertainties canno
factored out, they are combined in quadrature with the
tistical uncertainties. The contributions to each of these
each described here.

Polarization. Because the sum of the polarizations ent
only as an overall scale factor, the uncertainty in this s
contributes to the polarization-independent uncertainty. T
polarizations also enter the expression for the unpolari
cross section in a way that does not factor out. The un
tainties in these quantities obviously contribute to t
polarization-dependent systematic uncertainties.

TABLE I. The contributions to the systematic uncertainties
the two experimentsL1 andL3. Values listed are in percent and th
totals are the sums in quadrature. TheL1/L3 total is the61s sys-
tematic uncertainty ascribed to the grand average data set.

Experiment

Source L1 L3

Target thickness 1.4 1.4
Solid angle~phoswich! 3.1 3.1
Background subtraction 0.4 0.4
Photon flux 3.3 2.0
Beam polarization

~for each polarization state!
1.3 1.0

GEANT efficiency
~multiple scattering and reactions!

1.0 1.0 L1/L3
Total

Total 5.0 4.2 5.0
02460
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Target thickness, solid angle, flux and Monte Carlo pe
to-tail ratios. The uncertainty in these quantities contribu
only to the polarization-independent systematic uncertain

Background subtraction. For the data sets where a bac
ground subtraction was made~as opposed to reconstruction!,
there was a contribution to both the statistical a
polarization-independent systematic uncertainties. Beca
the target-full and target-empty data runs were not taken
the same time, small off-line gain changes in the phosw
detectors were made. The uncertainty in this gain-match
procedure contributed to the systematic uncertainty.

The systematic uncertainties for these experiments
summarized in Table I.

FIG. 14. Comparison of the five data sets obtained in exp
mentsL1 andL3 at 222 MeV. The phoswich data from the lowe
energy data set are shown with filled circles, the lower energy N
data are shown with filled squares, the phoswich data from
higher energy data set are shown with open circles, the higher
ergy NSS data are shown with open squares, and the NWC dat
shown with open triangles. Only statistical and polarizatio
dependent uncertainties are shown. The top panel shows the u
larized cross section, the middle contains the polarization depen
cross section, and the bottom shows the beam asymmetry.
4-10
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G. Results

There are significant regions where the five data sets o
lap and good agreement is obtained. The quality of t
agreement is shown at 222 MeV in Fig. 14. Although the
are small variations among the different data sets, these
within the expected systematic uncertainties of Table I. T
excellent agreement of the asymmetries supports the co
tency of the beam polarization calculations. The photon
ergy of 222 MeV is 0.94Eg

max in the L1 experiments and is
'0.70Eg

max in the L3 experiments resulting in photon pola
izations of 0.99 and 0.84, respectively. The agreem
among the various data sets suggests that there are no
nificant systematic differences and that the data may be c
bined into one grand average set.

Data from these experiments span the energy range f
105 MeV to 317 MeV with different energy bin sizes an
centroids for different detector sets. The data have been c
bined by dividing the energy range into 22 bins and aver
ing the data in each bin. The bins were chosen so tha
many data sets as possible contributed to each. To ch
these bins we look atS(u lab575°) because data for thi
observable at this angle is available from all measureme
The data binning is shown in Fig. 15.

Operating the NSS detector system untagged ma
elimination of pion contamination more difficult at th
higher energies. Even though the cross checks with
tagged subset of the NSS data indicate that this is no
problem in any of the data, we report absolute cross sect
and asymmetries from theL1 run but only asymmetries from
the L3 run to remove any possibility that the absolute cro
sections are contaminated.

Data below the tagging threshold of 185 MeV come on
from silicon strip detectors. In this regionEg is available
only indirectly via proton angle measurement and the re
02460
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lution turned out to be less than that obtained by taggi
Thus, the energy bin size is larger below tagging thresh
Once the energy bins are established, the centroid of each
and the bin size are computed. There are two cases.

~1! To calculate the energy bin centroids for the excitati
function at a given angle, only the data points from th
particular angle will contribute to the centroid~and bin size!
calculation.

~2! If the energy bin centroid for the angular distributio
is to be calculated, then the data points from all the ang
involved in the angular distribution are used.

For both cases, the bin averages weighted by the sta
cal and polarization-dependent systematic uncertainties w
constructed. The energy bin centroids obtained by the
methods are somewhat different since more data is inclu
in the computation of the centroid for the angular distrib
tions than for the excitation functions. Because of the diff
ing angular coverage, energy binning, and observables a
able for each detector, not every final energy bin is popula
with all observables at all angles. The angular distributio
are tabulated in Table II and plotted in Figs. 16–19 alo
with other published data. The excitation functions are p
sented in Table III and are plotted in Fig. 20 for the angles
which NSS data extends the data below the tagging thre
old.

The size of the relative polarization-independent syste
atic errors may be assessed by computing the reducedx2 of
all five data sets compared to the average. This gi
x2/Nf5277.8/9253.0 for the polarization-independent an
dependent cross sections. For the asymmetries, where
polarization-independent uncertainties should not contrib
x2/Nf582.1/9450.9. Thus, we find a reducedx2 consistent
with the cancellation of small scale errors in the asymme
and their effect on the absolute cross sections is minor.
c-
n

.
re
d

d

FIG. 15. The unpolarized and
polarization dependent cross se
tions and the beam polarizatio
asymmetry, at u lab575°, as a
function of energy for all data sets
The symbols for the data sets a
the same as in Fig. 14. The dotte
vertical lines indicate the binning
used for producing the combine
average data set.
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TABLE II. Error weighted average angular distributions produced from the data obtained experimenL1
andL3.

E
~MeV!

uc.m.

~deg!

ds

dV
~u! ~mb/sr!

S& (u) (mb/sr) S~u!

187.565.4 16.3 3.2460.13 0.2260.24 0.0760.07

40.5 4.2060.13 20.0960.15 20.0260.04

64.3 4.9060.09 20.5260.11 20.1160.02

86.0 4.7160.10 20.7860.11 20.1760.02

107.3 4.1860.10 21.1460.11 20.2660.03

126.4 4.0460.14 20.6560.16 20.1660.04

144.2 2.8560.14 20.6360.16 20.2260.06

196.964.0 16.4 3.8460.09 20.0260.16 0.0060.04

40.6 4.4060.10 20.1460.10 20.0360.02

64.5 4.9660.11 20.5860.11 20.1160.02

86.3 4.7660.11 21.0260.11 20.2160.02

107.6 4.2860.11 21.1060.11 20.2760.03

126.6 3.7260.11 20.6960.11 20.1860.03

144.4 3.3660.11 20.6160.12 20.1860.04

203.565.0 16.5 3.8260.07 0.1260.13 0.0360.03

40.8 4.8160.08 20.3060.09 20.0660.02

64.8 5.1460.07 20.8260.07 20.1660.01

86.6 4.8460.07 21.1060.07 20.2360.01

107.9 4.5760.07 21.2660.08 20.2860.02

126.9 3.9860.08 20.8160.10 20.1960.02

144.6 3.2860.08 20.4960.10 20.1560.03

161.0 2.3860.16 0.2960.25 0.1260.10

212.564.1 16.5 4.0260.07 0.0660.13 0.0260.03

41.0 4.9660.08 20.5760.09 20.1160.02

65.1 5.2460.09 20.9760.09 20.1860.02

86.9 4.9060.08 21.2160.09 20.2560.02

108.2 4.6360.09 21.2760.09 20.2960.02

127.2 4.2760.09 20.7460.10 20.1760.02

144.8 3.5760.09 20.5660.10 20.1560.03

161.2 2.5260.17 20.2260.25 20.0960.10

219.364.8 16.6 4.3860.08 20.2660.14 20.0660.03

41.1 5.0860.08 20.3460.09 20.0760.02

65.2 5.3360.07 21.0660.07 20.2060.01

87.0 5.1260.05 21.4360.06 20.2960.01

108.3 4.7060.08 21.3760.08 20.2960.02

127.3 4.2560.10 20.9960.11 20.2460.02

144.9 3.7360.10 20.5460.11 20.1460.03

161.2 2.7160.17 0.3460.24 0.1360.09

226.563.4 16.6 4.5960.09 0.2760.16 0.0660.04

41.2 5.3160.10 20.5460.12 20.1160.02

65.4 5.5060.11 21.0960.13 20.2060.02

87.3 5.4660.09 21.4860.10 20.2860.02

108.6 4.9260.11 21.5060.13 20.3060.02

127.5 4.4760.11 21.1560.13 20.2560.03

145.1 3.8860.11 20.6260.13 20.1660.04

161.3 2.6960.18 0.1060.24 0.0460.09
024604-12
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TABLE II. ~Continued!.

E
~MeV!

uc.m.

~deg!

ds

dV
~u! ~mb/sr!

S& (u) (mb/sr) S~u!

234.563.6 16.7 4.6960.12 20.2060.24 20.0460.05

41.4 5.3460.13 20.8260.17 20.1560.03

65.7 5.5060.16 20.7960.19 20.1660.03

87.6 5.6460.09 21.7360.10 20.3160.02

108.9 4.7860.15 21.6160.17 20.3560.03

127.8 4.4160.14 21.3860.17 20.3160.04

145.3 3.6860.14 20.6860.18 20.1860.050

161.4 2.9060.18 20.3060.23 20.1060.08

244.466.2 16.8 4.6760.11 20.1760.21 20.0460.05

41.5 5.3560.12 20.5460.14 20.1060.03

65.8 5.3160.15 21.3960.17 20.2560.03

87.8 5.6860.08 21.8060.10 20.3160.02

109.1 4.9460.13 21.6360.15 20.3360.02

128.0 4.2860.13 21.0260.15 20.2460.04

145.4 4.1460.13 20.7160.15 20.1760.04

161.5 2.9960.17 20.1560.21 20.0560.07

260.566.8 16.9 5.0560.09 20.2260.17 20.0460.03

41.8 5.4560.10 20.5160.12 20.0960.02

66.2 5.7460.12 21.1260.13 20.2060.02

88.3 5.7260.07 21.8160.08 20.3260.01

109.6 5.0060.11 21.3960.12 20.3060.02

128.4 4.6560.10 21.3560.11 20.2960.03

145.7 4.1160.11 20.3060.13 20.0760.03

161.7 3.0860.15 20.0260.17 20.0160.06

276.367.2 17.0 4.9460.09 0.1160.15 0.0260.03

42.1 5.2260.09 20.6260.10 20.1260.02

66.6 5.3160.11 21.0560.12 20.2160.02

88.7 5.8460.06 21.7960.07 20.3160.01

110.0 4.8960.10 21.5860.11 20.3260.02

128.8 4.4560.10 20.9160.11 20.2060.02

146.0 3.9260.11 20.3560.12 20.0960.03

161.9 3.0960.13 0.0760.15 0.0260.05

290.964.6 17.1 4.7160.10 20.2160.17 20.0460.03

42.3 5.0060.10 20.4060.12 20.0860.02

67.0 5.1360.13 21.2960.14 20.2460.03

89.1 5.4560.07 21.5460.07 20.2860.01

110.5 4.7960.12 21.4360.13 20.3060.02

129.2 4.0860.12 20.7560.13 20.1860.03

146.3 3.9760.12 20.4060.14 20.1060.03

162.0 3.1160.16 20.0960.18 20.0360.06

300.465.0 17.2 4.7160.11 0.1660.19 0.0360.04

42.5 4.5360.12 20.3960.14 20.0960.03

67.2 4.9360.15 21.0860.16 20.2260.03

89.4 5.1960.07 21.5160.08 20.3060.01

110.7 4.6260.14 21.3060.15 20.2860.02

129.4 4.3660.14 20.7860.15 20.1860.03

146.5 3.8560.15 20.4160.17 20.1160.04

162.1 3.0160.19 0.0060.22 0.0060.07
024604-13
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TABLE II ~Continued!.

E
~MeV!

uc.m.

~deg!

ds

dV
~u! ~mb/sr!

S& (u) (mb/sr) S~u!

313.867.4 17.3 3.9760.20 0.0060.37 0.0060.09
42.7 4.6160.21 20.1160.25 20.0360.05
67.5 3.8360.30 20.9860.33 20.3260.07
89.7 4.8060.08 21.5460.09 20.3260.02

111.1 4.3760.24 21.1360.27 20.3860.04
129.7 4.0060.25 20.9560.28 20.2360.07
146.7 2.9560.27 20.3060.32 20.1160.11
162.2 2.6360.37 0.1060.43 0.0860.17
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timates for the polarization-independent scale uncertain
ranged from 4–5 % for the various data sets. Since thex2

analysis confirms the consistency of the data sets, we
servatively ascribe a uniform scale uncertainty of65% to
the averaged absolute cross sections, as indicated in the
column of Table I.

The angle integrated total cross sections are found by
ting the averaged angular distributions with Legendre po
nomials weighted by the statistical and polarizatio
dependent systematic uncertainties. These are given in T
IV and plotted in Fig. 21.

H. Comparison with existing data

The averaged data sets agree well with existing mo
chromatic and quasi-monochromatic data as seen in F
02460
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-
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16–20. The agreement with the unpolarized cross sect
obtained with monochromatic beams at Bonn and Mainz
overall quite good. Nevertheless, there are still variatio
near the peak of theD where the present work lies closer
the Bonn results. The Frascati quasimonchromatic data
discussed earlier, lies somewhat above the present work.
comparison with published asymmetry data is also qu
good although the older data tends to be more scattered
the present work. The agreement with the recent high pr
sion data from Mainz@35# is excellent. The asymmetry a
75° lab ~'90° c.m.! as a function of photon laboratory en
ergy is compared with published data in this energy range
Fig. 20. The agreement is quite good throughout the ra
spanned by this experiment. There are no existing data w
which to compare the polarization-dependent cross secti
5

d

FIG. 16. The unpolarized cross section, the polarization difference, and the beam asymmetry forEg5187.5, 196.9, 203.5, and 212.
MeV. The averagedL1/L3 data are shown with filled circles, the open and crossed squares represent the Frascati data@3,15#, the open
circles are from Bonn@4#, the Mainz@5# data are shown with crossed diamonds, data from Khar’kov@33# are shown with open triangles, an
asymmetry data from Mainz@35# are shown with crossed circles.
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FIG. 17. The same as Fig. 1
for Eg5219.3, 226.5, and 234.5
MeV. Asymmetry data from Fras-
cati @32# is shown with the slashed
square.
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As noted in the Introduction, absolute cross sections
the photodisintegration of deuterium have varied by as m
as a factor of two in the region around the delta. This sit
tion has improved dramatically since monochromatic a
quasimonochromatic photon sources have become avail
Figure 21 shows a comparison of the angle integrated t
cross sections of the LEGS data set with those of Bonn@4#,
Mainz @2#, Saskatoon@1#, and Frascati@3#. The agreemen
among the data sets obtained with tagged photon sourc
now between 1 and 8% depending upon energy.
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II. SENSITIVITY TO THE SHORT RANGE PART
OF THE NN TENSOR FORCE

A. The Bonn one boson exchange potential

A successful approach to understanding the nucle
nucleon potential is the field theoretic approach develo
by the Bonn group during the decade beginning in the m
1970s@19#. This model treats the mesons and nucleons as
fundamental fields. The relativistic one boson exchange
duction of the full model in momentum space~OBEPQ!
6
FIG. 18. The same as Fig. 1
for Eg5244.4, 260.5, and 276.3
MeV.
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FIG. 19. The same as Fig. 1
for Eg5290.9, 300.4, and 313.8
MeV.
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allows one to describe the long range (r .2 fm) portion of
the NN interaction by single pion exchange. At shorter d
tances (2 fm.r .1 fm) a fictitiouss meson with a mass o
550 MeV is required to represent theS-wave two pion ex-
change and the contributions of theh, r, v, d mesons be-
come important. In the core region (r ,1 fm), in addition to
multipion and heavy meson exchanges, the composite na
of the fields begin to become apparent. To account for th
complications in the core region and the degrees of freed
not explicitly included in the model, form factors are a
signed to the vertices.

Because the long range part of the coupling is given
single pion exchange, thepNN coupling constant,gp

2 /4p,
determines the asymptoticD/S state ratio and the quadrupo
moment for the deuteron. However, thepNN vertex form
factor, parametrized as

F~q!5
Lp

2 2mp
2

Lp
2 1q2

, ~13!

introduces a cutoff mass,Lp , that determines the effectiv
range of the interaction. Apparently equivalent potenti
may be produced with cutoff masses of 1.3, 1.7, and
GeV. While the choice ofLp ~after refitting form factors and
coupling constants for the heavier mesons! has no effect on
the static and low-energy deuteron observables, it has a
nificant effect onD-state wave function for distances le
than 2 fm and hence, on the percentageD state,PD , in the
deuteron wave function. This is summarized in Table V.

Although r exchange contributes to the tensor interact
at distances less than 2 fm,p exchange provides the dom
nant contribution for separations larger than about 0.5
The p and r contributions to the potential are of opposi
sign and become quite large at short range~. 100 MeV for
r ,0.5 fm). From Table V we see that asLp increases,Lr

decreases and ther coupling increases. This changes t
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radial dependence of the interference between these co
butions to the tensor force and hence,PD . Because the
strength of the tensor force at short range has a strong e
on calculations of many-body systems, it is important to
solve this ambiguity.

It is useful to clarify the role of theD-state of the deu-
teron. Amado@20# and Friar@21# have shown that theD-state
is not strictly anobservable. Although anyN-N potential
model fitted to data will have a definite value for theD-state
percentage, anotherN-N potential can always be constructe
that can produce an equivalent fit to the data with a differ
fraction of D-state, with these values varying generally b
tween 4 and 6%@22#. Nonetheless, within the context of
given potential model, theD-state percentage must be pro
erly adjusted to give a reasonable description of availa
data. This requirement becomes even more important w
anN-N potential is used in a many-body calculation. Vario
many-body properties, such as the binding energies of
three-body system and the density of nuclear matter, are
fected by theD-state of the chosenN-N potential, and the
D-state appropriate for the potential can only be fixed
comparing to observables directly sensitive to the strengt
the tensor interaction. Two such observables,
polarization-dependent cross section in the photodisinte

tion of deuterium,Ŝ(u), and then-p transition amplitude,
«1 , are discussed here.

B. n-p scattering

The ambiguities in the isospin zero tensor forces
scribed above may also be examined inn-p scattering. The
DL52 orbital angular momentum transitions, in particul
the 3S123D1 transition amplitude,«1 , is sensitive to the
short range behavior of the tensor force. Such data can
principle, discriminate among the three OBEPQ potenti
described above.
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TABLE III. Error weighted average excitation functions obtained from theL1 andL3 data.

u(deg)ab Eg ~MeV!

ds

dV
~mb/sr!

Ŝ (mb/sr) S

15 189.064.0 3.2460.13 0.2260.24 0.0760.07

197.064.0 3.8460.09 20.0260.16 0.0060.04

204.064.3 3.8260.07 0.1260.13 0.0360.03

212.264.2 4.0260.07 0.0660.13 0.0260.03

219.664.0 4.3860.08 20.2660.13 20.0660.03

226.063.5 4.5960.09 0.2760.16 0.0660.04

234.063.5 4.6960.12 20.2060.24 20.0460.05

245.067.5 4.6760.11 20.1760.21 20.0460.05

261.067.5 5.0560.09 20.2260.17 20.0460.03

277.068.5 4.9460.09 0.1160.15 0.0260.03

290.064.5 4.7160.10 20.2160.17 20.0460.03

299.065.0 4.7160.11 0.1660.19 0.0360.04

315.0611 3.9760.20 0.0060.37 0.0060.09

35 189.064.0 4.2060.13 20.0960.15 20.02060.04

197.064.0 4.4060.10 20.1460.10 20.03060.02

204.464.2 4.8160.08 20.3160.09 20.06260.02

212.664.1 4.9660.08 20.5760.09 20.11460.02

219.764.0 5.0860.08 20.3460.09 20.06760.02

226.063.5 5.3160.10 20.5460.12 20.10560.02

234.063.5 5.3460.13 20.8260.17 20.15060.03

245.067.5 5.3560.12 20.5460.14 20.10060.03

261.067.5 5.4560.10 20.5160.12 20.09060.02

277.068.5 5.2260.09 20.6260.10 20.12060.02

290.064.5 5.0060.10 20.4060.12 20.08060.02

299.065.0 4.5360.12 20.3960.14 20.09060.03

315.0611 4.6160.21 20.1160.25 20.03060.05

55 113.0616 5.9760.13 0.1060.30 0.0260.05

137.068.0 5.5160.15 0.0660.25 0.0160.05

152.667.7 5.6460.14 0.0860.20 0.0160.04

160.068.0 0.1360.09

170.168.0 5.6160.13 20.3360.17 20.0760.03

187.065.9 4.9060.09 20.5260.11 20.1160.02

196.964.0 4.9660.11 20.5860.11 20.1160.02

202.965.8 5.1460.07 20.8260.07 20.1660.01

212.664.1 5.2460.09 20.9760.09 20.1860.02

218.665.7 5.3360.07 21.0660.07 20.2060.01

226.063.6 5.5060.11 21.0960.13 20.2060.02

234.663.6 5.5060.16 20.7960.19 20.1660.03

244.866.8 5.3160.15 21.3960.17 20.2560.03

252.064.0 20.2160.06

260.967.2 5.7460.12 21.1260.13 20.2060.02

268.064.0 20.2460.06

276.967.9 5.3160.11 21.0560.12 20.2160.02

284.064.0 20.2460.05

290.464.4 5.1360.13 21.2960.14 20.2460.03

299.264.9 4.9360.15 21.0860.16 20.2260.03

314.0610 3.8360.30 20.9860.33 20.3260.07
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TABLE III ~Continued!.

u(deg)ab Eg ~MeV!

ds

dV
~mb/sr!

Ŝ (mb/sr) S

75 113.0616.0 4.7160.12 0.4260.29 0.0960.06

137.068.0 4.7460.15 0.2560.26 0.0560.05

152.267.4 4.2460.14 20.2360.19 20.0460.05

160.068.0 20.0860.07

171.468.0 4.6260.13 20.6860.17 20.1760.03

187.165.8 4.7160.10 20.7860.11 20.1760.02

196.964.0 4.7660.11 21.0260.11 20.2160.02

203.465.1 4.8460.07 21.1060.07 20.2360.01

212.564.1 4.9060.08 21.2160.09 20.2560.02

219.664.8 5.1260.05 21.4360.06 20.2960.01

227.463.1 5.4660.09 21.4860.10 20.2860.02

234.963.7 5.6460.09 21.7360.10 20.3160.02

243.764.9 5.6860.08 21.8060.09 20.3160.02

250.463.8 5.8260.10 21.7460.12 20.2960.02

259.665.6 5.7260.07 21.8160.08 20.3260.01

266.264.1 5.8060.10 21.9560.11 20.3460.01

275.165.6 5.8460.06 21.7960.07 20.3160.01

283.164.5 5.7360.09 21.6860.10 20.3060.01

291.764.7 5.4460.07 21.5460.07 20.2860.01

301.765.1 5.1960.07 21.5160.08 20.3060.01

313.666.3 4.8060.08 21.5460.09 20.3260.02

325.066.1 4.3160.14 21.3860.15 20.3260.03

95 113.0616 4.3660.13 20.6160.31 20.1460.07

137.068.0 4.5260.17 20.2560.28 20.0660.06

152.367.5 4.2260.15 20.8160.22 20.1760.05

160.068.0 20.2360.07

171.268.0 4.2560.14 20.7360.18 20.2160.03

187.165.7 4.1860.10 21.1460.11 20.2660.03

196.864.0 4.2860.11 21.1060.11 20.2760.03

203.565.1 4.5760.07 21.2660.08 20.2860.02

212.564.1 4.6360.09 21.2760.09 20.2960.02

218.765.4 4.7060.08 21.3760.08 20.2960.02

226.163.6 4.9260.11 21.5060.13 20.3060.02

234.763.7 4.7860.15 21.6160.17 20.3560.03

244.766.3 4.9460.13 21.6360.15 20.3360.02

252.064.0 20.2960.04

260.866.8 5.0060.11 21.3960.12 20.3060.02

268.064.0 20.3360.04

276.867.6 4.8960.10 21.5860.11 20.3260.02

284.064.0 20.3360.04

290.764.3 4.7960.12 21.4360.13 20.3060.02

299.464.7 4.6260.14 21.3060.15 20.2860.02

313.569.5 4.3760.24 21.1360.27 20.3860.04
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TABLE III ~Continued!.

u(deg)ab Eg ~MeV!

ds

dV
~mb/sr!

Ŝ (mb/sr) S

115 189.064.0 4.0460.14 20.6560.16 20.1660.04
197.064.0 3.7260.11 20.6960.11 20.1860.03
203.964.3 3.9860.08 20.8160.09 20.1960.02
212.364.2 4.2760.09 20.7460.10 20.1760.02
219.664.0 4.2460.10 20.9960.11 20.2460.02
226.063.5 4.4760.11 21.1560.13 20.2560.03
234.063.5 4.4160.14 21.3860.17 20.3160.04
245.067.5 4.2860.13 21.0260.15 20.2460.04
261.067.5 4.6560.10 21.3560.11 20.2960.03
277.068.5 4.4560.10 20.9160.11 20.2060.02
290.064.5 4.0860.12 20.7560.13 20.1860.03
299.065.0 4.3660.14 20.7860.15 20.1860.03
315.0611 4.0060.25 20.9560.28 20.2360.07

135 189.064.0 2.8560.14 20.6360.16 20.2260.06
197.064.0 3.3660.11 20.6160.12 20.1860.04
204.064.3 3.2860.08 20.4960.10 20.1560.03
212.664.1 3.5760.09 20.5660.10 20.1560.03
219.664.0 3.7360.10 20.5460.11 20.1460.03
226.063.5 3.8860.11 20.6260.13 20.1660.04
234.063.5 3.6860.14 20.6860.18 20.1860.05
245.067.5 4.1460.13 20.7160.15 20.1760.04
261.067.5 4.1160.11 20.3060.13 20.0760.03
277.068.5 3.9260.11 20.3560.12 20.0960.03
290.064.5 3.9760.12 20.4060.14 20.1060.03
299.065.0 3.8560.15 20.4160.17 20.1160.04
315.0611 2.9560.27 20.3060.32 20.1160.11

155 202.065.0 2.3860.16 0.2960.25 0.1260.10
211.064.5 2.5260.17 20.2260.25 20.0960.10
219.064.0 2.7160.17 0.3460.24 0.1360.09
227.063.5 2.6960.18 0.1060.24 0.0460.09
234.063.5 2.9060.18 20.3060.23 20.1060.08
245.067.5 2.9960.17 20.1560.21 20.0560.07
261.067.5 3.0860.15 20.0260.17 20.0160.06
277.068.5 3.0960.13 0.0760.15 0.0260.05
290.064.5 3.1160.16 20.0960.18 20.0360.06
299.065.0 3.0160.19 0.0060.22 0.0060.07
315.0611 2.6360.37 0.1060.43 0.0860.17
o
a

32

3
e
y
ce
on
lc

ta

r-
no

Fig.
o a
sor

ula-
r-
bit
the
The ability to make such a discrimination in the face
the statistical and systematic uncertainties has been ex
ined in detail by Chulicket al. @6#. By far the most extensive
n-p scattering data set exists at a laboratory energy of
MeV ~2030 MeV in then-p c.m.!. This and the ambiguities
at lower energies have emphasized the importance of the
MeV data. Chulicket al. find that a proper handling of th
uncertainties and correlations leads to a large uncertaint
«1 . The poor determination of this crucial parameter pla
very little constraint on the strength of the tensor interacti
The results of phase shift analyses are compared with ca
lations using the Bonn potentialsA, B, andC as well as the
full Bonn @25# and the Paris@26# potentials in Fig. 23. While
potentialsB and C seem to reproduce the trend of the da
02460
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better thanA, the uncertainty of the most precisely dete
mined point, indicates that this comparison places little or
constraint on the tensor force.

C. Deuteron photodisintegration

As suggested by the energy scale across the top of
22, photodisintegration data in region near 200 MeV is als
potentially fertile place to seek information about the ten
interaction. Schmitt and Arenho¨vel @25# have calculated this
reaction using the Bonn OBEPQ potentials. These calc
tions include staticp and r exchange currents, isobar cu
rents in the impulse approximation, the relativistic spin-or
current, and the lowest order relativistic corrections to
4-19
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FIG. 20. Excitation functions
for the three angles at which NS
data were taken below the taggin
threshold. The crosses represe
data from Stanford@31# and the
inverted triangles indicate dat
from Yerevan@34# and the other
symbols have the same meanin
as in Figs. 16 and 17. The Bon
cross section data shown atu lab

575° are the average of theu lab

568.0° and 81.6° data and th
Mainz 55° cross sections are th
average of theuc.m.560° and 70°
data. The Mainz asymmetrie
shown at 55° are the average o
the uc.m.555° and 75° data, the
75° data is the average of th
uc.m.575° and 95° data, and the
95° data is the average of th
uc.m.595° and 115° data.
on

a
th

n

e
io

n-
th
a
it

th

ring
ust
pos-
90°
t.

-
tter
ent

sin-
eri-
are
ame
the
and

ssed

re
one-body currents. The comparison of these calculati
with the LEGS data is shown in Fig. 23.

The calculations using parametrizationB ~long-dashed
curves! give reasonable agreement withS(u). However, the

comparison withds(u)/dV and Ŝ(u) separately show this
agreement to be fortuitous. The absolute cross sections
significantly underestimated. Furthermore, we see that
various calculations ofds(u)/dV are indistinguishable and

only Ŝ(u) displays any sensitivity to the tensor interactio

Thus it is toŜ(u) that comparisons should really be mad
not the mixture the asymmetry represents. The polarizat

dependent cross section,Ŝ(u), provides the necessary se
sitivity to the tensor interaction and the uncertainties in
photodisintegration data are small enough to permit a me
ingful discrimination among the models. The agreement w

Ŝ(u) appears to be good except near 90°. However,

TABLE IV. Angle integrated cross sections from Legend
polynomial fits to the averaged angular distribution in Table II.

Eg ~MeV! s ~mb!

190.8 52.460.6
201.2 55.360.4
210.8 56.860.4
220.6 59.860.4
226.7 60.360.7
234.1 61.460.7
245.3 62.460.6
260.5 64.360.5
276.6 62.460.5
289.7 59.660.6
299.3 57.660.7
315.1 53.261.2
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agreement can be misleading. Since the azimuthal scatte
angle is undefined at 0° and 180° and this observable m
vanish at the extreme angles, appreciable differences are
sible only near 90°. Hence, it is the disagreement around
not the agreement at the extreme angles that is importan

Although parametrizationC gives a fairly reasonable re
sult for the polarization dependent cross section, until be
agreement is obtained for both the polarization-independ

FIG. 21. The angle integrated cross sections for the photodi
tegration of deuterium for the averaged data from LEGS exp
mentsL1 andL3 compared to previous data. The LEGS data
represented by the filled circles. The other symbols have the s
meaning as in Fig. 1. The error bars on the LEGS data reflect
statistical and polarization-dependent systematic uncertainties
are generally smaller than the plotting symbols. Note the suppre
zero on the vertical scale.
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TABLE V. The effect of varying the cutoff mass in thepNN vertex factor@19#. The cutoff mass and the
coupling strength of therNN vertex and the percentageD state,PD , are also listed for comparison. Th
pNN coupling strength, the quadrupole moment, and the asymptoticD/S ratio are constrained by data.

Potential Lp ~GeV! gp
2 /4p Lr ~GeV! gr

2/4p PD ~%! Q ~fm2! D/S

A 1.3 14.7 1.95 0.86 4.4 0.274 0.0263
B 1.7 14.4 1.85 0.9 5.0 0.278 0.0264
C 3.0 14.2 1.7 1.0 5.6 0.281 0.0266
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and dependent cross sections, it is premature to adjus
cutoff mass to fit the data. The disagreement with the sh
and magnitude of the polarization-independent cross sec
is most troubling. The predicted shape of the angular dis
bution is strongly affected by the relativistic spin-orbit cu
rent@26#. This current produces strong effects at 0° and 18
but has little effect near 90°, thus cannot be responsible
the discrepancies inds(u)/dV.

Calculations using the Paris potential reproduceS(u) and

Ŝ(u) as well as those using the Bonn potential and, in ad
tion, provide a significantly improved description of the u
polarized cross sections. In this potential, the short rangr
<0.8 fm! potential is not described by the inclusion of th
heavier mesons but rather by a constant soft core with
ferent empirically determined strengths for the central, sp
spin, tensor, spin-orbit, and quadratic spin-orbit compone
for each isospin@27#. That this purely phenomenological po

FIG. 22. The3S1-3D1 mixing parameter,«1 , as a function of
laboratory energy in then-p system. The scale across the top, t
total center of mass energy of the system minus the rest mass o
deuteron, is the corresponding center of mass photon energy fo
photodisintegration reaction. The experimental determinations
from VPI @23# ~squares! and Dubna@24# ~circles!. The dot-dashed
short dashed, and long dashed curves represent the OBEPQ p
tials A, B, C, respectively@25#, and the solid curve uses the Par
potential@26#. The error bar on the point derived from the 325 Me
n-p scattering data (Ec.m.52034 MeV! represents both statistica
~inner caps! and systematic~outer caps! uncertainties.
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tential does so well indicates that the Bonn potential om
some essential physics. In the next section, we consider
effect of adding explicitD degrees of freedom to the calcu
lation.

III. NN/ND COUPLED-CHANNEL CALCULATIONS

Because of the strongM1 photon coupling to the delta
and the strong decay of the delta into thepN channels, it is
important to go beyond the impulse approximation to inv
tigate the effect of coupled channels on the agreement w
the absolute cross sections. Leidemann and Arenho¨vel @7#
noted that both the cross section and asymmetry are sens
to theND interaction. Because both observables were m
sured simultaneously at LEGS, we are in a unique positio
investigate the sensitivities to theND interaction in the delta
region.

Wilhelm and Arenho¨vel @28# have investigated the effect
of D dynamics in a momentum space coupled-chann
model which includes staticp-exchange currents. In thi
model thegND coupling is parametrized in two differen
ways. The first method assumes a decomposition of the
ementaryM11 ~isospin 3/2! gN multipole into Born and
resonant terms. Parametrizing the resonant part as a B
Wigner shape, the strength is fit to theN(g,p) data. By
using a complex, energy dependent coupling, unitarity is p
served and the effects ofp rescattering can be effectivel
included. A comparison of this fit to the data@10,28# shows
a significant underestimate of the data. This underestima
most readily seen in a comparison with the angle integra
cross sections~the dotted curve in Fig. 24!.

Tanabe and Ohta@29# and Lee @30# have constructed
coupled channels models using similar methods to fix
elementary amplitudes in terms of Born and resonant pa
Using a realgND coupling and explicitly including rescat
tering to leading order, results very similar to that show
with the dotted line in Fig. 24 are obtained.

In the second method of Ref.@28#, the Born terms are
dropped from thegN amplitudes. This purely resonant ve
sion of the elementarygND coupling is then refit to the
N(g,p) data. This approach leads to a double counting
the p-exchange currents to the extent to which they are
ready included in thegND coupling. To estimate the size o
the double counting error, thep-exchange current contribu
tion to theM11 can be switched off completely. This give
an upper limit to the theoretical uncertainty of a few perce
This method gives a much better representation of the a
integrated cross sections~bounded by solid line in Fig. 24!.
The significantly improved agreement observed when dr
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FIG. 23. TheL1/L3 averaged polarization-independent and polarization-dependent cross sections and the beam asymmetry co
the calculations using the Bonn OBEPQ potentialsA, B, andC and the Paris potential as described in the text. The OBEPQ calculations
potentialsA, B, andC are shown with solid, long-dashed, and short-dashed lines, respectively. The Paris potential calculations are
with dotted lines.
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ping the explicit Born terms and refitting thegND coupling
points to a significant deficiency in the model. Wilhelm a
Arenhövel speculate that this may be a signal for nonlo
effects and an incomplete treatment of meson exchange@28#.

Although the total cross section is much improved by
resonant only parametrization, it is clear that this is still
sufficient. While the calculated total cross sections are ab
the data near the peak of the delta, the prediction at
shown in Fig. 25, are consistently low for both th
polarization-independent and polarization-dependent c
sections near the peak of the delta. Thus, once again
apparent agreement in the beam asymmetry is seen t
misleading when high quality, simultaneously measured
solute cross sections are available. The previously publis
beam asymmetry data shown were obtained using cohe
bremsstrahlung in diamond and typically have large unc
tainties.

This agreement with the integrated cross sections and
discrepancy with the 90° excitation function is the result o
depression in the angular distribution near 90° that increa
with energy~see Fig. 26 forEg5300 MeV!. As noted in Ref.
@10#, a similar depression near 90° is a common feature
most calculations near 300 MeV, even when a coupled ch
nels treatment is not used@36,37#. In the work of Tanabe and
Ohta @29#, this dip was considerably more pronounced th
that shown here, being accentuated by an improper treatm
of NN phase shifts forL>1. While this problem was cor
rected in the calculations of Lee@30#, a depression, reduce
in magnitude, remains. Similarly, the work of Pen˜a et al. @8#
exhibits a much smaller dip, similar to that in Ref.@7#. How-
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FIG. 24. Comparison of the angle integrated cross sections
the coupled channel calculations. The LEGS data are shown
filled circles and previous data are shown as open symbols
crosses. The dotted curve represents the first method of param
ing the elementary M11 ~isospin 3/2! gND coupling
(Born1Breit-Wigner). The second method~resonantM11 only! is
indicated by the solid curves. The region bounded by the solid li
represents the uncertainty in thep-exchange current contribution
due to double counting as described in the text.
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ever, in both of these works the relativistic spin-orbit cu
rents were omitted, distorting the angular shape. Thus,
depression near 90° is seen to be a common feature of
todisintegration calculations the origin of which is not y
fully understood.

We have previously observed@10# that further insight into
the origins of this dip may be found by examining the cro
sections obtained with the beam polarization parallel,s i ,
and perpendicular,s' . In Fig. 26, the shape ofs i is seen to
be well reproduced by both methods of determining thegND
coupling. The dip is seen only in the predictions fors' . One
might expect interference with the Born terms, which cont
high angular momentum components, to be a possible so
of the dip. This cannot be the case since both method
fixing thegND coupling produce similar depressions and t
resonance-only method does not explicitly include th
terms.

Since the elementary multipoles are mixed in the trans
mation from thegN to the gD systems, deficiencies in th

FIG. 25. The excitation functions foruc.m.'90°. The top and
center panels show the polarization-independent and polariza
dependent cross sections, respectively, and the bottom panel s
the beam asymmetry. The curves have the same meaning as in
24. The LEGS data is shown with the filled circles. Polarizatio
independent cross sections from Refs.@2,4,15,3# are shown with
open symbols in the top panel. The open symbols in the bot
panel represent beam asymmetries from Refs.@31–34#.
02460
-
is
o-

s

n
ce
of

e

r-

calculations can be difficult to isolate. One way to make
more detailed comparison of data and calculation is b
multipole analysis of the data. Whisnantet al. @38# have per-
formed such an analysis including electric and magnetic
pole and quadrupole photons in the initial state and all p
sible relativep-n angular momenta in the final state. Th
difference between the fit to the data and a fit to the coup
channels calculation, appears only in magnetic multipo
The presence or absence of the ‘‘dip’’ may arise from t
combination of many different magnetic multipoles but
seen most strongly in theM2(3P2)•M2(3F3) interference
term and its interplay with the dominantM1(1D2) term.
This dominance of the magnetic multipoles ins' and a cor-
responding dominance of the electric multipoles ins i leads
to the observed angular shapes. The sensitivity of the ‘‘d
to magnetic multipoles reinforces the suspicion that the pr
lem may lie with the treatment of the MEC’s since the tec
nique used in Ref.@28# relies on Siegert’s theorm to evalua
them. Without explicit knowledge of the nuclear current, th
technique can only specify the electric contributions.

In both methods of fixing thegND coupling, staticNN
potentials were assumed with meson retardation effects
cluded only in theND and NN→ND transition potentials.
The recent coupled-channels calculations of Schwambet al.
@39# have added retarded MEC potentials. To maintain u
tarity above the 2p threshold, the possibility of both nucle
ons being on-shell must be admitted. This is done by con
ering the formation of an intermediateNN state with the
quantum numbers of the deuteron and a spectatorp. The net
effect is to correct the underprediction of the angle integra

n-
ws
ig.
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m

FIG. 26. Angular distributions observed with linear photon p
larization parallel and perpendicular to the reaction plane atEg

5300 MeV. The curves have the same meaning as in Fig. 25.
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FIG. 27. Comparison of the
multipole analysis of the LEGS
data by Whisnantet al. @38# with
the coupled-channels calculation
of Schwambet al. @39#. The heavy
solid and long-dashed lines repre
sent the fit to the data. The width
of the line is comparable to the
statistical and polarization depen
dent uncertainties in the data. Th
light dashed lines represent th
calculation. The lower pair of
curves in each panel representss i

and the upper pair representss' .
im

-
it

k
-
t i

ie

e

ts
de

re

th
o

e

-
a

x
l
te
la

ul

n,
is

he
a

be
r the

ent
ell

red

the
tion
dis-
re-

tan-
tter
po-
are

ht
he
the

cal
by

cent
t
in

cies
an
cross sections seen in Fig. 24, leading to a significant
provement in the shape of the angular distribution.

The multipole analysis of theL1/L3 data provides a con
venient way to make a systematic comparison of data w
these calculations. The comparison ofs i ands' calculated
by Schwamb@39# with the multipole fit to the data@38# is
shown in Fig. 27. For energies above and below the pea
theD ~260–280 MeV! the fit and calculateds i agree reason
ably well except at large angles where a divergence tha
creases with energy is observed. However, the calculateds'

peaks at a more forward angle than the data at all energ
At the higher energies, the ‘‘dip’’ previously seen in thes'

calculations is now reduced to a flattening of the cross s
tion. Near the peak of theD, boths' ands i calculated cross
sections show significant differences from the data.

Schwambet al. note that the retarded hadronic curren
lower the angle integrated cross section, while the retar
MEC’s and the intermediate on-shellNN-p state increase the
cross section much more, producing the improved ag
ment. The shapes of thes i and s' angular distributions
provide a sensitive test of these cancellations. In Fig. 27
differences between the data and the calculation are m
pronounced at the peak of theD. This, along with the incor-
rect energy dependence fors i suggest that the source of th
remaining discrepancy may lie in the treatment of theD.

To avoid double-counting in Ref.@39#, a renomalization is
made by subtracting theND box diagram at the photodisin
tegration threshold. This restores the approximate ph
equivalence of the potential at low energies when theD de-
gree of freedom is explicitly included. To insure that theD is
treated correctly at resonance energies, theM11(3/2) mul-
tiple of pion photoproduction is fit to determine the comple
energy-dependentGDN

M1(E) coupling. However, the off-shel
extrapolation for this empirical information and the charac
of the smaller partial waves both depend on the particu
choice of model used in this fitting procedure. In their m
tipole fits, Whisnantet al., find that relative sizes of the
M2(3F3) andM2(3P2) multipoles~or other small magnetic
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terms! compared to theM1(1D2) multipole determines the
presence of the ‘‘dip.’’ In the coupled-channel calculatio
this distribution of strength and its energy dependence
determined, in part, by the fit near the peak of theD, its
off-shell extrapolation, and the box-renormalization. T
other major ingredient is the inclusion of MEC’s. Now that
more realistic treatment of the MEC’s is included, it may
that the discrepancies in the energy dependence nea
peak of theD are due to problems in theD sector. This
suspicion is reinforced by the observation that the agreem
with the unpolarized cross section improves at energies w
above or below the peak of theD @5,39#.

IV. CONCLUSION

The photodisintegration of deuterium has been measu
from below pion threshold to above theD resonance with
linearly polarized light. The combinedL1/L3 data set pro-
vides a precise, simultaneous measurement of
polarization-dependent and independent cross sec
throughout the energy region. The unpolarized angular
tributions and integrated cross sections agree well with p
vious work. The published asymmetries are also in subs
tial agreement although the older data show more sca
than the present work. There is no measurement of the
larization dependent cross sections with which to comp
these data.

Having absolute cross sections for linearly polarized lig
with the polarization both parallel and perpendicular to t
reaction plane throughout a region spanning the peak of
D, potentially provides a significant constraint on theoreti
models. A quantitative analysis of the data is hampered
the current state of coupled-channels calculations. The re
calculations of Schwambet al. find a marked improvemen
in the agreement with the inclusion of retardation effects
the meson exchange currents. Yet, significant discrepan
with s' still remain which we speculate may be due to
4-24
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inadequate treatment of theD. Thus, it comes as no surpris
that before detailed information on theNN interaction can be
extracted from the data in the resonance region, an accu
picture of theND interaction is also required. Double pola
ization experiments are now in preparation at LEGS wh
will provide sensitive new tests of theNN andND models.
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