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Measuring centrality with slow protons in proton-nucleus collisions at 18 GeV¢
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Experiment E910 has measured slow protons and deuterons from collisions of 18 @etns with Be,
Cu, and Au targets at the BNL AGS. These correspond to the “grey tracks” first observed in emulsion
experiments. We report on their momentum and angular distributions and investigate their use in measuring the
centrality of a collision, as defined by the mean number of projectile-nucleon interactions. The relation between
the measuretl ., and the mean number of interactio?e\lg,ey) is studied using several simple models, one
newly proposed, as well as tiR@mD event generatorQMD is shown to reproduce thé, distribution, and
exhibits a dependence &fy, On centrality that is similar to the behavior of the simple models. We find a

strong linear dependence Nf;., on v, with a constant of proportionality that varies with target. For the Au

target, we report a relative systematic error for extrac%ugrey) that lies between 10 and 20 % over all
Ngrey- [S0556-281@9)02508-X

PACS numbdrs): 25.75—-q, 25.40-h

[. INTRODUCTION ability to trigger on central collisions, those with small im-
The use of high-energy collisions of hadrons with nucleampact parameter and in which attains the highest values—
targets to study the space-time development of produced paessential to studying the effects of multiple interactions.
ticles was first suggested many years afje4]. Early ex-  Other experiments which could trigger on centrality were
periments indicated that at sufficiently high energies, the prolimited by low rates(low statistic and/or insufficient phase
jectile will undergo on average a number of inelastic hadronspace coverage for identified particles. However, they were
nucleon scatterings roughly equal to the mean interactiomble to establish a relationship betweemnd a measurable
thickness v= Ao,/ opa With most particles forming well observable, the number of slow singly charged fragments
outside the target nucle§—8]. These data suggest that a (grey trackq9]) emitted in the collisions. This relationship is
singlep-A collision can effectively be modeled by a cascadeexpressed as a conditional probability for detectMg,
of v proton-nucleon interactions, with-1 fm formation ~ grey tracks given a collision in which there werenterac-
times for produced particles. For reasons given below, an$ions P(Ngq»). Given a distributionm(v) for the number
conflicts between such a cascade model p#i data have Of interactions, the relevant quantity for measuring centrality

yet to be demonstrated. in p-A collisions is

The differences between@A collision and ap-nucleon
cascade are especially important to discover and understand »(N ):2 VP(Nge| v) m(v). 1)
in light of recent experiments with relativistic heavy-ion col- Ty S gre

lisions at BNL and CERN. Here the complex hadronic phys-

ics processes that we wish to studypi form a significant ~ Several forms have been proposed R{iNg,| v) [10-14,

background in the search for a QCD phase transition. Th¥et there have been few systematic studies to test the validity

overwhelming complexity ofA-A collisions makes it diffi- Of the models” assumptions and assess the accuracy of the

cult to study these processes directly, wheredscollisions  extracted values of(Nge,)-

are simpler and may provide more insight. We will focus on the two models which have been most
Many previousp-A experiments were limited by their in- commonly applied to data: the geometric cascade model

0556-2813/99/6(2)/02490212)/$15.00 60 024902-1 ©1999 The American Physical Society



I. CHEMAKIN et al. PHYSICAL REVIEW C 60 024902

(GCM) of Anderssoret al.[10], and the intranuclear cascade TOF wall cKOoV EOS TPC
calculation of Hegab and Huer [13,17. We will then % °°”£“er MPS Magnet

present a new model which draws on elements of both. The -
GCM uses a normalized geometric distribution for ‘ N US| 5o iine
P(Ngrejv=1) and assumes that this distribution applies I [ i ﬁ _—

\ Bullseye / T
DC3
DC2

Target

equally and independently to the distribution of grey tracks
produced by each primary proton-nucleon scattering. This T
yields an analytic form for joint probability distribution pcs
P(Ngrey, ) Which has

DC1 57 o

Meters

FIG. 1. E910 layout.

Ngrey> v 2
II. EXPERIMENTAL OVERVIEW

The calculation of Hegab and Ifher performs a sum over

h lisi f the b 4 all ori truck | The experimental layout for E910 is shown in Fig. 1. The
€ collisions ot the beéam and all primary struck nuceons ollowing discussion assumes a coordinate system that is
assuming a straight line path through the nucleus for al

q hich foll he initial i £ th ight-handed Cartesian, with the beam direction nominally
products which follows the initial impact parameter of t ealong thez axis and they axis along the vertical. The time

projgctile. The mean value of this distribution is given ap'projection chamberEOS TPC[24]) has dimensions 96
proximately by X 75X 154 cm, and is read out through a 2028 cathode-
o pad array. The TPC was placed in the center of the MPS
Ngrey* V2. 3 magnet, which had a nominal central field of 0.5 T. It ran
with P10 gas at atmospheric pressure with a vertical electric

Despite this fundamental difference, both models and variafield of 120 V/cm. Additional charged particle tracking im-
tions of them have successfully reproduced B{él,) dis- mediately downstream was provided by three drift chambers
tributions for a number of experiments. See REf5,10,16—  (DC1-3), placed near the end of the magnet. The drift cham-
19], for the GCM and Refd:13,20 for the cascade of Hegab bers each had an active area of X700 cm, with seven
and Hifner. Values of;(Ngrey) have been extracted for plan_es each, consisting of three wevysxn(none staggered
many types of experiments: emulsiorj45], counters two in 'y (stagg.ere)j and two more views OﬁSEt. by-60
[19,21], and streamer/bubble chambdts,17,20,22 The from the vertical. The €renkov counter, with 139.7
GC’M r,nodel has also been applied to ﬂN’grey,dis,tribution X 190.5 cm aperture, was filled with Freon 114 and placed

from »-Ne interactions18]. In each case, the agreement4'8 m downstream of the target. Two mirror planes, above

between model and data is quite reasonable given the sinfil-nd below the vertical-mid-plane, with 48 mirrors each fo-

— cused the light onto an equal number of phototubes at the to
plistic nature of the models, but the accuracy of il J d P P

S q ined. If th . End bottom of the counter. The TOF wall consists of 32
extraction is undetermined. If the systematic errors are sma ounters, each 15:2178x< 4.8 cm arranged in a flat panel,

compared to the range offor a given target, then the ana- g3, 370x 86 cm, place 8 m downstream and normal to the
lytic approaches to determingN,) are justified. z axis. Two more drift chamber®C4-5 sat downstream of
Here we present a high statistics analysis of low momentghe TOF wall, 9.6 and 10.1 m from the target. For these data,
protons from collisions of 18 GeV/ protons incident on  a bullseye scintillator detector was placed between tae C
three nuclear targets Be, Cu, and Au. The data were taken lyhkov and TOF, 6.8 m from the target. It consisted of two
BNL E910, a large acceptance TPC spectrometer experimestintillators, 14.630.5 cm adjacent i, and behind them
with add|t|9na| partiCIe identification from tlmE—Of-ﬂlght two more of dimensions 40y67.6 cm adjacent "y
(TOF) and Gerenkov(CKOV) detectors. To extract(Nge,) Protons with nominal beam momenta of 6, 12, and 18
and assess its accuracy we apply several models to these d&aV/c were normally incident on targets of Be, Cu, Au, and
and to the distributions produced I®QMD [23], a cascade U. Only the 18 GeV¢ beam and Be, Cu, and Au targets are
model forp-A and A-A collisions. We estimate the system- included in this analysis. The targets, 4% Be, 3% Cu, and 2%
atic errors inherent in the models and in the assumptions ofu targets were 3.4, 4.2, and 3.9 gm/cthick, respectively,
the definition ofNge, . and were located in the TPC reentrant window, 10 cm before
The E910 experiment is described in Sec. Il. In Sec. llithe TPC active volume. Beam definition was provided by the
we present the reduction of the data, including all cuts an®1 and ST scintillators. S1 was placed 3.8 m upstream of the
corrections. Final results are shown in Sec. IV. Section Marget. It had dimensions»5< 0.5 cm and was read out by
contains the comparisons ®QMD, and we determine the two phototubes on opposite sides. ST, placed in front of the
systematic errors in Sec. VI. In Sec. VIl we present ourtarget, provided the coincidence for the trigger. It had dimen-
conclusions. In all included figures, we will continue to usesions 10<10xX0.1 cm and was readout by a single photo-
the term “Ng.," to refer to the number of singly charged tube. Two veto counters, V1 and V2 were used to tune the
slow fragments measured by our TPC in a collision, to bebeam and to reject halo and upstream interactions. V1 pro-
consistent with most of the literature. Other commonly usedsided a 2 cmdiameter circular aperture 9 cm downstream of
terms for the grey tracks are “prompt protons” and “slow S1, and V2 provided a 21 cm rounded aperture, 47 cm
particles.” upstream of the target. Beam vectoring was achieved with
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TABLE I. Event statistics and forward angle cuts for all targets.
Cuts for deuterons are in parentheses.

Target events cah protons deuterons
Au 35520 0.980.97) 56881 10622
Cu 49331 0.980.96 45784 6224
Be 100609 0.940.99 30622 3366

2 (Gevye) ’ 025 0

two multiwire chambers, A5 and A6, each with two horizon- FIG. 3. TPC geometric acceptance as a function of momentum
tal and two vertical views. A5 was 10.36 m and A6 was 4.34and €0sQ).
m upstream of the target. Four similar chambers with ofily
views, A1-A4, surrounded a series of six dipole magnets
further upstream to measure the average beam momentum. All particle tracking and identification to be presented
Just upstream of A5, three beaner€nkov counters, C;,  here comes from the TPC analysis described below. Time
were placed in the beamline to reject pions and kaons (Cand pulse-height distributions are grouped imty clusters
only) in the beam. for each pad row using the center for taeoordinate. A
E910 ran in the Al secondary beam line of the AGS, withrpad-finding procedure extends the clusters along either di-
a typical intensity of % 10* s™*. For these data the beam rection to form a track. The initial momenta are determined
momentum was determined by A1-A4 reconstruction to b&rom a fit to a helix, assuming a constant dipole for the field
17.5+0.2(sys) GeV/c. The LVLO trigger required a coinci- within the TPC and extending forward to the target. Tracks
dence of ST and Siwhich provided the start time for the which originate from the target locationy{ cuts are em-
experimen, in anti-coincidence with the veto and bearer€  ployed are used to determine the vertex. Those tracks used

IIl. DATA REDUCTION

enkov counters: in the vertex determination are refit with fixed vertex to de-
termine final momenta. All tracks must pass approprjgte
LVLO =S, ASTAV,AV,AC,AC,ACs. (4) cuts, have hits along ten or more pad rowg,iand originate

from the event vertex to be included in thg, distribution.

i L _ A GEANT simulation of the TPC shows the momentum reso-
The beam trigger definition furthermore required the absencgiion for the Ny, tracks to be dominated by multiple scat-

of a signal inS, during the preceding Ls. Beam triggers  (aring with a resolution of 15 Me\¢/for 1 GeV/c protons.
with no corresponding hit in the bullseye scintillator satisfied

the interaction trigger. Final event statisti@fter cut$ are
given in Table I. A sample of target-out events was also
taken.

dE/dx

10 L L L | L |
0 1 2

momentum (GeV/c)

FIG. 2. 18 GeVt p+Au event in EOS TPC. Reconstructed FIG. 4. lonization energy loss vs momentum of particles with
tracks are drawn for protons and deuterons which contribute tp<<2.4 GeVk. The lines delimit thedE/dx particle identification
Ngrey- cuts for protons and deuterons described in the text.

024902-3



I. CHEMAKIN et al. PHYSICAL REVIEW C 60 024902
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A typical event is shown in Fig. 2. from 7%’s (the dominant source of photons at these mo-

The TPC has good acceptance for the region forward ofmenta are more forward peaked than low momentum pro-
cos(@)=0.4 and above a momentum of 100 MeVThe geo- tons and deuterons, we furthermore reject positive tracks
metric acceptance, shown in Fig. 3, was calculated withyith dE/dx consistent with that of a positron that are for-
single track events thrown in @EANT simulation with mul- ward of cosg). The value of cof), given in Table I, was
tiple Coulomb scattering enabled. The full acceptance whiclhosen separately for protons and deuterons for each target
accounts for misreconstructed momentum extends the accegy minimize the contamination while preserving statistics.
tance correction to the lowest momentum bin, but in binserom the angular distributions of the paired positrons we
with finite geometric acceptance the differences are less thagstimate final positron contamination to be less than 5% of
5%. . o . . the overallNy., sample for all targets.

Particles are identified in the TPC through their ionization  The pullseye interaction trigger accepts many elastic
energy lossdE/dx, calculated using a 70% truncated mean.eyvents and also beam events in which the beam multiple
The distribution ofdE/dx vs momentum is shown is Fig. 4. coulomb scatters in the target and TPC. To remove these we
The dE/dx distributions have been fit to the Bethe-Bloch require that an event contain two or more charged particles
formula with momentum dependent Gaussian widths. Thigmanating from the event vertex a single charged particle
analysis does not correct for saturation or nonlinearities iyith transverse momentum greater than 0.06 @eafid lon-
the pulse heights. Particles wittE/dx within 2.25 of that  gitudinal momentum less than 12 GeV/The reconstructed
for a proton and further than IaSfrom the piondE/dx are  vertex must lie within the projectedy boundary of V2, and
identified as protons. We require that deuterons lie withimaye az position within 2.6 cm of the centroid for Au and
2.25 of dE/dx for a deuteron and further than 2@23%rom  cy, and 1.75 cm for Be. We also require at least one hit in
the proton and pion bands. Protons are identified up to @ach view of A5 and A6 to reconstruct the beam vector for
momentum of 1.2 Ge\ and deuterons up to 2.4 Ged/  each event. All momenta are translated to the coordinate sys-
Two additional cuts are required to limit positron contami-tem aligned with the beam. Finbly, statistics are given in
nation coming from photon conversions in the targge Taple |I.

Fig. 4). Positive tracks within the positrodE/dx band are A typical energy range used to select tNg., tracks is

matched to the negative track with a common vertex3o<kE<400 MeV [19,15 (0.24<p<0.87 GeVt). The

which yields the smallest relative transverse momentn,  purpose of the lower bound is to reject fragmentation prod-
=2|p1X p,|/|p1+p,|. For gr<0.037 GeVE, the positive ucts. That of the upper bound is to reduce the contribution
track is removed from the analysis. From an application offrom primary struck recoil protons. We examine these cuts in
this cut to a lower momentum region we determined it to bdight of recent multifragmentation data. The EOS Collabora-
~50% effective for all targets. Since the positrons comingtion has measured the proton fragmentation spectra in

3t e 1 08} . ;
25¢ - 1 07¢F E
—— +

..§< 2k —— ] 06| + + ]
2 Y 05F + E FIG. 6. Acceptance corrected
ﬁ; 151k e — ] momentum distributions for pro-

Q -0 —0— —— 04 -+ - .
=z o . ] - tons and deuterons. Black circles
~ Ik —o— - .1 03 N E for Au, open squares for Cu, and
—— +_D_+ 02F TTa. . ] open triangles for Be target.
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= 3F 1 - T angular distributions for protons
= + I 06 —— ] and deuterons. Black circles for
5‘“ 2r . —— B I 7FH*7 Au, open squares for Cu, and open
™~ T —_— ) — e o triangles for Be target.

e — 7 ez ]
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nucleus-nucleus collisions for 1.2 G&V/Au+C [25]. The  multifragmentation, we use a range of 026<<1.2 GeVkt
proton kinetic energy spectra show clear evidence of a kinkor protons, and 05 p<2.4 GeVk for deuterons for our
at 30 MeV, and were well fit over the range 0—100 MeV by definition of Ng,. The upper bounds reflect the limits of
a two-component Maxwell-Boltzmann distribution with particle identification, 1.2 Ge\¢/for protons and 2.4 Ge\¢/
slope parameters of 8 and~50 MeV for the lowest mul-  for deuterons. The upper limits are higher than for most ex-
tiplicity events, which are most similar oA collisions. The  periments, while the lower limits are comparable. We will
higher slope parameter is consistent with fits to spectra fronexplore the sensitivity of our analysis to this choice of cuts in
4 GeVic p+Pb in the range 40-150 MeV by a group at a study of the systematic errors presented in Sec. VI. With
KEK [26]. For collisions that more closely resemble the datathis definition 0fNgrey, Fig. 8 shows the corrected momen-
presented here, fragmentation spectra for 1-19 @eAd  tum and angular distributions for different valueshfe, for
80-350 GeVE p+Xe have been measured, but only for the Au target. The distributions do not shift backwards of the
fragments withz=3 [27,28. The fitted spectra in the range TPC acceptance for largéy.,, an effect which would bias
10-100 MeV are consistent with the assertion that fragmengur determination of.
tation spectra should appear thermal, with a temperature set The distributions are corrected for target out contribution
by the mean Fermi momentum of the emitted fragmefits: py subtracting the beam normalizdig,, distributions taken
=2(pZ/My) [29]. Therefore, an appropriate lower limit for from runs with an empty target holder. After application of
Ngrey lies near the Fermi momentum, in agreement with thethe vertex cut, this correction amounts to 4%2% of the
typical lower momentum limits foNy.e, found in the litera- Ny, =0 bin) for Au, and 2% for Be and Cu.
ture. Finally, we correct for the contribution from secondary

Acceptance corrected momentum and angular distribuinteractions in the targéinteractions of the projectile with a
tions for protons are given in Fig. 5. Distributions are shownsecond nucleys The correction is performed iteratively, ac-
only for p>0.1 GeVkt and cosf)>0.3, where the accep- cording to Eq.(5),
tance is greater than 10%. The angular distributions for all
targets are nearly isotropic in the lowest bin, becoming pro-
gressively more forward peaked at higher momenta. The mo-
mentum distributions peak near 0.5 GeMVior Au and at N
higher momentum for the lighter targets. The projections in 1
momentum and angle for both protons and deuterons are 2
shown in Figs. 6 and 7.

Based on these distributions, and the previous work irwherex, is thep-A interaction length and is the interaction

Xo — (xIxg)
Pn+1(Ngrey): Ye 0 Pn(Ngrey)

grey

X . .
X_O “ Pn(')Pn(Ngrey_l)v (5)

I T T T T T T T T
I E 4
S = e
N —a— i g - —— ——
= T, T S 0 —~—
=== _A___ | = —— B
"3%10 - e -, = - FIG. 8. Momentum and angu
= R —t— = oN =2 lar distributions for values of
= -+ —h——d——4 3 2 = grey”— N. =268.10
~ . —t— g 10 £ —— « Ngrey= i grey— 4,9,0,1U.
~ —— - ™~ . _
—*—_*_ Ngrey_
2 ! € "Norey=10
10 10 ! .
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™~ A - . ] tiplicity  distributions  (1N)dN/
Kl ¥ < . 7 dNg, Of protons (open circleg
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2 g < y ot protons and  deuterons(dark
L circles.
- &
vl P
: \ AT
5
ot I
C . . . | . Il . . | L | J
0 10 0 10
Ngr €y Ngr ey Ng”e)’
thickness of the target. Convergence is rapid and only a few Ngrey+ v—1
iterations are required. Corrections for tertiary interactions P(Ngre)J V)= _1 (1—X)"XNgrey, (7)

have been calculated and found to be negligible. The final
distributions of slow protons and slow deuterons for all thre

targets are shown in Fig. 9. ®rhe resulting distribution is recognizable as a negative bino-

mial, wherev is the standarck parameter, and the mean,
Ngref(¥) is given byvu. Taking the weighted sum over,

IV. RESULTS

We begin with the GCM 10], which assumes a normal-
ized geometric distribution of grey tracks for a single proton-
nucleon interaction:

Ngriey= 2 7(¥)Ngrey( ) = vis. ®)

Thus, Eq.(2) is satisfied, a direct consequence of the sum

N % over v independent distributions. The full distribution is
P(Ngreylvzl):(l_x)x grey, X:m' (6) given by
where  is the average measuréd, ., whenv=1. Convo- P(N _ P(N
. . ’ . = v)m(v). 9
luting v independent interactions, (Ngrey) Ey (Ngref ) (») ©
Ir 4 IE 4
A Hijin Glauber A Hijin Data
: A +Au © = 3 A gp+Au o
-1 'iﬁ ® p+Cu O > ol -l_!. B p+Cu O
or iWgey A p+Be & Z0F IMBey & ptBe &
= -8 .
u LJ N 'xk [ ]
0L A ™ L 1251 P T i
—_ e 2 . = EH. e
A Iy ®
b =] ! So
E’ -3 A [ Z -3 A B, o
107k [ 1N 0 . & N .
X n Qg % A, e
0l . 12wt - + ]
. = 10 o -
A = E
y O O [ 5 ‘T ]
10 (O o e 10 :(b) ﬁ T T *%
o 5 s o5 1w 15
v N__orv
grey

FIG. 10. () The probability distributions?(v) for the beam proton to encounter collisions with target nucleons calculated for
+Be, p+Cu, andp+Au reactions using two different models: The Glauber results are based on the analytical Glauber model with
Wood-Saxon nuclear density distributions and the Hijing results are based on a Monte Carlo simulation of the collision geometry within the
HIDING computer code(b) The » distributions fromHIING overlayed with theNg., distributions for all three targets.
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1 TABLE II. Mean values forlN

p+Be p+Cu p+Au greys ¥, and GCM fit parameters.

Target Ny, v X=Ngg /v Xii X*INor

* Data
-- GCM
N Polynomial

~
S

Au 1.98 3.63 0.353 0.3510.001 3.04& 10%15
Cu 1.06 2.40 0.306 0.3060.001 910/12
Be 0.342 1.36 0.201 0.2610.001 4007/6

&

~
=3
T

1IN (dN/dN.,)

[
S
, &,

through multiplicity and leading particle cuts to determifie
In the context of the GCMN(v=1) is equal to the ratio

Ngrey/ v. We follow the method of Ref.19] and allowX to
N N N be a free parameter in the fit of tdy,e, distributions. The
grey grey grey results of the fits are given in Table II, along with the mean
. , ) , values, and ratio dfl ., and . Although for Au, the fittedX
_FIG. 11. Log-likelihood fits to the event normalizéthe, dis-  ittars hy 27, the fitted values oK for the other targets are
tributions for Be, Cu, and Au targets with two models: The geomet-identical to the definition oK in Eq. (6). The GCM fits are
r.ic cascade modgldashed lingsand the polynomial modefsolid displayed as the dashed curves in .Fig . 11. The model tends to
lines. fall below the data for lowNg,e,, and above the data for high
values. This is reflected in the large values@fNpg. Note
that the GCM distribution imposes no maximum on the num-

. . ber of protons that can be emitted from a single nucleus. The
from an optical modef30] using a value of 30 mb for the- mean and dispersion far are given by the probability dis-

N cross section and a Woo_ds-Saxon dlstrlbutlon_ Of.thetribution in Eq.(7), displayed as the open circles in Fig. 12.
nucleus. The Glauber calculation performs a numerical inte- The intranuclear cascade [df2,13,3 takes a very differ-
gration over impact parametés) assuming a binomial prob- ent approach in relatiny e, o ». It assumes1) all primary

ability dlstrlb_utlon for»(b), where _the mean and maximum s&ruck nucleons follow the initial projectile trajectory a(g]
values are given by the nuclear thickness. The results IabeleOnI secondary nucleons and a fractiGpproximately one
Hijing [31] come from theH1JING Monte Carlo event genera- y y P y

tor which in this context is equivalent to thenD geometry half) of the primary protons contrlb_ute Wgrey- _The full

code. The two distributions are similar. We use the Hijingc"’v‘:'caIde caliula'uon is solved numeric4llig], but it has the

distribution for all further analysis unless explicitly stated feature thatv is very nearly proportional toyNge, From

otherwise. Figure 1®) overlays ther(v) distributions with  this, the authors make the following ansét2]:

the measuredNg., distributions. The similarity between

them is what prompted the authors of REE5] to suggest — — ]

that ther and N, distributions are correlated. ¥(Ngrey) = ¥ VNgrey/Ngrey, (10
The parameteX in Eq. (6) is related to the mean value of

Ngrey for a single proton-nucleon interaction, prompting Applying Eq.(10) leads to the solid curves in Fig. 12, which

many authors to attempt to isolate the classefl events differ significantly from the predictions of the GCM. Fur-

o~
=3
<
T

Two calculations for#(v), Glauber and Hijing, are
shown in Fig. 10a) for the three targets. Both calculate

p+Be p+Cu p+Au
~ 14 —————y MYy M4
S 12 - CN,,)" 1 12 12
2 10 . Polynomial_; 10 10
S GCM i s
6 1 6 6
4 =R 4
2 © T 2 T 2 L FIG. 12. v(Ngrey) and o[ »(Nge,)] generated
0, 70 0o 10 0% 10 from the polynomial mode(solid circles and the

GCM (open circle, and?(Ngrey) according to

:@3§ 3 the 2 ansatz(solid line) for p+Be, p+ Cu, and
5 3 3 p+Au.

Z 25 ]
g 2
15 3
!
0.5 3

L

0 10

N N
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TABLE lIl. Coefficients for polynomial fit toNge,.

Target Co cy Cy X2/ Npe
Au —0.27£0.02 0.63-0.01 —0.0008-0.0012 1639/13
Cu —0.17£0.02 0.510.02 —0.00005+0.00242 15/10
Be —0.075+0.008 0.306:0.006 95/5

thermore, the quadratic dependenceNyfe, on v is very  given a physical motivation for the constant term. To check
different from the linear relationship of the GCM. that its inclusion does not alter the overall preference of the
The contradictory nature of these two models led us tgolynomial fit for a linear dependence fy., on v, we
introduce another model, which allows for both a linear andremoved the constant term and refit the data. The parameters
quadratic dependence dflye, On », with the relative are listed in Table IV. The resulting quadratic terms are still
strengths determined by a fit to the data. The principal asnegligible, though finite, and the linear term remains the
sumption is that for a given target, there exists a relatiordominant contribution foN.,, even for large values of.
between the mean number of grey tracks detected and the pigyre 12 gives;(Ngrey) for all three models, and the

number of primary interactions which takes the form of agjspersions for the GCM and polynomial models. The poly-

second degree polynomial nomial and GCM results are quite similar; they seldom differ
S 5 by more than 15%, and never more than the dispersion of the
Ngrey(») =Co+ C1v+Cop”. (1) GCM. In contrast, the intranuclear cascade differs signifi-

. cantly from the other two, with the difference increasing for
We furthermore assume that the distribution is governed by, o lighter targets. The joint distributiorB(Nge,,) for

binomial statistics; a total o target protons exist which can p-Au are shown Fig. 13. Here the increased dispersion for
be emitted and detected with probabilltyy.(»)/Z, the GCM is evident, but otherwise the distributions again
appear quite similar.

P(N yl ) ( Z )(Ngrey(V))Ngrey
V)= —
o Ngey \ £ V. MODEL COMPARISONS
ol 1 Ngreyl ) 2 Norey 17 Intranuclear cascade models have improved significantly
Z (12) since the work of Anderssoet al. and Hegab and Huoer,

and are now capable of following the entire collision history
The full distribution ofP(Ng,) is again given by a weighted in the context of the classical approximations on which they
sum overrr(v) of Eq.(9), and the coefficients of Eqll) are

derived from a fit to the data. The fitted function for this 0p T T T T T T
polynomialmodel is shown as the solid curve in Fig. 11, and 525 Polynomial Model 3
the coefficients are given in Table Ill. The quadratic coeffi- 4F 3
cients for both the Au and Cu targets were determined to be 12¢ E
zero. For the Be target, the distribution does not extend far s Igz_ 3
enough to allow independent determination of a linear and 6k 3
guadratic coefficient. Given that in the fits to heavier targets 4 3
the linear term is dominant and the quadratic term is negli- f); ‘ = S
gible, we remove the quadratic component for the fits to the 0 4 6 8 10 12 14 16 18
Be data. N
Figure 11 shows that the polynomial model reproduces B s
the data more accurately than the GCM. For a negligible 18F Geometric Cascade Model
guadratic term, the polynomial model differs from the GCM 52{ 3
in only two respects, the presence of a constant term in Eq. DRE— 3
(11) and the use of binomial statistics. The latter is a natural > I0F el 3
choice, which conservds for the nucleons, but we have not g_ E
TABLE V. Coefficients for polynomial fit tdN ., with ¢, con- ;— —
strained to be zero. 00' 3 4'”6‘”8‘“1‘0"‘1‘2‘“;4“';6”18
Target cq cy Cy X2INpg Norey
Au 0.439+0.006  0.01£0.001  1.06<10%/15 FIG. 13. P(Ngrey,¥) contours for two models: The polynomial
Cu 0.369-0.005 0.0210.001 53/11 model (top) and the geometric cascade modebttom. The ten
Be 0.206-0.004  0.026:0.003 61/5 contours for each are separated by factors/d0, ranging from

0.0001 to 0.316.
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)

T T T T

> L %
1k < 5 5
F =" =
E [0 =2 0 ¢ ROMD p+Au4n o
: p+Au S s
e ~ 12
107 ? @QQQ * Data Z10 '2 1% ‘ZE— .
z - ° ROMD _ _
~ o 10 1 0k 4
20 L & 7 b
= | - y 1
3 E 10 E 10 £ E
% Kl * ] — Polynomial ]
=10 b © < 0 4 0t --GoM ]
= d : v : E
~ | AR ] i N
H o) + 10 K | 10“5\ ! I L I
10 -4_ i 0 0 5 10 15 20
E O 2 Ngrey grey
I o i FIG. 15. Chi-square fits to the event normalizRgvD Nge,
10 '5:_ . distributions with two models: The geometric cascade model
E 3 ashed and the polynomial modédkolid), for bo an
dash d the poly I modebolid), for both E910 and #
Ll b b b b b by by b0 17
0 2 4 6 8 10 12 14 6 18 model sets.
Ngrey ons with roughly twice the momentum of the proton. These

deuterons would then fall within the ., momentum range
for deuterons, leaving the overadlly., unaltered.

A model data set of 200 i+ Au interaction events were
generated witlRQmD2.2 running in fast cascade mode in the
fireball approximation with all strong decays enforced. The
are based. There are now several such models in the relevagdmp output was then passed as input to the s@BenT
energy range which have reproduced many features of théimulation and track reconstruction used to calculate the
available data for hadron-hadron, hadron-nucleus, ang910 acceptance. The same momentum cuts were used to
nucleus-nucleus collisions. These rﬂodels will ultimately pro-define the grey tracks, although proton identification was
vide a more accurate way to extraefNy.,), however, the taken directly from the input. We did not simulate the posi-
large number of input parameters and assumptions requiigon contamination and no forward angle cuts were applied.
careful study. The aim of this section is to use one suchlhis data set is labeledrQmp E910.” We also examine the
model, RQMD, to study the implications of the GCM and full distribution of Ny, (N0 acceptance cytswhich includes
polynomial models. This provides an additional test of theall protons within the momentum range specified g, .
systematic errors for these models. Their application to aVe refer to this data set aRQMD 47.” The N, distribu-
newer cascade model also gives an important historical poirtton for RQMD E910 is shown in Fig. 14, along with ty,
of reference. distribution for the datéprotons plus deuterons/NVe see that

RQMD (relativistic quantum-molecular dynamjcss a  RQMD overpredicts the middle region dfy., and underpre-
semiclassical cascade model for hadron-nucleus and nucleudicts the extremes but nevertheless provides a reasonable de-
nucleus collision$23]. At AGS energies it functions prima- scription of the data. The GCM and polynomial fits were
rily as a transport code for the nucleons, excited nucleongerformed for both th@Qmp E910 andRQMD 47 N, dis-
and produced hadrons. Particles can also interact throughtebutions. The analysis procedure remains the same as it was
mean field, here disabled, and string formation, rare at thesfer the data; The Hijing distribution fotr(v) is again used in
energiesrRQMD does not simulate the nuclear fragmentation,the fit. The fitted functions are shown in Fig. 15, and the
and deuterons require the additional application of a coalegparameters are listed in Table V. Thevalue obtained for
cence calculation. Th&ly,, count from ourRQMD simula-  RQMD is larger than for the E910 data fits. For the 4etX
tions includes only protons. Presumably some protons thds larger by 35% from additional protons which fall outside
contribute toNg.., would bind with neutrons to form deuter- the E910 acceptance. As with the data, the polynomial model

FIG. 14. Comparison between event normalized slow fragmen
multiplicity distributions for p+Au reactions obtained from the
E910 data anekombp Monte Carlo calculations.

TABLE V. Coefficients for polynomial and GCM fits thly., from RQMD 18 GeVE p-Au.

Target Co Or X cy Cy X?INpg
GCM E910 0.3605 0.0006 8300/16
GCM 47 0.4933+0.0006 6909/23

Polynomial E910 —0.136+0.009 0.663 0.006 —0.0089+0.0007 80/14

Polynomial 4r —0.443+0.007 1.155-0.007 —0.0075-0.0008 69/21
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UM AR AR A R L particle file falls well below distributions for Glauber and

3 p+Au 3 Hijing shown earlier. To obtain the appropriate value/dbr

; 3 comparison, we examine the history file and count all colli-

S L 3z ¥ ROMD 1 sions suffered by particles that carry valence quarks of the

10 F e I * Hijing E projectile. Counting for produced particles stops when the

; Ye ] formation times elapse, and multiple collisions of valence

ve o Glauber | quark-bearing particles with the same target nucleon are
v 4 counted only once. The distribution of calculated in this

ve 3 way is shown in Fig. 16, along with the Glauber and Hijing

1 calculations. We see that for large RQMD falls substan-

8 | tially below Glauber and Hijing. It is interesting to note that

E the relation ofRQMD to Hijing in 7 (v) is similar to its rela-

tion to the data in thé, distribution(see Fig. 14

The comparison fow(Nge,) andof v(Nge,) | among the
GCM and polynomial analyses &fQmMD and their intrinsic
values inRQMD are shown in Fig. 17. The GCM and poly-
nomial models generally differ by no more than one from the
g E RQMD values in their prediction ob(Ngye). The intrinsic
P I P B S I W S A RQMD values are matched by the polynomial for the lowest
0 2 4 6 & 10 12 14 I6 I8 Ngrey, and by the GCM foNg.>3. The intrinsic disper-

v sions are bounded by the predictions of the polynomial

FIG. 16. Comparison between the(») distributions for p mode] below and the G.CM above. It is glso'instructive to
+Au reactions obtained with 3 different models: Glauber, Hijing, €X@mineP(Ngry, ) in slices of », shown in Fig. 18. The
and RQMD. overall normalizations follow the behavior of Fig. 16.
RQMD is above the GCM and polynomial distributions for
small v, and below them for high'. The Ny, distributions
dfor a givenv for RQMD are more accurately described by the
H‘.é)lynomial model.

wi
10 ¢ S

gives a better description of the,., distributions for both
E910 and 4r sets. The quadratic coefficients are small an
negative, but are not consistent with zero, as was seen for t
data.

The main goal in analyzingrgMD with the GCM and
polynomial model is to compare the extractegy.,) val-
ues with the intrinsiav of RQMD. For RQMD, the definition of We estimate the systematic errors through a set of re-
v requires some explanation. Above a certain energy threstanalyses of the polynomial model applied geAu data set
old, cross sections iRQMD are governed by the additive with the following changes. Historical: defindg., to be
quark modelAQM). A hadron which has one of its valence 0.3<p<1.0 GeVt for protons, and 08 p<2.0 GeVt for
guarks assigned to a produced pion will have its cross sedeuterons, Glauber: substitute Glauber model for Hijing in
tion immediately reduced by 1/3, to be restored after a propethe calculation ofw(v) (see Fig. 10 Exclude: remove
time of 1 fm/c has passed. Therefore the distribution of theNg,,~0 bin from fit to data. The first two modifications are
number of collisions reported for the projectile in tkemp  straightforward alternatives to the standard analysis. Remov-

VI. SYSTEMATIC ERRORS

ROMD-E910 ROMD-4rn
‘\A 14 ¢ T ll T 14 "7 T T ]
Sk * Po E 2 ]
52t o GCM . 2 E
& oF s ROMD o 0% oo®"
E ° ® P
> 8r s802% 8 28800008
6F ¢ e 3 6 Ll 3
4F 38 . 4 @0990 :
238 3 2580 ] _
0 B— L ! 3 ot PRI I R FIG. 17. Comparison of »(Ng,) and
0 ’ 1o 0 ? 10 ol o[ v(Ngrey) ] for RQMD values and GCM and poly-
greys
—~ 4o : , 4 g nomial fits to therRQMD N, Within the E910
25k E 3.5 acceptance and over#
% 3 E 3 3
2 5 o 25
S 25 gsse 2 apaconbéasda
> 2E gess i 3 2 gR oo
5 .5 _2 g 3 3 Py ogﬁ%...ooooooo
1E 3 15e®
05 3 0.5
0 £l P TR RS VN WO BTSN [ PRI R L PP R
5 10 0 5 10 15
Ngrey Ngrey
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1 analysis. TherQMD intrinsic difference is re-plotted as a
3 relative difference to compare with our final estimate of the
4 relative systematic error.

3 VII. CONCLUSIONS

We have measured the slow proton and deuteron produc-
U, tion in 18 GeVEk proton collisions with three targets Be, Cu,

" and Au in the momentum range relevant to a determination
3 of collision centrality. RQMD, a full intranuclear cascade
] model, provides reasonable agreement with Mg, distri-
] bution for thep-Au data. The simple GCM and polynomial
models are also fit to the data as part of the procedure to

0 —
Ng,ey extracty(Nge,). The GCM imposes no upper bound on the
number of protons that can be emitted and therefore overpre-
FIG. 18. Event normalizedlly., distributions for a given value dicts theN reydis'[ribu'[ions for all targets. Though not a per-
of v for RQMD tracks in the E910 acceptance, overlayed with thefect fit (y“/Npg of 1—-100, the polynomial model gives a
predictions of the two models—dashed for the GCM and dotted fopetter description of the data.
the polynomial. We are unable to comment directly on the applicability of
the model of Hegab and Hieer until we can compare its
ing theNgey=2 bin checks for a bias in our interaction trig- predictions for theN, distributions to data. However, from
ger. Figure 1€a) shows the rms deviations in the extractedthe result of the polynomial fits we conclude that there is
v(Nge,) With respect to the standard analysis. The historicalittle »? in the dependence ®., on centrality, contrary to
momentum cuts show the largest discrepancy. For comparihe predictions in Ref§13,12. We cannot say that this con-
son, the magnitude of the difference between intrinsidradicts results from previous experiments. The authors in
;(Ngrey)RQMD and polynomial analysis O?(Ngrey) for the Ref.[13] compare to only one nonemulsion data selnere.
ROMD E910 model set is also shown in this figure. This dif- € target is known and find reasonable agreement with
ference,6v(Ngre,) "?MP, should include all systematic effects their model. However, a later publication from this experi-

of this analysis in addition to systematic errors inherent inMent foundNg, to be approximately linear in [21], a
RoMD. The dependence 057(Nge)R® on Ny, should result also obtained in Ref33]. This evidence for a linear
ngt bé taken a% a true reflectiogr;ef)f the beha\g/’irgyr of the s Sr_elation is consistent with the results of the polynomial fit
tematic errors. but rather an indication of their range No); and the central assumption of the GCM. The exact reason for
i SRR R ge. Shis linear dependence is unknown, but we speculate that the
that it oscillates around the rms deviationuiNgy,) for theé  majn assumptions of the GCM are approximately true: an
systematic error. _ _ hadron-nucleon interaction. Deviations from this could be
Figure 19b) shows the relative systematic error for the the reason for the presence of a finite constant term in the
sum in quadrature of all three re-analyses. Thesystematic  polynomial analysis.
error is 10-20 %, peaking &tgre,=0 (v~3) for p-Au. This Our main result is the determination of centrality for a set
is significantly smaller than the dispersion[»(Nge)],  of collisions from the measuretlye, with two different

shown in the figure relative to_/(Ngrey) for the standard models. The predictions of the two models differ by less than

T T T T T T T T T T T

i (%) ] FIG. 19. (a) The rms distribu-
1 tion for (v'—wv) as a function of
. N

|> [T T ;3 .3 T T L L X X T

I * Historical

5 r(a 1

© ,-( ) A Glauber i
: ¢ Exclude Ngre =0 ]

ms
Y
S <
N %
T

Y ROMD Tifiasic 0.6 grey: Where the prime indicates
N, ] an alternate set of systematic cuts,
i M G(V)/ VPolynomial 4 St
Y ¥ §rxxrE ¥ ] or the intrinsic value fromrRQMD.
v ]

(b) The relative systematic error

A v (shaded for the combined one

(Sys. Err. or Disp.)

10°FY A % 800% Y 600 0 o0 standard deviation errors from the
N A Al E v three reanalyses _descrlbed in the
90 Al 02 F v ] text. For comparison theQmp
L A A A x ] . = ySlematlc v oy relative intrinsic difference(tri-
: A ] 01 F ] angles and the polynomial model
Fo ] £\ v o ] relative dispersior(unshadeflare
R T P ————— also shown.
Ng/'ey Ngrey
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the predicted dispersions for mdsf,e,. Both models have for their help in staging and running the experiment. We are
been checked against a full cascade modelyp, and the particularly indebted to Dr. Tom Kirk for his support and
intrinsic?(Ngrey)RQ""D lies between the GCM and polyno- €ncouragement in pursuing the scientific program of E910.
mial results. On the basis of the fits to the data, we ascrib¥Ve are also grateful to Dr. Heinz Sorge for his generous
the more accurate measure angrey) to the polynomial correspondence regarding the collision historgrQMbp. This
model. Finally, we establish a systematic error for this cenWWOrk was supported by the U.S. Department of Energy under
trality measure that is 10-20 % EKN ). coptrac’gs with BNL(No. DE-AC02-76CH00016 Columbia
grey University (No. DE-FG02-86-ER402891 LLNL (No.
W-7405-ENG-48, the University of Tennesse@No. DE-
FG02-96ER4098R and the National Science Foundation un-
We wish to thank Dr. R. Hackenburg and the MPS staff,der contract with the Florida State Universito. PHY-
J. Scaduto, and Dr. G. Bunce of Brookhaven National Lal®523974.
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