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The possibility of computing the three-body correlation energy in nuclear matter by direct
solution of integral equations in momentum space is studied. An important feature of the
procedure is that the off-energy-shell reaction matrix, which comes from an arbitrary two-
body potential, is approximated by a sum of separable terms. Detailed numerical calcula-
tions are made for an S-wave force consisting of the Reid 130 potential acting in both singlet
and triplet states. The main results are as follows: (1) The Reid 1So reaction matrix can be

DECEMBER 1972

accurately represented by two or three separable terms for all relative momenta . in the

region 0< k<8 fm™1,

This is the relevant region for the calculations. (2) Integrals over mo-

menta can be adequately approximated by finite sums over only 6 or 8 Gauss points. (3) Many
three-body states can be adequately treated in lowest order and therefore do not appear in
the integral equations. On the basis of these results, it is estimated that a calculation using
the full nuclear force would require the solution of systems of 100—200 linear equations.
Solving such systems is perfectly feasible with present-day computers. The three-body cor-
relation energy has been calculated at three different densities for the assumed two-body

force.

I. INTRODUCTION

Recent calculations® of the binding energy of
nuclear matter give 13.7 MeV per particle, about
2 MeV short of the value deduced from the semi-
empirical mass formula.? However, the theoreti-
cal result contains an uncertainty of about 2 MeV
due to the computational difficulty in evaluating
the higher-order terms in Brueckner theory.
Since the calculational uncertainty is comparable
to the discrepancy between the empirical and
theoretical results, improved calculations are
clearly needed. In the present work, we consider
the possibility of making more accurate calcula-
tions of the three-body correlation energy in nu-
clear matter.

The work of Rajaraman® and Bethe* showed that
a correct treatment of three-body correlations
requires summing the three-body cluster diagrams
to all orders. This is equivalent to solving a three-
body integral equation. A simple and practical ap-
proximation method which makes use of coordi-
nate-space wave functions was given by Bethe*
and was improved by Day,® Kirson,® Bethe,” and
Dahlblom.? It has also been discussed by Mosz-
kowski,® and simple tests'® have been made by
Easlea and by Petschek. A different type of cal-
culation, using a separablz S-wave force, has
been made by Bhakar and McCarthy.!' However,
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the only published calculation using the full nu-
clear force is that of Dahlblom.?

Dahlblom treated both the Reid'? hard-core and
Yukawa-core potentials, using the coordinate-
space method mentioned above. This method in-
volves a number of different approximations, all
of which are well understood on physical grounds.
But it is very hard to make a quantitative esti-
mate of the combined error produced by the vari-
ous approximations. An error as large as 1-2
MeV does not seem impossible. In any case, it
would clearly be valuable to check Dahlblom’s
result in a completely independent calculation.

The coordinate-space method gives very good
physical understanding, but it is not the first step
in a systematic approximation scheme. To obtain
better numerical accuracy, it seems better to
work in momentum space. Numerical techniques
such as Gaussian integration are more efficient
in momentum space because the two-body wave
function is smoother in momentum space than in
coordinate space. Therefore, in the present work
the possibility of doing accurate calculations in
momentum space is studied.

Depp’® has given a detailed and complete deriva-
tion of a system of three-body momentum-space
equations for nuclear matter. He obtains a system
of coupled integral equations in two continuous
variables for the three-body reaction matrix. He
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has also done some preliminary numerical cal-
culations and his work clearly shows that, for a
realistic nuclear force, the computational problem
is a big one.

Therefore, it seems sensible to gain some nu-
merical experience on a smaller problem before
attempting a calculation using the full nuclear
force. We have therefore studied the problem
with a pure S-state force that consists of the Reid
IS, potential acting in both singlet and triplet
states. The problem is then small enough that
we can study in detail such questions as, how many
mesh points are needed in momentum space, where
can integrals in momentum space be safely cut
off, etc.

Ordinarily such numerical details are of little
interest; but the present computational problem is
so large that any results that help to define its size
are valuable, and our results do this. They enable
us to make a rough estimate of the size of the full
problem involving a realistic two-body force. The
main question is: After integrals have been ap-

proximated by finite sums, how many simultaneous
linear equations must be solved? Our results
make it probable that this number is between 100
and 200. This is a large number of linear equa-
tions, but it is well within the capabilities of exist-
ing computers.

We have also made detailed calculations of the
three-body correlation energy at three different
densities for our assumed S-wave force. However,
these results seem to offer no adequate basis for
an estimate of how much energy the full Reid po-
tential would give.

Our equations are set up somewhat differently
from Depp’s. For example, we differ from him
in using a separable approximation to the two-
body reaction matrix. Therefore, in Sec. II we
give a derivation of the equations we have used.

In Sec. I, these equations are reduced to a form
suitable for computation, and numerical results
are presented. These results are discussed in
Sec. IV.

II. THREE-BODY EQUATIONS

Exact equations for the binding energy of nuclear matter have been derived previously.!* The energy
involves a two-body operator W, that is determined by a fairly complicated set of nonlinear equations.!®
An iterative solution adapted to the properties of hard potentials gives successive approximations to W,

in the form

W,= Z_)Wg") s

(2.1)

where each W‘") is obtained as the solution of a linear integral equation. WQ) is given by the reaction ma-
trix. The equatlon for W(”) is the subject of the present paper. Formal iteration of the integral equation
for W(*’) generates the series of three-body-cluster diagrams for nuclear matter. Since this series is ex-
pected to diverge,** it is the integral equation that is more fundamental and that should be used in numeri-

cal calculations.

For any two-momenta P, and P, below the Fermi level k., the total momentum P and the relative mo-

mentum k are
Bo=p,+D,
Ko =3(8,-B,) -

(2.2)
(2.3)

The energy per particle, expressed in terms of the momentum-space kernel of W,, is™®

8=0.3k2 + 1(2m)%p" f 4P} f a°P, f a%k,@,(5,,

where the particle density p is given by

p=2kg%/3n%.

-

o) (Ko, B |W, | By, Ky), (2.4)

(2.5)

If the momenta are measured in fm~?, then conversxon of the energy to MeV requires multiplication by
41.47 MeV fm?. The double integral over P' and P is necessary since the kernel of W, contains a 6 func-

tion 5(P; - B,).

The operator @, is the projection operator that requires both P, and P, to be below the

Fermi level. Spin and isospin variables are implied. They are suppressed at this time for the sake of
brevity, but will appear explicitly at the appropriate later stage.
Self-consistent single-particle energies e(p) for p < k. are given by

o - B e(p) =0~ D)3 p*+ [ a%p (61, 5" WalB”, D).

(2.6)
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The leading term in W, is

& BIw® | By, k)= 6(F - Bo)(K|Glw, B)[Ky), (2.7)
where

w = e(py) + €(p,) (2.8)
and the reaction matrix G is defined by the two-body operator equation

G={1+Vv(Q/e)} V. (2.9)

The projection operator Q(ﬁ, k) requires both particles to be above the Fermi level. The operator e is
defined by

ep(k,, k) =[e(k,) + e(ly) - w] 9(K,, Ky) (2.10)
where the single-particle energy e(k) for & >k, is the kinetic energy

e(k) =31 . (2.11)
We have thus

ep(B, K) = (AP + K2 — w)y(P, k) . (2.12)

Two-body wave functions are antisymmetric, and the normalization integral is
lolie=2 [ @k, [ a*e,[9E, B 2. (2.13)

In order to discuss the equations for W2 , it is convenient to introduce three-body wave functions
zl)(kl, 25 3) which are antisymmetric only in the first two particles. They satisfy the relations

P(k,, Kp5 Kq) = =9(K,, K5 Ky) (2.14)

lol2=3 [as, [ask, [a*e v, BRI (2.15)
We define the permutation operator X by

Xp(K,, ky; K,) = p(K,, Ky K,) + (K, Kp5 K,) (2.16)
Note that 3(1+ X) is the projection operator that prOJects out the fully antisymmetric component.

Instead of the single-particle momenta kl, kz, k,, we may use relative and total momenta when convenient.
These are related by

K=k, +k,+k,=P+Kk,, (2.17)
P=El+*2=§5€+K,
R-1P-2E,.
The kernel of W& has the form®
(&g, By W By, Ky) = 5 12 3 °Po(RS, B B | ClN@/ X W, 33 B, Ko, (2.18)
P3l<Rp
where @ is the projection operator that requires the first two particles to be above the Fermi level and
w= €(p1) + €(pz) + f(f’g) . (2.19)

The single-particle momenta B, and P, correspond to _ﬁo and k,. The three-body energy denominator e is
given by

eY(ky, Ky; ;) = [(k,) + (k) + €(ky) — w] (K, Ky; &) - (2.20)
The three-body operator G(w) is related to the reaction matrix by

(&', B3 k3| G(w) | &y; B, B) = 6(B" - B)o(k; - Ko) R’ | Glw - €(ky)] ) . (2.21)
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The operator W, is the solution of the equation”’

W, | Ds, Do, Br) = {G(w)X(Q/€)G(w)(1 + X) = G(w)X(Q/ )W 3 }| By, By, Dy - (2.22)

It will be convenient in the future to label the symbol G to indicate whether the spectator momentum &k,
is above or below the Fermi level. We use G, and G,, respectively. .

Because of the translational invariance, all operators commute with the total momentum %. It; is there-
fore possible and convenient to redefine all three-body operators as operators on functions zp(l?, K) depend-
ing on the total momentum as a parameter. We do this without introducing new symbols for the operators.

Putting Eq. (2.18) into Eq. (2.4) and using Eq. (2.22), we find that the three-body correlation energy &,
can be written in the form

83 = %( 277)—3‘)-! fdsacofd 3Kofd3k0Qh(_x.0’ KO’ E0)(E0, I-{0 IFJF(I + X) IR.O’ EO) ’ (2'23)
where by definition

Fo| Ky, Ko) = X(Q /€)Gy(w) K, Ky (2.24)

and F satisfies the equation

F=G[F, - BF] (2.25) -
with
B=XQ/e. (2.26)

The projection operator @, requires all three particles to be below the Fermi level.

Equations (2.23)-(2.26) can also be obtained by a formal summation of the three-body-cluster diagrams.
We now briefly indicate the correspondence between the formulas and the diagrams. We follow Depp'® and
use Hugenholtz'® diagrams. Then in each order of perturbation theory there are just two three-body clus-
ter diagrams. Diagrams such as those of Figs. 1(a) and 1(c), in which two hole lines proceed undisturbed
from the highest to the lowest vertex, are called direct diagrams. All others, such as 1(b) and 1(d), are
called exchange diagrams.

To see the connection between the formulas and the diagrams, consider first the direct third-order
diagram 1(a). Using the definition (2.21) of G, we can write its contribution to & in a form similar to Eq.
(2.23). The result is

3
53=%(211)-3p-11;1 Ip. ] < dapi(ﬁv DP2; ﬁsIM(:;) I'ﬁs; P2, B1) (2.27)
I <

F

(a) (b) (c) (d)

FIG. 1. Three-body-cluster diagrams in the Hugenholtz representation. (a) Direct third-order diagram. (b) Ex-
change third-order diagram. (c) Direct fifth-order diagram. (d) Exchange fifth-order diagram.
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where

3 > > o
®,, E;-ﬁslM(a) [Bs; Be, B1) = f Hdkidkf(ﬁuﬁz;ﬁs,Gb(w)(Q/e)Ika;keykl)
i

> > > o

X (Ezy Es; E1 ,G-a(w)l 45 k4, k(K] Eéy El’ [(Q/e)G ,(w) | Bs; Dz, Dy) - (2.28)

With our normalization, we have

(K, Ry Ky | Ky Y, By = 0(K, - K [6(K, - kD)o (K, - k;) - 6(K, - K)o (k, - k)] (2.29)
This can be used with (2.16) to obtain

x= [ Ak &, KR, K &l - (2.30)
i

Putting this into Eq. (2.28) gives
M(B) = FJF(I) , (2.31)

where F%) =G,F, is the first-order term in the integral equation (2.25) for F.

Thus the third-order direct diagram represents the expression (2.23), except that F is replaced by F(‘),
and only the “1” is used from “1+ X.” The same statement holds for the direct diagram of order »n+2,
except that F is now replaced by its nth iterate F™ =(-G,B)""'G,F,. Therefore, iteration of the integral
equation (2.25) generates order by order all the direct diagrams. The exchange diagrams are generated
in exactly the same way, except that in Eq. (2.23) the “X”is used from “1+X.”

Our task is to solve Eq. (2.25) for fixed X,, K,, and K,, evaluate the integrand in Eq. (2.23), and sum
over 550, f(:,, and k,. Two main features are involved in reducing Eq. (2.25) to a manageable form for
numerical computation: The separable approximation for the reaction matrix and the exploitation of rota-
tional symmetry. The latter involves the use of the partial-wave representation, certain angle averages,
and the assumption of an S-wave force. We proceed to discuss these steps in turn.

The separable approximation will be applied to G, but not to G,. We have

k', K’|G,|K,K) =6(K’ - K)(K’|GK) [k) (2.32)

since Q is a function of P=3%,+K and
e=i%2+3K2+ P -w. (2.33)

It is reasonable to expect that very high values of 2 and k2’ do not contribute significantly to the integrals.
We assume that

(k|G|k") =0

unless % and k’are both less than a finite upper limit &,,,. We have tested this by varying the cutoff &,,.
Since this truncated kernel represents a compact operator, it may be approximated by a kernel of finite

rank. Since low k are expected to be more important than high &, we prefer to approximate the weighted

kernel wGw, where w(E, K)isa positive weight function which decreases with increasing k. We have then

w (&, K) (K| G(K) [kw (&', K) = Ta,,K)s; (K, K)sHk’,K), (2.34)
]
where A;; is a finite Hermitian matrix and the functions s,.(l?) are conveniently chosen interpolating func-

tions. Let u;5 and A4 be the eigenvectors and eigenvalues of the matrix A;;. Then it follows from Eq.
(2.34) that

k[G|k") = Zﬂ}gsﬂ?, KN (K)gg(k’, K)*, (2.35)
where
gs(K, K) =§)uaesi(ﬁ, K)/w(k, K) . (2.36)

The values of B with the largest IMI contribute the most to this sum, while small eigenvalues contribute
very little. This is the basis for the important approximation in which we restrict the sum over B to a
few terms only. In actual calculations, the dimension of the matrix A;; is 35 while the number of 8’s re-
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tained varies between 2 and 5. It follows from Egs. (2.25), (2.35), and (2.36) that

(&, K| F|K,, K, =L FG6, K)g,(K, K). (2.37)
The functions F (B, K) are then the solution of the equation

F(B, R) =00 Fo(6,B) - A, T, [ K6, R| BIR", 9P, K, (2.38)
where i

Fo(6, B)=3 [ a% 3% )G K1 X(Q/e1G, Ry, o) (2.39)
and

(B,R’IBH?',B')% fdak fdﬂk'gg(ﬁ, B)(&, K| x(Q/e) IR, K)gs &', K. (2.40)

It follows from these definitions that

(Ko, Ko| F§ FIRo, Ko) = D f d°K F3(8,K)F(8,K) . (2.41)
B

The rotational symmetry of our problem is enhanced by assuming pure S-wave potentials and by using
angle averages. For the two-body projection operator @, we use the angle average Q(P, k), which is known
to give good results for the leading term in the potential energy.® We also average out-any dependence on
the direction of the total momentum ¥,. The direction of X, enters g4 and A, only via

P?=|3%,+K|?. (2.42)
We replace P? by its angle average
P2=i%X72+K?. (2.43)
It follows that x4 and g4 depend only on the magnitudes of Kk and K.
The transformation to the partial-wave representation is given by
oK |- k) 8(| k|- &)
K k

K,k |k, l1,m,K, L,M)= Yo u(R)Y o (B) . (2.44)
At this point we must explicitly introduce the spin and isospin variables which were suppressed so far.

Let S be the total spin of particles 1 and 2 while 8 is the total spin of all three particles. The isospin is
coupled in the same fashion. Thus the representation used for our numerical calculations has the quan-
tum numbers 55, K,L,M,k,I,m,S8,8,T,7T,,S, T. When the full nuclear force is taken into account, further
coupling of angular momenta is desirable.’>2° But this is unnecessary for the present purpose. Restric-
tion to S-wave potentials and angle averaging implies that /=m=0 throughout, and all operators commute
with f:, g, and T. The kernels are therefore independent of M, 8,, and 7,, and these quantum numbers
will be dropped in the following. Because of the exclusion principle and /=0, the pair of variables (S, 7)

is restricted to (0, 1) and (1,0). Since

Yoo? = (4m) ! (2.45)
and
DY (R YEulB) = 2L+ 1)/47, (2.46)

the energy &, is

&=32n=unp [ 4%, [ a2k [ @%@ Ber B T 2L+ 128+ 1)(2T +1)

L8T

X 3 (koy Koy Sop Tol F§ F(1+ X)| To, S, Koy ko)Ko ko™ - (2.47)
SoTo

The conserved quantum numbers fo, L,8,T are implied.
The kernel of the operator X depends on the conserved quantum numbers L, 8, T but not on fo. It has
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been evaluated by Depp,'® and by Balian and Brézin.?* We have
(r',K',S', T'| X(L, 8, T)| T, S, K, k) =461 = | z|) (&', K’ | f (L) | K, k)
X0(3K2+ K- 3K'2=R'2)(S, T'|R(S, T|T,S), (2.48)
(', K'| (L) |K, B) =P (2), (2.49)
where 6 is the unit step function, P, is the Legendre polynomial, and
z=[3(R2+k'%) - 2(K®+K'®)] /(KK"). (2.50)

The expression K2+ k2 is the kinetic energy of the relative motion of the three particles and is therefore
invariant under permutations. The 6 function expresses this invariance. The spin-isospin matrix ®(8, T)
has the values

3) = -1, (2.51)
1 -3
61'(29 2)"“( 3 1)- (2.52)

When 8 # T, only one value of (S, 7) is allowed.
The final form for F, is then

(29 2 %a

1 —
Fo8,K,5, 1= [ ak [ ak'gsll, KXE K, S, TIXI Toy So, K k)@, £)/es(BNE |G ), (2.53)
where
ey(k')=k'2+3P% - e(p,) - €(p,)
k242K K- 2w, (2.54)

Similarly, for B we have
1
(8,K,S, T|B|T’",S",K',B") =2 fdk fdk’gﬁ(k,K)
x(k,K,S, T|X|T", S K', k")[QK', k") es(k’', K') | gg:(k',K"), (2.55)
where
ek, K)=3RZ+3K'2+k % - w. (2.56)
III. NUMERICAL CALCULATIONS
A. Formulas Used for Computation

In this section we write out the formulas that were actually used for numerical calculation. Consider
first formulas (2.53) and (2.55) for the inhomogeneous term F, and the kernel B of the integral equation.
In each of these, we insert Eq. (2.48) for the matrix element of X and use the 6 function to carry out the
integral over k. The resulting equations are

FolB, K, S, T) = 1(S, T|R(S, T)| To, So) f (dk /00855 2Ry K)

X(k, K| f(L)| Ko, & ’)[Q(Ko, ')/ez(k V(&' |G(K,, So, To) | o) (3.1)
(B,K,S, T|B|T", S, K',B")=3(S, T|R(S, 7)|T’, ’)f (dk "/ k)ggs ik, K)
X(k,K,f(L),K', I)[Q(K" ’)/ea(klyK,)]gB’S’T'(kI’K,)’ (32)
where
glK—%KW

L(K,K’) =max , (3.3)
z(sz_glxoz_%Klz)l/z
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and it is understood that any integral whose lower limit exceeds its upper limit is to be put equal to zero.
The matrix element of f(L) in Eq. (3.1) shows that the momenta (k, K) give the same kinetic energy as
(k’, K,). This determines the value of % in Eq. (3.1), and a similar remark applies to Eq. (3.2).

The limits of integration in these formulas require some discussion. The definition of the matrix ele-
ment 7(L) in Eq. (3.1) by Eqs. (2.49) and (2.50) implies the requirement that |z|< 1. This implies in Eq.
(3.1) that |K—1K,|<k’'< K+3K,. Another condition on &’is that Q(K,, k') be nonzero, i.e., that k'*+3P?
>kg?, where P is defined by Eq. (2.43). This gives a second lower limit on %/, and Eq. (3.3) is simply the
statement that £’ must be greater than each of these lower limits. A similar discussion holds for the
limits on &’ in Eq. (3.2).

An additional restriction on the upper limits of integration in Eqs. (3.1) and (3.2) comes from the re-
quirement that % and %’ both be less than the cutoff value k,,, for relative momenta. In numerical work
we have always taken k,,, equal to the cutoff value K, used in Eq. (3.4).

From Eq. (2.38) it follows that the integral equation for F is

[)‘BST(K)]-lF(B:K’ 57 T)=Fo(ﬁ, Ky s) T)— Z de'(B: K! S! TIB,T',S',K', ﬁl)F(BlyKlr S,’ T,) ) (3-4)

g’'s’'r!

where K, <K’ <K,,. The cutoff momentum K, is to be taken large enough so that the error in the in-
tegral is negligible. What value should be used for K, ? The kernel B given by Eq. (3.2) has nonzero
matrix elements for all K>0. However, Eqs. (2.39) and (2.40) imply that the solution F is nonzero only
in momentum-space regions in which |k,| >£,. From Eq. (2.17) we find K, = 3%,-K, so that we must
require

k= 3K+ K2~ 2K K cosf>k,2, (3.5)

where 0 is the angle between 550 and K. Since |cos8|<1, Eq. (3.5) shows that K must be greater than some
lower limit in order that the solution F be nonzero.

A nonzero lower limit on K also arises from the fact that the allowed region of momentum space for F
is exactly the same as for G, F,. The allowed region consists of all points {k’l, Ez, Es} with total momentum
equal to X, and |K,|> k. Starting with momenta {p,, ,, Bs} in the Fermi sea, one can reach any point in
the allowed region via two two-body interactions. Since G, F, involves two two-body interactions, it is
nonzero in the same region as F. But G, F, is represented by Eq. (3.1), which is nonzero only when
K+3K,>L(K, K,), i.e., only when

K>(kp® - 3K,° - 2K5)'? - 1K, . (3.6)

Thus F is nonzero only when K satisfies Eq. (3.6).

Both of these lower limits on K have been lost in our equations because of our use of the angle-averaged
Pauli operator @. But we reimpose them by our choice of K,,,. Condition (3.6) is most restrictive when
K,=0, and this determines the value of K, that we actually use, namely,

K i = (kg2 = 23%)172 (3.7

The same value of K, is obtained from Eq. (3.5) by averaging over the angle 6. In numerical calcula-
tions, we have verified that small values of K contribute very little to the energy, so that the precise
choice of K, is not critical.

To obtain the energy from Eq. (2.47) we need formulas for the matrix elements

M = ko, Ko, So, To| Fy F| Ty, Sy, Ko, ko) 5 (3.8)
* = (ko, Koy Sos ToIFgFXIToySo;Km ko), (3.9)
M =9 + I . (3.10)

In our approximation, g% is

e =3 de F,B,K, S, T)FB,K, S, T). (3.11)

BST

To evaluate 97" we note that FJ F and X are both real and symmetric. It follows that 9 is real as it
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should be and
m = (ko’ Ky, S, T I F;FXI To, Sos Ko, ko)
= (ko’ Ko, So, TolXFJF'To; Soy Koy ko) -

This last matrix element can be written

ex_1 ’ 'Lt ’ ’ ’ ’
M3 3 [ R A ko, Koy Soy Tol XI T3, S5, K, B) iy K Sy Tl FFI Ty S0 Ky o) -

84T
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|

(3.12)

(3.13)

Now we use (2.48) for X, integrate over k{ by using the 6 function, and use Eq. (2.41) to get

dKF(e)x(ﬁ! KY s’ T)F(B) K’ S’ T) ’

g = Ef

BST

where

Byt ik
F3(B,K,S,T)= ) (S, To| R(8, 1) 75, S9) f] L ? (dE /1) ko, Ko F(L) | K, 1§)FY(B, K, S, T,

K,
s4T 1|

(3.14)

(3.15)

and Fy is calculated with initial state | kg, K}, S§, Tg) instead of |k,, Ky, So, To)-

We can now outline the procedure followed in numerical calculations. The inhomogeneous term and ker-
nel are constructed by use of Eqs. (3.1) and (3.2). Gaussian integration is used to approximate the integral
equation (3.4) by a finite system of linear equations. These are solved, and the solution F is used in Egs.

(3.11) and (3.14) to find 9% and y**.
energy.

B. Finite-Rank Approximation to G,

In general, a separate finite-rank approximation
to G, must be obtained for each allowed partial
wave (IST). However, in the present work we take
1=0 and use the Reid 'S, potential in both singlet
and triplet states; so the indices IST are sup-
pressed. With our normalization, the matrix ele-
ments of the potential V are

(k| V| &) = (4kE"/7) f dr v 2o(kr) Vr)jolk'r)

(3.16)

and the matrix elements of G are normalized
correspondingly.

The reaction matrix (2.9) depends on P (through
the Pauli operator @) and on the parameter y2 de-
fined by e, =k*+y2%. For G,, we find from Eq.
(2.33) that

y2=%5€°2+%K2—w. (3.17)

Thus for each pair (y2, P) we must obtain a finite-
rank approximation to (2| G(y2, P)|k’).

This two-parameter family of matrices is re-
duced to a one-parameter family by the following
approximation. We combine Eq. (2.43) with Eq.
(3.17) to obtain

2_4_,2 2 2 4
Po=37 " +5%K, +3w.

(3.18)

Now, %yz varies over a range of 60 fm~* or more,
while the other terms on the right of Eq. (3.18)

These matrix elements are finally put into Eq. (2.47) to obtain the

T
are always small and typically add up to —=3.5 fm 2,

Therefore, we retain the correct dependence of

P on y2, but we replace X, and w in Eq. (3.18) by
fixed average values. Thus P and hence G, be-
come functions of y? alone. Since G, is quite in-
sensitive to P, this should be an excellent approxi-
mation. Of course, G, is sensitive to ¥, and the
dependence of G, on y? is retained without approxi-
mation. For a given value of y? we construct the
finite-rank approximation to G, by choosing

A =w (k) (R, |G| ;) (R)) (3.19)
with
w(k)=w,/e. (3.20)

We use cubic splines for the interpolating functions
s;(k). The N mesh points k; go from 0 to 5 fm™!

in steps of 0.25 fm ™ and from 5 to 12 fm™! in
steps of 0.5 fm~!. The constant w, is fixed by the

arbitrary convention

V=1 |gslk) =3 (3.21)
1

The most important 8’s are those with the largest

value of |Ag|. We write 1R, 2R, ... to indicate

the B’s with positive A4 in order of decreasing

magnitude |4, and similarly 14, 24, ... for

negative Ag.

Figure 2 is a set of plots of A vs y? for the first
five 8’s. All X’s except for S=1R become nearly
constant for large values of y2. In Fig. 3, the
first five form factors g are plotted against % for



|

20

2R

Ng (fm")

3A

1
7 2A
e

1

16

1A

1 1 1 1
32 48 64 80

yZ (fm?)

FIG. 2. The quantity A g plotted against v? for B =1R,
2R, 1A, 2A, and 3A. Note the different vertical scales
used for positive and negative values of A. The Reid ‘So
Yukawa core potential was used, with 2z=1.36 fm™1,

(k)

4
k(fm™)

FIG. 3. The k dependence of the dimensionless form
factors gg(k), used in the approximation (3.22) to G,,
for p=1R, 2R, 1A, 2A, and 3A. The Reid ‘So Yu-
kawa core potential was used, with y?=14 fm™ and kp
=1.36 fm™1.

THREE-BODY CORRELATIONS IN NUCLEAR MATTER 2001

y2=14 fm™2, a typical value. The form factors
with smaller |[r]| tend to have more rapid oscilla-
tions. The 2R form factor behaves differently
from the others, remaining very small for & <5
fm™!,

The 1A form factor is plotted against & for five
different values of 2 in Fig. 4. The form factor
varies smoothly with y?, the most rapid variation
coming at small values of y2. The dependence of
the other form factors on y? is very similar.

How accurately is (¢’|G,| k) represented by the
separable approximation

(k’lGalk)=(k’|Gﬁ"’lk)sBEgs(k')xﬁgﬂ(k) (3.22)

for various ranks ? As a measure of the error,
we compute the quantities

Jloar [Par| (]G, IR - (&[G R
Alk,) =

*ogn [ar| (&7
[odk [Pde’| (k|G| R

(3.23)

for £,=2, 4, 6, 8, and 10 fm~'. Table I shows
these average errors for y2=14 fm™2. The re-
sults are similar for other values of y2.

The 1R form factor by itself is seen to be good
to 10-15%, except for small &, %k’ below 2 fm™,
Adding the 1A and 24 form factors results in sub-
stantial improvement. The 2R form factor affects
only the region of large momenta, as is expected
on the basis of Fig. 3.

FIG. 4. Plot of the dimensionless form factor gg(%)
vs k for B=1A and five different values of 2. The val-
ue of y? for each curve is shown in the figure (in units of
fm~2). The Reid 1SO Yukawa core potential was used,
with kp=1.36 fm™1,
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In numerical work, we must interpolate the g,
in both 2 and y2. The interpolation in 2 was done
on the 35-point mesh by use of a cubic-spline
formula and produced an error much less than
0.01 MeV in §,. After interpolation in 2, we in-
terpolated in y2 by use of the 5-point mesh y?
=2, 6, 14, 34, 80 fm~2. Within the first and last
intervals, quadratic interpolation was used. In
interior intervals a cubic formula was used.

For the repulsive A’s we interpolated in y? in
the same way. As seen in Fig. 2, attractive \’s
vary rapidly for small 2 in a manner well rep-
resented by an inverse power of y2. We therefore
approximate the function X(y %) =a[x(y?) + b] ~* by
cubic interpolation functions. The constants a
and b are determined by the requirements X(y?)
=y%at y2=2 and 80 fm2.

Interpolation of the g’s and \’s as functions of
y 2 produced errors in G that were smaller than
the error in our rank-five approximation to G.
These interpolation errors should therefore be
of no importance.

Interpolating in ¥ was found to roughly triple
the computing time. It is therefore important to
avoid this interpolation if possible. One possibili-
ty is to simply compute the form factor for each
value of y? that occurs in the three-body equa-
tions. We will find later that six or eight discrete
values of K are sufficient for an accurate solution
of Eq. (3.4); hence the form factors need to be
computed for only six or eight values of 2.

More work is clearly needed to find the separable
representation that is best suited to the present
type of calculation. But it is encouraging that a
first attempt results in the rather good accuracy
shown in Table I. For example, we will find that
a rank-two calculation of &, is accurate to about
0.1 MeV.

TABLE I. Average relative error A(k ), defined by
Eq. (3.23), for various finite-rank approximations to
G,. The value of ¥ is 14 fm™ and # is the rank of the
approximation. The row labeled 1R is the rank-one ap-
proximation obtained with the 1R form factor. The next
row is the rank-two approximation using the 1R and 14
form factors, and so on.

k, (fm™)
n 2 4 6 8 10

1.26 0.16 0.11 0.17 0.37
0.14 0.029 0.034 0.13 0.33
0.055 0.013 0.015 0.11 0.33
0.055 0.010 0.016 0.017 0.027
0.024 0.004 0.005 0.008 0.015

EEREK

|

C. Test Calculations

One of our main aims is to get some idea of the
feasibility of solving the full three-body problem
(i.e., the problem with a realistic two-body force)
in momentum space. Using Gaussian integration,
we reduce the integral equation (3.4) to a system
of linear equations. The most important limiting
factor in solving the full problem is the size of this
system of linear equations. The number of equa-
tions is MB)N(K)N(discr.), where N(f) is the num-
ber of terms retained in the separable approxima-
tion to G,, N(K) is the number of Gaussian points,
and N(discr.)is the number of combinations of non-
conserved discrete quantum numbers. In the pres-
ent work, N(discr.)=2 because the only permitted
values of (S, T) are (0, 1) and (1,0). In the general
case, however, fewer quantum numbers are con-
served, and N(discr.) may be 20 or more. The
present work was undertaken in the hope of learn-
ing what accuracy can be attained with various val-
ues of N(8) and N(K). Then we can estimate the
number of linear equations needed for the full
problem.

Most of our calculations are done with fixed X,
and w. We put &, equal to its rms value (1.8)2f,,
which is 1.825 fm™' at kz=1.36 fm~'. The value of
Kumin = (k5* — +%2%)'/% is then 1.216 fm™'. We took
w=—3.4 fm~2, corresponding to an average single-
particle energy of —47 MeV for occupied states.

In order to save computing time in the test runs,
we avoided interpolation of the form factors in y 2
by evaluating them at y2=14 fm~2, a reasonable
average value. Similarly, we used the fixed value
¥,2 =3 fm ™2 in evaluating (k| (Q/e,)G|k,), which oc-
curs in formula (3.1) for F,. The values used for
many of the parameters are listed in Table II.

The inhomogeneous term F, in Eq. (3.1) depends
on Ky, Ry, Sy, Toy Ko, and w but the kernel (3.2) is
independent of K,, k,, S,, T,- The numerical solu-
tion of several systems of linear equations having
different inhomogeneous terms but the same kernel
is practically as fast as the solution of a single
set of linear equations. Thus it is easy to study

TABLE I. Values of parameters used in the test runs

in Sec. I C.

kp 1.36 fm™!
X 1.825 fm™
w -3.4 fm™?

K min 1.216 fm™!
Yzz 3 fm™2

2 14 fm™2
N(k')=N(Kjp) 6 or 10
N(Ko) 5

N (k) 1
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TABLE III. Values of ((Ko/kg)™(ko/kp)"), averaged over the Fermi sea according to Eq. (3.24).

\” 0 1 2 3 4 5

m

0 1.000 00 0.51429 0.300 00 0.190 48 0.128 57 0.090 91
1 0.595 71 0.299 88 0.17206 0.107 81 0.07199 0.050 44
2 0.400 00 0.196 40 0.11048 0.06811 0.044 87 0.03108
3 0.292 63 0.13989 0.076 99 0.046 62 0.030 24 0.020 67
4 0.22857 0.106 30 0.05719 0.03396 0.02167 0.014 60
5 0.18809 0.08510 0.044 73 0.026 04 0.01633 0.01084

how the matrix elements 3, defined by Eq. (3.10),
depend upon K, and k,. Neglecting the dependence
on X, and w, we evaluate M /K k. for N(K,) val-
ues of K, and N(k,) values of k,. These values of
M/K Lk, are fitted by a polynomial in K, and k,,
and 9 /K k. is then averaged over the Fermi sea
by using Table III, which can be obtained either
analytically or numerically. The average given in
Table III is defined for any function f by

(f)=(3mks%)? d°p,d>p,d°ps f (B, Do, Ds) -

l;il< kp

(3.24)

In evaluating Eqs. (3.1) and (3.2) for F, and the
kernel, the variable of integration was taken to
be the variable z defined by Eq. (2.50). In Eq.
(3.15) for F&, the variable y=(K;? - k) = $K;°)/
k,K, was used. All three integrals were evaluated
with the same number of Gaussian points N(%’)
=N(K3). In many cases ten points were used, but
we found that using six points produced an error

of less than 0.001 MeV in §,. The factor Q(X, &)
in Egs. (3.1) and (3.2) sometimes has a discontinu-
ous derivative inside the region of integration.
The high accuracy mentioned above was achieved
without making special provision for this dis-
continuity in derivative.

By evaluating Eq. (3.1) by numerical integration,
we obtained F, for MK,) values of K, and N(k,) val-
ues of k,. Then for each set of values of (8, K, S, T),
these values of F, were fitted by a polynomial in
K, and k,. Interpolation by means of this poly-
nomial was then used to obtain F,(3, K, S, T) at the
points (&}, K;) required in the numerical evaluation
of formula (3.15) for F&. In this way the number
of times that F, had to be evaluated from Eq. (3.1)
by numerical integration was greatly reduced.

The values of the conserved quantities L,8, T in-
cluded in the calculations are shown in Table IV,
which contains our final results at three different
densities. These results will be more fully dis-
cussed later. Here we simply note that contribu-
tions from L > 3 may be expected to give about

TABLE IV. Contributions of various combinations of the conserved quantum numbers L, 8, and T to the three-body
energy &, at three values of 2 p- Also shown are the contributions to the lowest-order approximation 53(3G). This is
the result obtained by putting the kernel B equal to zero; so it is just the contribution from diagrams of third order in

G. Energies are in MeV.,

kp=1,10 fm™ kp=1.36 fm™ kr=1.62 fm™!

L 8 T 8, 8,(36) &, 8,(36) 8, 8,(36)
0 i 1 0.045 0.393 0.379 1.553 1.433 4.633

i -0.001 0.000 -0.002 -0.002 -0.011 -0.011
0 $ $ -0.001 0.000 -0.002 -0.002 -0.011 -0.011
1 i i -0.012 -0.012 -0.034 -0.032 —0.094 -0.088
1 1 $ -0.023 -0.022 —0.062 ~0.058 -0.165 -0.152
1 3 + -0.023 -0.022 -0.062 -0.058 —0.165 -0.152
2 t $ -0.006 -0.006 -0.021 -0.021 -0.075 -0.074
2 i % -0.001 ~0.001 —0.005 -0.005 -0.017 -0.017
2 $ 1 -0.001 -0.001 -0.005 —0.005 -0.017 ~0.017
Total -0.023 0.329 0.185 1.370 0.879 4111
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TABLE V. Values of &, for different finite-rank ap-
proximations to G,. All other parameters are held fixed.

Change in &, relative
é, to 1R +1A calculation

Approximation to G, (MeV) (MeV)
1R +1A4 0.320
1R 1.465 +1.145
1R + 14 +2A4 0.243 -0.077
1R +1A +2R 0.335 +0.015
IR+1A+3A 0.302 -0.018

0.01 MeV at k,=1.36 fm ™' and several times this
at k;=1.62 fm~. Also, since either S or T must
be equal to zero, states with §= 7 =3 do not occur.

In order to determine reasonable values for
N@), K., and MK), we vary each of these pa-
rameters in turn, keeping all other parameters
fixed at the values shown in Table II. As men-
tioned earlier, the cutoff &, is always put equal
to Kinax-

Taking kg, = Kpay = 12 fm™! and N(K) = 14, we cal-
culated &, for various finite-rank approximations
to G,. The results are shown in Table V. (The
1R calculation was actually done with k., =Koy =8
fm~!, which will be seen shortly to give practically
the same result as kpa = Kpa =12 fm™.) The 1R
approximation is seen to be completely inadequate,
but the 1R + 1A calculation is very accurate. The
2 A form factor contributes a little less than 0.1
MeV of attraction, and the 2R and 3 A form factors
give practically nothing. Thus a rank-two calcu-
lation should be accurate to about 0.1 MeV, and
including the 2 A form factor reduces this error
to a small fraction of 0.1 MeV. The 1R+1A4+2A
representation of G, is clearly adequate for all
practical purposes, and we use it from now on.

Next, using the 1R + 1A + 2A representation of
G,, we vary K, . for fixed N(K)=14. The results
are shown in Table VI. Both &, and the largest
single contribution £, which comes from the
direct term with L=0 and $=T =3, are shown.

The cutoff value X, =8 fm~! produces an error

TABLE VI. Effect of varying K, =%

max *

km”‘ =I{max g:;m (L=0, $=T='2L) 83

(fm™) (MeV) (MeV)
12 0.480 0.243

10 0.479 0.243

9 0.476 0.241

8 0.467 0.240

7 0.448 0.240

6 0.538 0.259

5 0.350 0.312

|

TABLE VII. Effect of varying N(K).

88 (L=0, 8=T=}) 8,

N(K) (MeV) (MeV)
14 0.4673 0.2399
12 0.4674 0.2401
10 0.4666 0.2405
8 0.4689 0.2392

6 0.4625 0.2448

4 0.5284 0.3010

of about 0.01 MeV in the direct L =0 contribution.
The error rises rapidly as K., is reduced below
8 fm~'. Thus we take K,,,=8 fm~! as a reason-
able value for further calculations. Cancellation
of errors makes §; more accurate than the di-
rect L =0 contribution, but this cancellation may
be fortuitous.

Using K,,,,=8 fm ™" along with the 1R+ 14+ 24
representation of G,, we varied N(K) and ob-
tained the results shown in Table VII. Even with
only six values of K, the error is less than 0.01
MeV. However, in all further calculations we
have used N(K)=8.

Another numerical test was to vary the value of
K in- So far, we have somewhat arbitrarily used
K pin = (k% — 2%%)/2, expecting that smaller values
of K will contribute negligibly. If this is indeed
true, the energy should be insensitive to reason-
able variations in K;,. Table VIII shows the re-
sults for three different values of K,;,. The re-
sults indicate that all reasonable values of K,
in the neighborhood of &k give the same energy
to within about 0.01 MeV. The insensitivity of &,
to Kni, means that small values of K are unimport-
ant. This fact suggests that the angle-average
treatment of @ will cause little error. However,
the situation will be less good for the tensor force,
which strongly excites particles into the region
just above the Fermi surface.

How many points MK,), N(k,) are needed in order
to obtain an accurate value of Ml/K,2k,? averaged
over the Fermi sea? Table IX gives some infor-
mation on this. The accurate result obtained with
just one point in the Fermi sea is somewhat fortu-
itous. For example, the value of 9% /K 2k.2, with

TABLE VII. Effect of varying K pmin.

Kmin 88 (L=0,8=T =} &,

(fm™1) (MeV) (MeV)
1.216 0.469 0.239
1.4 0.465 0.235

1.6 0.460 0.228
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TABLE IX. Dependence of calculated energy on N (K )

and N ().
885 (L=0, §=T=%) &,
N(K, N(k g (MeV) (MeV)
1 1 0.488 0.255
4 2 0.461 0.241
4 3 0.465 0.240
4 4 0.465 0.240
3 3 0.467 0.239
4 3 0.465 0.240
5 3 0.465 0.240

L=0, 8=T=1%, can change by nearly a factor 2
as K, and k, vary. In the further calculations de-
scribed in subsection D, we have taken N(X,) =4,
N(ko) =3.

Let us summarize the main results of this sub-
section. A rank-two calculation is accurate to
about 0.1 MeV, and a rank-three calculation is
accurate to about 0.02 MeV. Contributions from
L >3 are only about 0.01 MeV at 2z=1.36 fm™*
and are several times larger at k,=1.62 fm™.
All momentum integrations can safely be cut off
at 8 fm~'. Using six Gaussian points in K gives
an accuracy of about 0.01 MeV. Small values of
K are unimportant, so that reasonable changes in
K i Produce little change in the energy. A small
number of values of K, 2, gives a highly accurate
average of M/K,’k,” over the Fermi sea.

D. Numerical Results

In this subsection we present some of the re-
sults obtained from our momentum-space cal-
culations. We use a pure S-wave two-body force,
consisting of the Reid 'S, potential acting in both
singlet and triplet states. In all calculations in
this subsection, interpolation in ¥2 has been
properly carried out for the form factors and for
(kle 'G|k,). The parameters used in many of the
calculations are shown in Table X. Calculations

TABLE X. Values of parameters used in the numerical
calculations in Sec. ITIID.

kp 1.36 fm™!

X, 1.825 fm™

w -3.4 fm™?

K min 1.216 fm™!
N(k')=N(K}) 6

N(Ky 4

Nky 3

N(K) 8

K max =P max 8 fm™!

N@) 3(1R +1A4 +2A)

TABLE XI. Contributions of various g to the dimension-
less quantity I =94 + 911 ** given by Egs. (3.11) and
(3.14). Initial momenta were K ,=0.598 fm™! and & 0=0.680
fm~!. The conserved quantum numbers are L=0, 8§ = T=}.
All other parameters are given in Table X. Each entry
is to be multiplied by 1073,

B Exact result Lowest order
1R 6.46 12.76
1A —4.66 -4,09
2A -0.20 -0.19
Total 1.60 8.48

in which &, X,, w, and K, are varied will also
be discussed.

Let us first look at the behavior of the functions
F,and F for $=T=4. Since (S, T)=(0,1) or (1,0),
we specify the spin-isospin argument of F, or F
simply by giving the value of S. Also, we plot
curves only for initial spin S,=0; since we use
spin-independent forces, the curves with S,=1
give nothing new. Then from Egs. (3.1) and (2.52)
it follows that the spin-isospin coupling gives

F,(8,K,S=1)==3F,(B,K,S=0). (3.25)

In Figs. 5-7 the functions F,(S=0), A"'F(S=0),
and -(3))"'F(S=1) are plotted against K for L=0
and three values of 8. Similar plots for L=1 are
shown in Figs. 8—10. The three functions plotted
are equal in lowest order, i.e., when the term
involving B is neglected in Eq. (3.4). The lowest-
order approximation to F amounts to approximat-
ing the energy by terms of third order in G.

For L=0, the solutions F(S=1) are practically
equal to the lowest-order approximations. For
S=0, however, F(8=1R) is completely different
from the unperturbed solution. So we find, as
expected, that the lowest-order approximation is
inadequate. This can also be seen from the re-
sults for the energy in Table IV. For (LST)
=(033) and £ =1.36 fm™!, the calculation to third
order in G gives 1.55 MeV, which is much larger
than the correct result 0.38 MeV.

Contributions from individual values of 8 to
I =M + 9 given by Egs. (3.11) and (3.14) are
shown in Table XI. There is a great deal of can-

TABLE XII. Variation of &, with & .

k w 8

F . 3

(fm™) (fm™?) (MeV)
1.10 -2.35 -0.023
1.36 =3.27 0.185

1.62 -3.81 0.879
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FIG. 5. Comparison between solutions F(8, K ,S) of
the integral equation (3.4) and the lowest-order approxi-
mation, for §=1R. Discrete points: Fy(8,K,S=0).
Solid curve: [Ag(K)"'F(8,K,S=0). Dashed curve:
—~[35(K)1"IF(B,K,S=1). Inlowest order, these three
functions are equal. The initial state had K,=0.598 fm™?
ky=0.680 fm™!, L =0, s=7=%, Sy=0. The Reid 'S, Yu-
kawa core potential was used, with kp=1.36 fm™1,

’

cellation between the attractive and repulsive
components of the G matrix. The final result 9
=1.60 is only 15% of the sum of the absolute val-
ues of the individual contributions. Dahlblom?®
found similar delicate cancellation in his coordi-
nate-space calculations using the full Reid po-
tential.

For L=1, we see from Figs. 8—-10 that the
lowest-order approximation to F is reasonably
close to the exact solution. This is reflected in
Table IV, where we see that the lowest-order
approximation to the energy, which is of third
order in G, is very accurate for L>0. This is
reasonable on physical grounds. The failure of
the lowest-order result is known to come from

K(fm')

FIG. 6. Same as Fig. 5 except that § =1A.

the strong short-range correlations that occur
when all three particles are close together.®>*
For L>0, the centrifugal barrier prevents all
three particles from coming close together at
the same time, and the lowest-order result is
therefore a good approximation.

We also see from TableIV that the contribution to
8; is very small for L=0 and §=2 or T=3. This
can be understood by noting that the spatial part
of the initial wave function is j (K, R) jo(ko7),
where R and » are coordinates conjugate to K,
and k,, respectively. For the small values of K,
and %, that occur in the Fermi sea, this expression
is approximately equal to 1. Hence the spatial
wave function is nearly symmetric in all three
particles. A totally antisymmetric spin-isospin
function is therefore required. But this is im-
possible for 8=% or T=3. Thus most of the initial-
state wave function is annihilated by antisymmetri-
zation, and only a small energy contribution sur-
vives.

The variation of &, with k&, i.e., with density,

4 T T T T T T T

(10° fm)

K (fm)

FIG. 8. Same as Fig. 5, with B =1R, except that the
initial state is defined by K (=1.215 fm™, k(=1.207 fm™?
L =1, s=7=3, §,=0.
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(16> fm)
i

K(fm™)

FIG. 9. Same as Fig. 8 except that g =1A4.

is shown in Table XII. In each case we took X,
equal to its mean value 1.8%;% and used Eq. (3.7)
for K,;,- The values of w are average values ob-
tained from curves calculated by Banerjee and
Sprung,’ who used the full Reid potential in a self-
consistent two-body calculation. Other parameters
are the same as in Table X. The values of P re-
quired for the separable approximation to G, were
obtained from Eq. (3.18). In each case we used
%,=(1.8)""2k, and took w from Table XII, except
that the value w=-3.40 fm ™2 was used for k,=1.36
fm~!. Our calculated values of &, are plotted
against & in Fig. 11.

The density dependence of &, affects both the
equilibrium density and the compressibility pa-
rameter C, defined by

C=k2(d28/dk;?) . (3.26)

The expansion §=0.3k;%+ §,+ &+ ++ + then leads
to C=Cy+ C,+Cy++++. Fitting our results for &,
with a quadratic in 2z, we find that at the normal

(16> fm)

-10 1 1 1 1 1
0

K (fm™)

FIG. 10. Same as Fig. 8 except that B =2A. Also, the
dashed curve is not shown because it nearly coincides
with the solid curve.

1.0 T T T
~ 0.5 —
>
®
=
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FIG. 11, Plot of the three-body energy &; vs k. The
pure S-wave two-body force is the Reid !S, Yukawa core
potential in both singlet and triplet states.

density k,=1.36 fm~! the term C, is

Cylkp=1.36 fm") =13 MeV . (3.27)

Calculated values of (C,+ C,) usually lie between
100 and 200 MeV. Banerjee and Sprung’ obtain

140 MeV.

The effect of &, on the equilibrium density can
be roughly estimated as follows. If kg is the mini-
mum point for (0.3k;°+ &,), then near kp= kg we

0.24
S
[+
Z
©
W

0.16

2 3 4 5 6 7
o (fm™3)

FIG. 12. Plot of the three-body energy &, against the
quantity &= —w+% X 02. The solid curve is obtained by
varying w for fixed x,=1.825 fm™, The three discrete
points are obtained by varying ¥, for fixed « =—3.40 fm™2.
All other parameters are the same as in Table X.
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have

0.3%;° + &, ~const + 3(kyp — kp )
X(d?/dkg?)(0.3k* + 8;) |4y , (3.28)
8; ~const + (kg — kg )(d8s/dkg) |,,F0 . (3.29)

Minimizing the sum of these two expressions with
respect to ky gives

ke = kpy==(Co+ C) kg 2(d8,/dkp) |uy -

Using our values of &, and taking kp,= 1.36 fm~
gives

k= kp,=~(3.2 MeV fm™)/(C,+ C,)

(3.30)

1

(3.31)

for the shift in the equilibrium value of k5 due to
three-body correlations.

We see from Egs. (3.27) and (3.31) that the pres-
ent values of §, change the properties of the system
only slightly from those obtained in a two-body cal-
culation. This is perfectly reasonable because the
effect of &, is expected to be smaller than that of
&, by roughly a factor k, where « is the healing
parameter.?? For the present two-body force, we
have?® x=0.044 at k;=1.36 fm~'. For the full Reid
potential, k is more than three times as large,?®
so that &, will probably have a bigger effect than
we obtain here.

Since we have used average values of X, and w
in all calculations so far, it is important to see
how sensitive the energy is to the choice of w and
X,. Therefore, we have calculated the results
listed in Table XTIII and plotted in Fig. 12. The
value w=-6.15 fm~2 used in Table XIII corresponds
to an initial state in which all three particles have
zero momentum. The value w=-1.53 fm~2 cor-
responds to an initial momentum k; for each par-
ticle. The solid line in Fig. 12 shows that over
this extreme range of w, &, varies very smoothly
from 0.086 to 0.296 MeV. It would be surprising
if we made an error as large as 0.05 MeV by cal-
culating at the average value of w.

The value of X, enters the calculation in two
ways. The energy denominators depend on X,,

TABLE XIII. Values of &, for the indicated values of
X, and w. In each case, K, was computed from Eq.
(3.7). All other parameters are those of Table X.

w X0 &,
(fm™?) (fm™) —w+d 3 (MeV)
-1.53 1.825 2.08 0.086
-6.15 1.825 6.70 0.296
-3.40 0 3.40 0.163
-3.40 1.825 3.96 0.190
-3.40 4.08 6.17 0.296
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and so does @(P, k) because P depends on X,
through Eq. (2.43). From Eqs. (2.54) and (2.56)
we see that X, and w appear in the energy de-
nominators only in the combination —w + +X.
Thus to test the effect of varying @ without vary-
ing the energy denominators, one should vary X,
while keeping —w + 3%, fixed.

Instead, however, X, was varied for fixed w
to obtain the values &, in the last three rows of
Table XIII. In order to separate the effect of X,
on @ from its effect on the energy denominators,
we have plotted &, against —w +3%,?. For fixed
X,, this is just a plot of &, against w (solid line
in Fig. 12). For fixed w, we get a different curve
(discrete points in Fig. 12). If X, did not affect
&, by way of @, then this curve would coincide
with the solid curve - and actually the two curves
lie very close together. Thus we conclude that
the detailed treatment of @ is not very important,
and nearly all the effect of varying &, is through
the energy denominators.

IV. CONCLUSIONS

The main purpose of this work has been to learn
whether or not a momentum-space calculation of
three-body correlations in nuclear matter is fea-
sible with the full nucleon-nucleon force. This
depends mainly on the number of linear equations
to be solved, which is equal to N(B)N(K) N (discr.).
Here, N(B) is the number of form factors in the
finite-rank representation of G, N(K) is the num-
ber of Gaussian points in the continuous variable
K, and N(discr.) is the number of different com-
binations of nonconserved quantum numbers.

For the 'S, state of the Reid'? potential, a rank-
two representation of G gives an error of 0.1 MeV
in &;, and a rank-three approximation is accurate
to about 0.02 MeV. Other partial waves remain
to be investigated. The tensor-coupled partial
waves may be harder to fit with a low-rank approxi-
mation. On the other hand, we have fitted (2| G|%")
for 0 <k,k’<12 fm~. When the fit is restricted
to 0 <k, k' <8 fm™, which we have found to be
sufficient, a given accuracy may be attainable
with a lower-rank approximation. It seems rea-
sonable to expect adequate accuracy with a value
of N(B), averaged over partial waves, between
2 and 3.

We have seen that N(K)=8 gives very high ac-
curacy. How large is N(discr.) when the full two-
body potential is included? A reasonable set of
variables to use for the full problem is 5c.o, T, 97,,
3,4.,K, (L,3)J,8,(1,S)j, T. Here, L is coupled
to the spin of the third particle to give J, and !
and S are coupled to j. Finally, J and j are cou-
pled to 4,d,. When an angle-averaged Pauli
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operator is used, dand J, are conserved. Also
conserved are T, T,, and the parity ® =(<1)**".
The nonconserved discrete quantum numbers
are L, J, 1, S, j, and T. For (4,®, T)=(3,+, 3),
which is the combination that Depp found to give
the largest single contribution to §,, we find
N(discr.)=16 (this assumes L <2 and [ <2).
Taking N(B) =2, we get

N(B)N(K)Mdiscr.) =2 x8 x16 =256 (4.1)

as the number of linear equations to be solved.
If N(B) =3, the number of linear equations in-
creases to 384. A simple calculation by Depp*®
suggests that omitting states with />3 causes an
error of about 2%.

Such large systems of linear equations are not
beyond the power of existing computers. But
their solution is a big problem, both in computing
time and data management. However, the situa-
tion is probably much more favorable than this.
It seems likely that accurate results can be ob-
tained by solving the full integral equation only
for the lowest values of / and L, and then includ-
ing higher values of [/, L by iteration, i.e., by
perturbation theory. Depp'® finds that all states,
except those having the lowest allowed value of
L and [=0 or 1, can be treated in lowest order.
And in the present calculations we have found that
treating states with L >0 in lowest order is an
excellent approximation. This idea is also con-
sistent with the well-established fact®* that it is
only the strong short-range correlations that re-
quire a full solution of the integral equation, and
these correlations are most important in states
with L=17=0.

Thus we are optimistic about the possibility
of doing accurate three-body calculations in mo-
mentum space for nuclear matter. It seems
quite possible that accurate results can be ob-

tained by solving systems of linear equations
whose sizes are not much larger than 100 X100.
However, any such calculation will be guife com-
plicated because of the many quantum numbers and
the complicated angular momentum coupling that
are involved.

The results that we have obtained for &, as a
function of %, should be accurate for the assumed
two-body force but are merely illustrative. We
have used a pure S-wave force consisting of the
Reid 'S, potential acting in both singlet and triplet
states. The numerical results will almost certain-
ly be very different when the complete two-body
force is used. With our force we would expect
a priori to find §,~«8,, where k is the healing
parameter. Taking®® x=0.044 and &§,~-30 MeV
gives §;~-1.3 MeV. The fact that we actually
find §,~0.2 MeV at normal density illustrates
again the large amount of cancellation that is
taking place between the attractive and repulsive
parts of the force.

It would be of great interest to compare the
results of the present calculation with those ob-
tained with the coordinate-space method for the
same two-body force. Unfortunately, an essen-
tial assumption of the coordinate-space method
is the existence of a strong short-range repul-
sive force in all partial waves.® Thus a compari-
son must wait until states with />0 have been in-
cluded in the momentum-space calculations.
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The results of an investigation of the elastic pd differential cross section for center-of-
mass angles between 91 and 164° at energies of 316, 364, 470, and 590 MeV are presented.
For center-of-mass scattering angles larger than 130°, the cross sections at any given angle
are within 10% of each other for the three largest energies. The extrapolated 180° differen-
tial cross section observed in this experiment remains nearly constant from 316 to 590 MeV.
This is in marked contrast to the rapid decrease in cross section with increasing energy ob-
served by other investigators for both larger and smaller energies. Possible theoretical ex-

planations of this behavior are mentioned.

INTRODUCTION

It has been known for some time that above 300
MeV, the backward elastic (pd) differential cross
section was larger than one would expect on the
basis of a single-nucleon-exchange mechanism.
There was a renewed interest in this problem when
data at 1300' and 1000 MeV,? and later 590 MeV?
became available. A possible explanation of the
anomalous backward scattering was proposed by
Kerman and Kisslinger* in terms of an admixture
of excited nucleon states in the ground state of
the deuteron. It was found that if the probability
for the ground state of the deuteron to be a normal
nucleon and a (3, 3) nucleon isobar with invariant
mass 1688 MeV, was 2%, the results of experi-
ments of Refs. 2 and 3 could be explained. The
1688-MeV isobar is the lowest nucleon excited
state that can exist in the deuteron, unless both
nucleons are excited. The different possible com-
ponents of the deuteron ground state with isobars
are discussed for example by Arenh8vel, Danos,
and Williams.®

Another model was proposed by Craigie and
Wilkin® who argued that for laboratory energies
around 600 MeV, triangular graphs with a neu-
tron line and a pion line connecting the observed
states should be more important than the one -neu-
tron-exchange diagram. A neutron-pion-exchange

graph is probably dominant in the process pp
—dn*, which is known to have a resonant-like
behavior with a maximum at 600 MeV. The reso-
nant behavior in d7* final state is believed to be
associated with the (3, 3) 1236-MeV resonance in
the nucleon-pion system, which would enhance
reactions in which the nucleon and pion exchanged
have an invariant mass near that of the (3, 3)
resonance. This situation occurs also in the pd
system, Wilkin” calculated the (pd) elastic cross
section near 180° with no free parameter and ob-
tained excellent agreement with the data of Ref. 3.

In still another effort to understand (pd) scat-
tering, Remler and Miller® have been investigating
the lower-energy data in terms of single-nucleon
exchange, single-scattering and multiple -scat-
tering contributions. The data below 300 MeV are
being used to determine a number of parameters
to describe the third contribution. An extrapola-
tion of these parameters to the energy region
where other mechanisms may be important is
expected to demonstrate the existence of new
terms in the interaction.

At the inception of this experiment very little
data outside of that previously mentioned existed
above 300 MeV. Experimental data had been re-
ported at 340° and 660 MeV *° but included only a
few data points in the backward hemisphere, each
with relatively large uncertainties. The current



