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Radiative muon capture on O, Al, Si, Ti, Zr, and Ag
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The photon spectra from radiative muon captiR#MC) on O, Al, Si, Ti, Zr, and Ag have been measured for
photon energies greater than 57 MeV using a cylindrical pair spectrometer at the TRIUMF cyclotron. Values
of R,, the ratio of the radiative rate for photon energies above 57 MeV, to the nonradiative rate, are 1.67
+0.18, 1.4-0.11, 2.09-0.20, 1.30-0.12, 1.3%-0.15, and 1.12 0.13, respectively, in units of 16. The
Al/Si rate difference confirms an earlier result. The Ti/Ca rate difference and the rate suppression in Zr and Ag
are new results which confirm that the RMC rate is a much smoother function of neutron excess than of atomic
number. This suggests that Pauli blocking is relatively more important for radiative capture than for nonradi-
ative capture. The value of the ratio of the induced weak pseudoscalar to axial coupling coggtaytsfor
O was found to be 4:90.6, 6.3-1.1, or 8.13%, depending on the theory used to extract it. These values are
in good or fair agreement with the partially conserved axial-vector cuff@AC) hypothesis. For the other
nuclei studied, large model dependences or a lack of detailed RMC calculations made tests of the PCAC
hypothesis difficult{ S0556-281@9)06305-0

PACS numbdps): 23.40.Hc, 11.40.Ha, 27.40z, 27.50+¢

I. INTRODUCTION variance, the conserved vector currd@VC) hypothesis,
andg decay of the neutron. These constraints legyas the
The form of the weak interaction at low energies whencoupling constant with the largest experimental uncertainty.
hadrons are involved can be studied via semileptonic proEarly predictiong3,4] of the value ofg, were made using
cesses. Fermi first described such processes in terms oftlae partially conserved axial-vector curréCAC) hypoth-
contact interaction between weak currdritk For a semilep- esis. The more recent chiral perturbation approddhpro-
tonic process, the weak current is writtenXsand can be vides the best theoretical valuegp(q2= —0.88’ni)

decomposed into leptonic and hadronic parts: =6.79,(0)=8.44+0.23.
| A Muon capture processes are well suited to the measure-
Ja(X) = I, (X) +J 4 (X). () ment ofg, because they involve large momentum transfers

and axial-vector currents. The process of radiative muon cap-
The experimental data on a wide range of leptonic and semture (RMC) on the proton,
leptonic processes indicate that the lepton fields enter the
weak interaction in a purely-A (vector—axial-vectgrform
as expected in the standard model. The weak hadronic cur-
rent is less well known, but can be written in a gen&faA
form in terms of Lorentz covariants, hadronic fields, andhas an easily detected final state partighe photon, and
form factors. The form factors account for the compositethe RMC photon energy spectrum is directly relatedyo
structure of hadrons, and include the familiar vector andalso, because it is the high energy RMC photons that are
axial-vector form factord=,, andF,, as well as the “in- experimentally observed, the momentum transfer is close to
duced” weak magnetic, scalar, pseudoscalar, and tensahe pion pole, resulting in an enhancement of the RMC am-
form factorsFy , Fs, Fp, andF+ [2]. With the exception of plitude by a factor of~3 over ordinary muon capture
Fp . the form factors are either identically zero or weak func-(OMC). However, RMC is a rare process and the first mea-
tions of g% so it is useful to define a set of coupling con- surement of the branching ratio on the proton was performed
stantsgi—, am,sp,t» Which are given by the form factors only recently[6,7]. The ratio of RMC to OMC branching
evaluated at fixed®. ratios at the high energy end of the RMC photon spectrum is
Experimental and theoretical constraints on the weak-10 ° and the partial branching ratio in H is X108,
form factors include time reversal invariandg, parity in-  The value oy, /g, extracted from this rate is larger than that
predicted by the PCAC hypothesis, a fact which has gener-
ated some discussiof8,9]. Nevertheless, RMC rates are
*Present address: Institut de Physique, UniverdéeNeuchtel,  very small and their measurement requires a careful assess-
CH-2000, Neuch!, Switzerland. ment of backgrounds.
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number. Finally, an O target was chosen in order to compare
Beam scints. with earlier O results from PS2,16 and TRIUMF[10].

Phototubes
B,C,D scints. Il. EXPERIMENTAL SETUP
El'lxqtotgbtes -
5 scints. e} . .
,%,e Negatively charged muons from the M9A beam line at

TRIUMF [17] were stopped in various targets and then cap-
tured by target nuclei. A small percentage of the captures

\!«5 Target produced photons which were detected by their conversion

Veto scint. /"\\\\{\\i\\\“» LA seints: into e*e™ pairs in a cylindrical Pb sheet and subsequent
‘\\\\\(\\\\\\\\\\\\\\\\\\\\'}}ﬁii||iiiiii'< T tracking in a cylindrical drift chamber. The entire RMC pho-

‘||||||||||||||||||||||",. Drift chamber  ton spectrometer is shown in Fig. 1. A full description of the

<

Mag D scints. spectrometer, its operation, and the photon and particle trig-

WC gers used is given in Ref18].
1 m Six nuclear targets, all with naturally occurring isotopic
abundances, were used in various states and forms. Their
FIG. 1. Global view of the RMC photon Spectrometerl dimensions are I|Sted in Table I The O target COhSiSted Of

liquid D,O in a thin polyethylene bag whose cylindrical
shape was defined by a Lucite ring and monofilament fishing
4 ¥ne. It was supported in the center of the spectrometer by
process because the rate for muon capture goeZepS v styrene foam. Liquid was chosen for its sufficient muon
whereZ is the effective nuclear charge. However, ¢ gionhing power, and D was used instead of & because
term_ in th_e RMC ampl_|tude IS sensmv_e to pion exchange_; SQhe radiative pion captur€RPQ photon background arising
modifications to the pion propagator in the nuclear mediume. . the charge exchange reaction;, + p—n+ 70— 27, is

qucleon poIariz_abiIity, shprt—range nucleop—nu_clepn correlagh ee orders of magnitude smaller for the deuteron than it is
tions, and medium modifications of the pion lifetime could ¢, i1 proton[19]. In addition, the RMC rate for the deu-
modify the value ofg,, in a nucleus. Furthermore, as a result o4 is insignificant compare(,j to that in O.

of the experimental difficulty in resolving the final nuclear 114 g; target consisted of granular Si in a polypropylene
states of the RMC process, nuclear RMC measurements aggntainer held at the center of the spectrometer by polysty-
typically inclusive, which adds a complication due to the \one foam. The Al, Zr, and Ag targets consisted of several
necessary ”“C'e.ar structure calculations. thin, self-supporting metallic plates, and the Ti target of me-

Nuclear medium effects common to RMC and OMC canjic shavings, all kept in place by polystyrene foam holders.

be red.uced .if one obse(ves t_he ratio of RMC 10 OMCypg motivation for using grains, plates, and shavings, instead
branching ratios. The partial ratio of RMC to OMC rates for ¢ oig targets, was to reduce photon conversion in the tar-
photons withE,>57 MeV is defined aRR, and has been

calculated as a function @, along with the RMC photon The C target used for calibration of the spectrometer was
spectrum, for several nuclei using various models. Nevertheg single disk of graphite, 15.4 cm in diameter and 1.9 cm
less, large model dependend&®] make it unclear whether i ’

all the nuclear medium effects are removed in this way. Each target was located 17 cm downstream of the beam
In the present experiment two nuclear medium effects, yters and was surrounded by two concentric cylinders of
were studied: a neutron-excess effect between nuclear neiglgingillation counters. A 0.635-cm-thick veto scintillator was

bors and a quenching of the RMC rate with increasihg jaced immediately downstream of the target so that muons
Differential and integrated RMC photon spectra were meag,q; stopping in the target could be vetoed. An incident muon
sured for six different nuclear targets with naturally occur-\,as defined by

ring isotopic abundances. The neutron excess effect was

studied in Al and Si targets in order to confirm an effect seen BM1xXBM2XBM3XBM4XRE XV+A+A' XMV
earlier[11]. Ti was chosen for comparison with previous Ca a (3)
results[10,12—-19 to see if a neutron excess effect might

also be present there. Zr and Ag were chosen in order tawwhere BM1XBM2XBM3xXBM4 is the fourfold beam
investigate the trend of decreasiRg with increasing atomic  counter coincidenceRF,, is the muon time-of-flight signal

TABLE I. Dimensions of RMC targets. All targets were mounted perpendicular to the beam axis.

Target Shape Dimensions No. of foils Spacing of foils
(@] disk 14.4 cm diamx 3.0 cm thick 1 -
Al disk 8.5 cm diamx 0.15 cm thick 10 0.87 cm
Si disk 8.6 cm dianx 2.0 cm thick 1 -
Ti disk 15.5 cm dianx 20.0 cm thick 1 -
Zr square 10.0 cm10.0 cmx 0.025 cm 15 0.69 cm

Ag square 10.0 cm10.0 cmx 0.037 cm 7 0.96 cm
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derived from the cyclotroriW is the absence of the master separated beam (18) with a prompt event rejection factor
veto (computer busy, low beam rate or equipment faults typical for the RMC targets (2 10" 7) yielded a total RPC
andV+A+A’ is the absence of a hit in the scintillator layers Suppression of 2 10~ *°.

surrounding the target or in the veto scintillator downstream Because of the large muon stopping rate in the spectrom-
of the target. eter, bremsstrahlung of Michel electrons and radiative muon

decay (RMD) presented a large, unavoidable background
with a kinematic endpoint of 53 MeV. These events were

IIl. DATA ANALYSIS removed by rejecting all photons with energies less than 57
) MeV (to allow for finite spectrometer energy resolution
A. Event selection The remaining muon decay background above 57 MeV, due

Event selection criteria based on track fit quality, eventto muon binding effects and any high-energy tail in the spec-
topology, and kinematics were applied to the spectrometeirometer response, was estimated by Monte Carlo simula-
data. While these cuts are briefly summarized here, a thotions to be significant only for the O target-0.8%; for the
ough discussion of them can be found in R¢&11]. The  other targets, it was<0.2%). These contaminations were
“Cstrobe” cut rejected photons in which none of the scintil- consistent with the number ¢hon-RMQ photons observed
lators immediately outside of the Pb converter cylinder firedabove 100 MeV.

This cut removed photons which did not arise from pair pro- As cosmic rays enter the spectrometer they can cause
duction in the converter. The veto cut rejected photons whiclbackground photons from electromagnetic showers. These
were accompanied by hits in the three layers of scintillatorghotons were removed when an accompanying charged track
immediately inside the Pb converter cylinder and which wereyas recorded in the cosmic ray scintillator/drift chamber
in time with the candidate photon. This cut rejected eventseto layer or when hits were observed in the scintillation
such as bremsstrahlung, in which charged particles accompunters which were near the Pb converter and opposite the
panied the photon. The tracking cut selected photons basedﬁoton vertex. The cosmic ray background remaining after
one™ ande” track fitting parameters. These parameters iNhardware and software cuts was measured to be- Q.8

clugleﬁl thde_ numbefr of p(;]ints used inftr;]e fit, gefeof the fit, photons/day in the energy range of interés1—100 MeVf
and the distance from the center of the spectrometer to t 1 and this was at least in part due to cosmic ray neutrons

apex of the track. This cut suppressed non-Gaussian tails hich undergo hadronic production &’s in the spectrom-

the spectrometer response function, and rejected SOMSer magnet. Using the live times of the RMC data collection
bremsstrahlung and cosmic ray photons. The photon cut se-

lected events based on the topology of the observed photog.eriOdS_ for the targets considered here, this background was
Useful parameters included the quality and opening angle df€termined to be 0.04% for O and0.02% for all other

the e*e™ vertex and its proximity to the Pb converter, the fargets. _ o §
component along the beam axig ©f the distance of closest ~ 1"€ O and Si measurements required “empty” target
approach between the extrapolated path of the photon arf§ns in order to remove photons originating in the target
the center of the spectrometer, and the difference inzthe containers. In these two cases the properly normalized empty
components of the* ande™ momenta. This cut removed CONt&INer spectra were subtracted from the full container
photons which originated from locations outside of theSPectra to get the final spectra. The fraction of the observed
nuclear target. The false photon cut rejected photons corflumber of photons which originate in the target container is
structed from fortuitous combinations of Michel electron and91Ven by fempy, the ratio of the number of photons per inci-
conversion positron tracks in the drift chamber. Prompt phod€nt muon in an empty container run to the number of pho-

tons were removed by the prompt cut and photons inducefPnS Per muon in a full container run. Also includedfigy,
by cosmic rays were removed by the cosmic cut. is a factor which takes into account the differing fraction and

distribution of muons stopping in the container when it is full
or empty. This factor was determined by a Monte Carlo
simulation of the known muon beam and target geometry. As
Nearly all the events surviving the above cuts are trugndicated in the Appendixtempy is a small correction, 2.2%
photons, but most of them are due to backgrounds such asr O and 4.6% for Si.
bremsstrahlung, radiative pion capture, and, to a much lesser The photon spectrum obtained from the Si target, at vari-
extent, cosmic rays. Branching ratios for RP€EZx107%)  ous stages in the above cuts, is shown in Figs. 2 and 3. The
are three orders of magnitude larger than for RMC final photon spectrum, shown in Fig. 4, is almost entirely due

(~107°) and hence present a potentially serious backto RMC in Si, with a few non-RMC photons at high energy
ground. This was effectively removed by time-of-flight sepa-(>100 MeV).

ration of pions in the beam and rejection of photons with
prompt timing. The RPC rejection factor can be estimated by C. Counting RMC photons

comparing the sample RMC spectrum after all cuts to the )

RPC on C spectrum which was taken as a spectrometer cali- 1he true number of RMC photons above 57 MeV is re-

bration. The peak of the RPC spectrum is near 110 Mevated to the observed number of RMC photons above 57
while the end point of the RMC spectrum is around 100MeV by

MeV. By attributing to RPC all events in the RMC spectrum

above 100 MeV, an upper bound on the prompt event rejec- Nirve _
tion factor was found. Combining the pion content of the =57

B. Backgrounds

obs
N y> 57F

€y €ECsEr€ph€t pEcEpAav

4
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FIG. 2. The upper curve and the total area beneath it represent 0 ! ! ! !

the photon spectrum frome~ on Si after the veto, Cstrobe, and 50 70 90 110 130 150 170
tracking cuts were applied. This spectrum was reduced to the Photon Energy (MeV)

shaded histogram by the additional application of the photon cuts.
There are no photons below 30 MeV because the spectrometer
photon acceptance goes to zero at these low energies.

FIG. 4. Photon spectrum from™ on Si after all software cuts.
The bremsstrahlung and RPC photon contributions have been elimi-
nated, as seen by comparison with Figs. 2 and 3. The sharp edge at

o 57 MeV is due to the energy cut used to remove bremsstrahlung
where thee; are the efficiencies of the veto, Cstrobe, track-photons.

ing, photon, false photon, cosmic, and prompt cuts for pass-

ing valid RMC photon events, andl,, is the average photon count, the remaining efficiencies in E@f) were determined
acceptance of the spectrometer weighted by the RMC spegy measuring the effects of the software cuts on prompt
trum shape from 57 MeV up to the RMC end poiftis a  (RPQ photons in the nonpromgRMC) data. Their values
normalization constant described below. The produchye listed for each target in Table V, below, in the Appendix.
Aav: € €ph Was determined as follows: the muon stopping  The calibration of the spectromet@e., the normalization
distribution in the target was determined by a Monte Carlogf the acceptance to a well-known radiative progesas
simulation of the muon beaif20,21]; photons from a theo-  achieved by comparing simulated and measured RPC photon
retical RMC spectrum were propagated isotropically fromspectra from C, where the simulated spectrum was obtained
this stopping distribution into the spectrometer whose simuysing the energy distribution of Perrowd al. [22]. At the

lated response function was checked against a known RPgeginning and/or end of each experimental running period
spectrum; the simulated photon spectrum generated in thigr each target, the beam was switched fram to 7, and

way was analyzed using the above tracking and photon cutRpc on C data were taken. These RPC data were analyzed in
The number of photons surviving analysis, compared to thégne same way as the RMC data, except that no prompt timing
original number of photons generated from the target, gav@yt was used. The differing geometries of the C and RMC
Aav: €y €pn for a given theoretical input RMC photon spec- targets were also taken into account. The resulting branching
trum and target. This approach differed somewhat from preratio of RPC on C was then compared to the weighted aver-
vious nuclear RMC measurements at TRIUMEL] done  age of three previous, mutually consistent branching ratio
with the same spectrometer, in which its response and accepeasurementi22,23, (1.83+0.06)%. The ratio of this av-
tance were determined analytically, and target-dependent efyage to the value measured in the present experiment gave
fects(e.g., photon absorptionvere taken into account sepa- the factorF. The value ofF, listed in the Appendix, is less
rately. Because the simulated data contained only RMGhan 1.0, indicating that some spectrometer inefficiencies
photons, and did not take all detector inefficiencies into acmight have been over-estimated in the simulation used to

determine the average acceptarcg or that the true RPC

> 00— N - branching ratio is slightly larger than 1.83%.
z 123af] PTEMSSrANIUNG The accuracy of the muon stopping distributions deter-
2 300l mined by Monte Carlo simulations was verified by compar-
§ ing the simulated and measured fraction of beam muons
S ool RMC stopping in each target. The good agreement between the
shapes of the simulated and measured RPC on C photon
spectra, shown in Fig. 5, and the nearnes§ o6 1.0 gave
100 | RPC confidence in the acceptance and calibration determinations.
The uncertainty in the acceptance depended on the form of
05 SRt s the RMC photon spectrum and the shape of thetopping

distribution used in the Monte Carlo simulation. When the

spectrum was taken bin by bin from theory, the uncertainty
FIG. 3. The upper curve and the total area beneath it represeiy@s found by varying the muon stopping distribution in the

the photon spectrum from.~ on Si after the veto, Cstrobe, track- target.

ing, photon, and cosmic cuts were applied. This spectrum was re- Photons were generated from two extreme stopping dis-

duced to the shaded histogram by the additional application of théributions: a point source at the center of the target and a

prompt cut. distribution uniform throughout the target. This was done

Photon Energy (MeV)
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2500 . . . . T . added a spurioug ™ stop by returning to fire all four beam
counters in coincidence with the rf time.
2000 L | For the RPC data, corrections to the observed number of
incident pions were analogous to those for the observed
> number of incident muons, except tHRE, in Eq. (3) was
= Poor T replaced byRF ., andCyp in Eq. (5) was replaced b .
) Some pions passed through the beam counters but decayed
e . . . .
3 1000 | . before reaching the target, thus falsely indicating a stopped
© pion. The factorC, corrected for this and was determined
500 L with a Monte Carlo simulation.
The number of true pion stops is then
0 ' ' : ; N"*=N°*Cp, CoimCoCuCrmCopu- (6)

30 50 70 90 110 130 150 170
Photon Energy (MeV)

) E. Determination of R,, and g,/9,
FIG. 5. Comparison of the known RPC on C photon spectrum

[22] after Monte Carlo convolution and software c(slid line), to The detector acceptance depends on the photon energy; so
the RPC on C photon spectrum measured in the present experimeifite determination of the experimental branching reip
(error barg. The Monte Carlo spectrum has been normalized to(andg,/g,) requires that model RMC spectra be convoluted
have the same total number of counts as the measured spectrumwith the detector response before comparison with the data.
Two methods were used to accomplish this. The first, or
explicity for the Al, Si, and C targets, and the resulting varia-“integral,” method was used when a detailed calculation of
tion in the acceptance was found to$@%. An uncertainty  the nuclear RMC response was available for the nucleus in
of 2% was then applied to the acceptance for the other tamuestion or for nuclei nearby . This was the case for O,
gets. Because these two extremes in the muon stopping di%i, Zr, and Ag. Usingg,/g, as an input, the theoretical
tribution are unrealistic, the uncertainty in the acceptance iRMC spectrum was calculated. This spectrum was then con-
over- rather than underestimated. voluted with the spectrometer response function as stored in
Use of an analytic form of the RMC photon spectrum inthe Monte Carlo simulation. Summing the convoluted spec-
which the maximum photon enerdy,. is used as a fitting trum above 57 MeV and multiplying by the true number of
parameter contributed an additional uncertainty to the absamuon captures yielded the predicted number of photons as a
lute photon acceptance. This uncertainty was determined biyinction of g,/g,. A simple polynomial was then fitted to
evaluating the detector acceptance using spectra with enthis function and the intersection of the polynomial with the
points of K.+ AK andk,.— Ak, whereAk is the error in  observed number of photons above 57 MeV gave the mea-

Kmax &S Obtained from the fit. sured value ofg,/g,. A similar procedure was followed
with the branching rati&®,, used as the independent variable.
D. Counting 4~ and =~ stops The second, or “shape,” method was used for all targets.

It uses the “closure” approximation of nuclear RMC, in
which the final state nucleus is assigned an average excita-
Ntsrtlgge)s: NggjsprmCsimCoCquCMD, (5) tion energyEa\,.and th(_a.nuclear RMC matr?x element is
evaluated at this transition energy. Theoretical spectra are
whereNZ»is the number of times the incident muon defi- fitted to experimental spectra by treatifig, andg, as free
nition as given in Eq(3) was satisfied. The factoi§; are  parameters. Various authof24-29 have calculated the
defined below and their measured or calculated values foRMC branching ratios and spectra in the closure approxima-
each target are given in the Appendix. tion, but the extracted values gf, are extremely sensitive to
Missed stops due to inefficiencies in the beam counter&ay- Therefore this model wasot used in the present analy-
were corrected bf,,. The inefficiency of the veto counter Sis to determine values df,. However, a closure RMC
was not important because both the muon stopping fractiofpectral shapg30,31
in the targets - 96%) and the efficiency of the veto counter
(~97%) were large. The factdC,, was determined by a dA(E,)
Monte Carlo beam simulation and corrects for stops dE,
which occurred in the target container or the fourth beam ] )
counter, and not in the target material itself, corrects for ~Was used as a convenient, representative RMC photon spec-
the overcounting ofu™ stops due tee™ in the beam.C, _trum in ord_er to calculate values &, . HeredA(E,)/dE,
corrects for undercounting gi~ stops due tqu™ with in- 1S the physical RMC phc_)ton spectrum per muon capture and
correct timing with respect to the cyclotron rf. The correctionX= Ey/Kmax, Wherekp,y is the maximum RMC photon en-
C,, accounts for multiple particles per beam burst, in which€'9Y-Kmaxand its uncertainty were found by fitting the simu-
one or more muons could be missed due to another muolﬁlted closure spectrum to measured RMC spectra. By defini-
arriving nearby in time. The value &,,5, calculated using tOM,
a Monte Carlo simulation, accounts for situations in which
e~ ’'s from Michel decay could have vetoed an otherwise R _f d dA(E,) ®
57

valid u~ stop by hitting the downstream veto counter or v 7 dE,

The true number of muon stops is given by

o (1—2x+2x%)x(1—x)? 7
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TABLE Il. OMC capture fractions and mean muon capture life- ~ TABLE IIl. Values of R, Kyax, and the corresponding? of fit

times in nuclear targets2]. as determined by the shape methad= (N—Z)/A is the neutron
excess, wherd\ is the atomic mass of the natural element &hd
Nucleus f capture 7 (N9 =A-Z.
(@] 0.1844-0.0009 1795.42.0 Z a R7 (10—5) kmax (MeV) X2/NDF Reference
Al 0.6095+0.0005 864.61.0
Si 0.6587-0.0005 756.6:1.0 o 80 167018 88423 21 a
Ca 0.8508-0.0007 332.71.5 Al 13 0.0364 1.46:0.11 90.x1.8 15 a
Ti 0.8530+0.0006 329.31.3 1.43+0.13  90r2 11 b
Zr 0.9529+0.0004 110.6¢1.0 Si 14 0.00304 2.090.20 89.4-1.8 2.7 a
Ag 0.9634+0.0006 87.6:15 1.93+0.18  92t2 17 b
Ca 20 0.00195 2.090.19 93+2 1.6 b
Ti 22 0.0810 1.3¢0.12 89.2:2.0 1.9 a
As in the integral method, the physical RMC spectrums&Ni 28 0.0345 1.480.08  92-2 1.8 c
was convoluted with the spectrometer response functioon; 28 0.0690 1.390.09 90+ 2 20 c
A(E, ,E) and the average acceptantg, was found: 62\i 28 0.1034 1.0%0.06 892 1.3 c
dA(E.) Zr 40 0.123 1.3+ 0.15 89.2:34 1.2 a
_ Y Mo 42 0.124 1.1*+0.11 90+ 2 0.8 b
Ry f57dEf d4EAE,.E) dg, - © Ag 47 0129 112013 89.6-3.2 1.2 a
Sn 50 0.158 0.980.09 872 1.1 b
A(E, ,E) is the probability of a photon of enerdy, being pp 82 0208 0.680.07 843 0.8 b
detected and reconstructed at an enefgyThe measured
photon energy spectruniN,(E)/dE is related to the physi- ®Denotes the results of this experiment.
cal photon energy spectrum by bDenotes the results of Rdf11].
‘Denotes the results of Rgf33].
dNV( E) true .
F—3E = Nstopd capturév €cs€rpecepeuepn A comparison of closure RMC spectra to the observed
RMC on O spectrum is shown in Fig. 6. The observed spec-
dA(E,) trum is typical of those obtained for other nuclei. The
X f dE,A(E,.E) d—Ey (10 branching ratios obtained for Al, Si, and Ti are shown versus

Zin Fig. 7 and versus neutron excass (N—Z)/A in Fig.
wheref capureis the fraction of muons that undergo OMC in 8- The Al and Si data reveal-a3o difference between their
the target. Its value for each nucleus has been measured pf, values, confirming an earlier observatidri]. Similarly,
Vi0u3|y [32] and is gi\/en in Table II. |ntegrating both sides R7 for Ti was found to be~ 40 smaller than an earlier value
of Eq. (10) over E>57 MeV and using Eqs(5) and (9) of R, for Ca which was measured using the same device
gives the partial branching ratio in terms of observed photonkl1]. Values ofR, for Zr and Ag are also shown in Figs. 7

and muon stops: and 8. They are consistent with measurements on other nu-
clei of similar mass and fit into the generally decreasing
b
N9, F trends ofR,, versusZ and .
7:—f et (11
captur@aNstop< B. Fits to specific models
The product of all efficiencies and correction factors is The integral method, described in Sec. Il E, was used in

conjunction with specific nuclear RMC models in order to
k= €,€cs€r€pn€ip€c€pChmCsimCoCuCmCup . (12) extract values oR, andg,/g, from the experimental data.
The nuclear RMC amplitude is usually calculated in the im-
If the Monte Carlo simulation exactly reproduces the specpulse approximatior{lA), which involves summing the el-
trometer acceptanck,,, then N;’Posd(fcapw,eis the number of

simulated photons which must originate in the target in order > 250 0
: 0 ay xygen
to produce the experimentally observed number of photons. =200fb f. «
The difference from unity of the calibration factér indi- 2 150k € d B MoV
cates how well the acceptance was reproduced. 5 8 MeV
o 100¢F 0 MeV
(& 5NN
IV. RESULTS S50+t .
A. Fits to the closure approximation polynomial 0 60 70 80 90 100

. Photon E MeV
Results of the shape method analyses of nuclei from the oton Energy (MeV)

present work are listed in Table Ill. Also included are results  F|G. 6. Comparison of the experimental RMC on O photon
from Ref.[11] as well as recent results from a study of RMC spectrum(error barg with the closure spectral shape of E@) after

on isotopes of N[33]. Quantities used in the calculation of convolution with the spectrometer response and software cuts. The
R, [Eq. (11)] are given in the Appendix. solid line is the spectral shape for the best fit valudgf,.
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FIG. 7. R, vs Z for shape method results from Table Ill. The  FiG. 8. R, vs « (neutron excesgfor shape method resuits from
solid squares show the present results and the open squares sh@gpie |i1. The solid squares show the present results and the open
the results of Ref[11]. The stars indicate the recent RMC on Ni squares show the results of REE1]. The stars indicate the recent
results[33]. RMC on Ni resultg33].

ementary amplitude incoherently over all the protons in thewith which g, can be extracted from experimental data,
nucleus. The success of the IA requires that interactions inFather than make explicit predictions. In fact, implementing
volving two nucleons(via meson-exchange currentare  realistic nuclear density distributions results in RMC and
negligible. All but one of the nuclear RMC models employed OMC rates that are significantly higher than the experimental
here use this approximation in conjunction with an appropri-values.
ate nuclear response. Three calculations of RMC on (84,35,31 are available
Gmitro et al. [34] use a “modified impulse approxima- for direct comparison with experiment. However, no nuclear
tion” (MIA) by considering nucleon-nucleon interactions viaresponses have been calculated for Al, Si, Ti, Zr, or Ag. In
meson-exchange current®EC’s) at the electromagnetic the absence of such calculations, the naive assumption that
vertex. The MEC's are accounted for using constraints whicthe nuclear response for Ti is similar to that for Ca was
follow from continuity of the electromagnetic current. A mi- made. In this case, three calculations of the nuclear RMC
croscopic mode{shell model is used for the initial and final response in C34,36,37 are available for use in the extrac-
state nuclei. The theoretical predictions are similar to thos&on of R, andg, from the Ti data. Under a similar assump-
of the semiphenomenological “realistic” nuclear excitation tion the calculated nuclear RMC responses of Mo and Sn
model[35,36], which avoids the closure approximation by [31] were substituted for those of Zr and Ag, respectively,
using the giant dipoléGDR) and giant quadrupoléGQR)  beforeR, andg, values were determined from the Zr and
resonances for the final state nuclei. Ag data. Because no calculations of RMC exist for nuclei
Roig and Navarrd37] use SW4) symmetry, a Hartree- nearby inZ, g, was not extracted from the Al or Si data
Foch scheme for the target ground state, and sum rule techsing the integral method. The integral method resultsfpr
niques(which are particularly adapted to the analysis of in-andg,/g, for O, Ti, Zr, and Ag are listed in Table IV along
clusive processedo calculate nuclear RMC. Because of the with previous results from other nuclei.

absence of RMC photon spectrg, is obtained from the Values ofR, andg,/g,, obtained for O using the inte-
intersection of the theoretic&®,, vs g, curve with the value gral method, were read directly from Fig. 9. ValuesRof
of R, as determined in the closure approximation. andg,/g, for Ti, Zr, and Ag were obtained from similar

Christillin et al. [31] avoid the closure approximation by figures. A comparison of the measured RMC on O photon
using nuclear response functions calculated in a Fermi gagpectrum to the simulated spectra obtained using the theory
model. Nucleon-nucleon correlations are taken into accourtf Gmitro et al. and various values g@f,/g,, is shown in
by introducing an effective nucleon mabt* as a free pa- Fig. 10. A similar comparison using the theory of Christillin
rameter. The value oM* (M*=0.5M) is fixed by fitting and Gmitro is shown in the bottom graph of Fig. 10.
model-predicted OMC rates to experimental data; the model
then reproduces OMC rates to better than 10% for a large V. DISCUSSION
number of nuclei withz=42. )

Fearing and Welsh have criticized the results of this ap- A. Trends in R,
proach and instead take a relativistic mean field theory ap- The present set dR, measurements, combined with pre-
proach in order to describe medium-to-heavy nutd&]. A vious measurements using the same spectrometer, exhibits
relativistic Fermi gas model and a local density approximathree features. The branching ratios for the neighboring nu-
tion, along with realistic nuclear density distributions, wereclei, Al (1.40+0.11) and Si (2.020.20) (units of 10°°),
used to relate the RMC process in infinite nuclear matter taliffer significantly, suggesting th&®,, is not a smooth func-
finite nuclei. They predict RMC rates for light, medium, and tion of Z. This result confirms earlier measurements of the
heavy nuclei, but state that the theory is valid only Bbr same nuclef11]. A similar effect was observed for the first
=20. Also, the aim of this model was to assess the reliabilittime in the near-neighbor nuclei Ca (2:09.19) and Ti



2860 P. C. BERGBUSCH:t al. PRC 59
TABLE IV. Values ofg,/g, andR, as determined by the in- 2 2800
tegral method. “CG"” refers to Christillin and Gmiti@5]; “GOT” = 2700 L
refers to Gmitro, Ovchinnikova, and Tetereg\&]; “RN” refers to 8
Roig and Navarrg37]; “C” refers to Christillin [36]; and “CRS” 2600
refers to Christillinet al. [31].
2500 N
z / R, (1075  Theor Experiment A | | | | !
%G (107 Y P 2400 795 16 17 18 19
o) 8 135:15 3.8:04 CG g
84+19 244047 CG d 2800 ®) Tor
7.3+0.9 222023 CG c 2700 b
13.6'1§ 2.18:021 GOT c 2600 b
49+06 158311 CG a
8.13% 166313  GOT a 2500
6.3=1.1 1.670.18 RN a 2400 | A AT ] ]
Ca 20 4609 196020 C e 14 15 16 17 18 1.9
65:15 235082 ¢ f R, (107)
6.0°3% 215927 GOT f « 2800
59+0.8 221015 C b § 5700
5.0+1.7 207014 GOT b O
7.8£0.9 2.09:0.19 RN b 2600
6312 230:021 C d 2500 YO
57+0.8 2.18-0.16 C c
4617 204014  GOT c 2400
Ti 22 <0 1.26'3% C a
<0 1.46'330  GoT a 2800
31799 1.30:0.12 RN a 2700
Zr 40  1.5'13 1.4001% CRS a 2600
Mo 42 0072 126010 CRS b
Ag 47  22:12 1219  CRS a 2500
Sn 50 0.1%1g 1.03+0.08 CRS b LT o1 I
75 40 %" "7 8 9 10
Pb 82 <0.2 0.60-0.05 CRS b

9o/

@Denotes the results of this experiment.
®Denotes the results of RefL1].
‘Denotes the results of Rgf10].
dDenotes the results of REL2].
®Denotes the results of Ref14].
fDenotes the results of RefL5].
9Denotes the results of RefL6].

FIG. 9. N,,, the number of RMC photons from O above 57
MeV as a function of the photon rai, andg,/g,. The middle
dashed curve represerigs N, vs R, as predicted by Christillin and
Gmitro (CG) [35], (b) N, vs R, as predicted by Gmitro, Ovchinni-
kova, and TeterevaGOT) [34], () N, vs g,/9, as predicted by
Christillin and Gmitro(CG), and(d) N,, vs g, /g, as predicted by
Gmitro, Ovchinnikova, and Tetere¥&OT). In all cases the dashed
curves on either side of the theoretical curve indicate the error in the
(1.30+0.12) (units of 10 °). These two features appear to prediction due to uncertainties in the detector acceptance and the
be due specifically to the RMC part &%, because the OMC  muon stopping distribution. Solid lines bounding the crosshatched
branching ratio changes by 8% or less within each pair ofegions denote the error band on the measured number of RMC
nuclei(see Table . The third feature is a suppressionRyf  photons after subtraction of the background.
in the nuclei Zr and Ag, which confirms a trend observed
earlier for heavy nucldill]. This trend also appears to be an 7 and 8 supports this assertion, with more nuclei lying close
RMC effect because the OMC branching ratios are nearlyo the decreasing trend line im than inZ. The present re-
independent oZ and neutron excess for medium and heavysults, indicating thaR,, is not a smooth function oZ and
nuclei. that it is a much smoother function of the neutron excess

In all three effects an increase in the neutron excess isonfirm and extend the conclusions of an earlier study of the
accompanied by a decrease Ry, indicating that Pauli neutron excess effect in nickel isotod@s].
blocking of the final state neutron might be responsible. Of the «=0 nuclei only O appears to fit easily into the
However,R, is the ratio of RMC to OMC branching ratios trend of R, vs «. The rates in Si and Ca are significantly
and Pauli blocking reduces the available phase space for bottigher. This interruption in the trend may be due to collec-
reactions. Additional suppression of RMC relative to OMC tive effects such as giant resonances, which are known to be
is due to the extra final state particle in the RMC reactionimportant, or to Coulomb effects which have been demon-
which further reduces the available phase space. If neutrostrated by the Fermi gas model of Fearing and Welsh to
phase space and Pauli blocking are the responsible mecheause changes iR, .
nisms, therR, as a function of the neutron excessrather The theoretical predictions d®, vs @ are compared to
thanz, should show the clearer trend. A comparison of Figsprevious and present branching ratios in Figs. 11 and 12. In
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o} 60 73 8'0*'*"'*"- 55 T00 FIG. 12. ExperimentaR, vs neutron excesa compared with

®) Photon Energy (MeV) the theory of Fearing and Weldl38], scaled by 0.4. Theoretical

values ofR, for Z<20 are shown even though this model is not

FIG. 10. Comparison of the experimental RMC on O photoneXpeCted to apply to such nuclei. Experimental valueRopfare

spectrum with the theories of Gmitro, Ovchinnikova, and Teterevas1OWn by the solid circlegpresent shape method respilimd solid
(GOT) [34] and Christillin and GmitrdCG) [35]. The theoretical ~ tiangles (previous shape method results1,33), and are taken
spectra have undergone Monte Carlo convolution and software cutf©m Table lll. Theoretical values are shown by open circles con-

and have been normalized to reflect the results in Fig. 9. nected by a dashed line to guide the eye.

Fig. 11, the theory of Christilliret al. [31] agrees well with B. Oxygen

the experimentaR, vs « plot for «>0.01 andg,/g,=0.
The theories of Christillin36] and Christillin and Gmitro marized by the values @R, andg, /g, listed in Table IV.

[35] are included for comparison with the lo& results The first two measurements of the RMC rate in O were mo-
where there is agreement between experiment and theory f%(/ated by the hope that, /g, could be reliably extracted
p/Ya

&eeg%/[%%]: rg.grggszeeglt?\ggﬁalze’ ;??h?ggr);r?;gear:;gaand and therefore provide a test of PCAC in nuclei. Both results
P P P Rip were analyzed using the theory of Christillin and Gmitro

plot for >0.01, but only after the theoretical valuesRf [35]; one[12] led to a value ofg, /g, consistent with the

T e o PCAC et vl (08 above 1. e e e
P gure, 9 led to a value 4.5 above the PCAC prediction. A subse-

\é}/;lsh model is not expected to be applicable for these nuduent measurement 6t [10], which agreed with that of

Ref. [12], was analyzed using two different theories. One
theory[35] produced a value of,/g, that was 0.4 above
25 , , , , , , that predicted by the PCAC hypothesis and consistent with
the measurement of Refl12]. The other[34] produced a
much higher value that wass4above the PCAC prediction.
The consistently high values gdf,/g, led to speculation that
nuclear medium effects might cause an effective increase in
gp- The strong model dependence led to doubt g,
. could be reliably extracted from nuclear RMC.

e The present values oR, are about 30% smaller than
those of Refs[12] and[10]. The difference with the latter
measurement may be due to a rate effect error which was
° %/9 =0 present in that detector but absent in the present detector.
’ Ig"/q‘ B T‘B | | | | The three theories used to analyze the present O data produce
0.0 000 004 008 012 016 020 dp/9a values in reasonable agreement with the PCAC and

o chiral perturbation theory values. Two theori¢34,37

FIG. 11. ExperimentaR, vs neutron excesa compared with yle.lded values oty /g, COﬂSISte.nt with the PCAC .hypoth-
the theories of Christilliet al. [31] (Z=40), Christillin [36] (z  ©SiS (+ 0.9 and —0.30, respectively, and on¢35] yielded
=20,0=0.00195), and Christillin and Gmitrf85] (Z=8,a=0). a value which was |0W{-3.60‘). Th_ese results dl_splay only
Experimental values oR, are shown by the solid circlepresent & small model dependence and increase confidence in the

shape method resultand solid trianglegprevious shape method €xtracted Va'He _Ofgp/ga- The_ nearness 0f,/g, .to its
results[11,33), and are taken from Table Ill. Theoretical values are PCAC value indicates that it is unnecessary to invoke the

shown by open squares, circles, and triangles connected by lines clear medium effects that were used to explain the larger
guide the eye. values of earlier results.

The experimental and theoretical situation for O is sum-
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TABLE V. Quantities used to determirfe, andg,/g, for O, 9e/ Ga I & GOKS
Al, Si, Ti, Zr, and Ag. 15} } §§T
aC
H - ® CRS
© A S R PCAC
NO25, 2637+88 305191 3302-96 5t ¢ Ef
Nt 1.299< 10" 5.410< 10'° 4.011x 10" ok . h f; . 1
€, 0.9613+0.0006 0.970%0.0010 0.973€:0.0010 0 20 40 60 80 100
€cs 0.976+0.005 0.976:0.005  0.976:0.005 z
€ip 0.945+-0.005 0.9660.005 0.97@0.005 FIG. 13.9,/9, as a function of atomic number. Plotted values
€ 0.958+0.002 0.948:0.004  0.9420.005  gre from Table IV(integral method results The acronyms in the
€p 0.940+0.013 0.92%0.009 0.916-0.007 symbol legend correspond to the different theoretical models used
Com 1.022+0.004 1.01$0.003 1.01$0.002 to extractg, /g, , which are given in full in the caption to Table IV.
Csim 0.99558:0.00004 0.997880.00002 0.97710.0002
Co 0.987+0.003 0.99%0.002  0.990%0.0016  crease ofg,/g, and R, with increasingZ arises from a
Cy 1.007£0.002 1.0064:0.0019  1.005%0.0013  quenching ofg, with Z. However, the values af,/g, re-
Cnm 1.026+0.005 1.022-0.004 1.0230.003 quired to reproduce the experimenRy's (see Table 1Y do
Cwmp 1.0024+0.0003  1.00120.0002 1.00140.0003  not agree with the values @f,/g, required to reproduce the
fempty 0.022+0.007 — 0.046:0.013 well-known OMC rateg32].
Aa€p€pn  0.0073-0.0006  0.00750.0004 0.006% 0.0005 Fearing and Welsli38] were also able to reproduce the
F 0.94+0.05 0.94-0.05 0.94-0.05 shape of theR, versusa plot for Z>20, but without the
requirement of aZ-dependent quenching af,. However,
Ti zr Ag their values ofR,, are roughly 2.5 times larger than experi-
e mental values, assuming the PCAC valueggf They also
N, >s7 1785£59 95239 81134 find thatR, is quite sensitive to various inputs in the Fermi
Nps 2.689¢10% 1.499< 10%° 1.570<10% gas model, which suggests that it is difficult to extract values
€, 0.908£0.003 0.9120.004 0.9130.005 of 9p in this model.
€cs 0.976=0.005 0.976:0.005 0.976:0.005
€ip 0.981+0.005 0.983-0.002 0.983-0.004 D. RMC in Ti as a background to p-e conversion
€ 0.954+0.006 0.934:0.003 0.92%0.007 . . . .
o omeoon  Omom omseooy | RNC/Smeorbackaund fove comersn exer.
Com 1.022-0.006 1.0208:0.0014 1.15:0.05 rouné arise); from the asymmetric conversi;)n of RMC pho-
gs"“ 0'%8;§§8'88218 g'ggsgig'gggg Obgggig'ggg?’ '?ons in which a high energy positron is produced. Before
CO 1-017%0.005 1.01110-0011 1‘00&0'009 now, RMC on Ti had never been measured so the experi-
u BOSNDS : : : : mental branching ratio for Ca was used, corrected by a factor
Cm 1.03a-0.010 1.0306:0.0017  1.01Z0.013 of 0.91 to account for th& dependence of the RMC to OMC
Cno 1.000320.0002  1.00040.0002  1.00030.0002  ratip. To fit the PSI datd39], a Primakoff polynomial spec-
Fempty - _ - tral shape was assumed and applied to each Ti isotope. The
Aaerepn  0.007520.0005  0.00740.0007  0.006%0.0005  end point photon energy for each isotope was determined by
F 0.94+0.05 0.94£0.05 0.94£0.05

subtracting from the kinematical RMC end point the same
amount subtracted in the Ca case. This was found to be in-
sufficient to describe the observed background; so an addi-

C. Trends in g,/g, > . -
) i tional spectrum with a 93 MeV end point was added.
The g, /g, results of the integral method analyses, listed p¢ present measurement of the RMC rate in Ri, (

in Table IV, are plotted versus atomic number in Fig. 13._1 30« 1079) is significantly lower than the 1.9810°5 as-
The present values confirm a downward tren@jjiig, Ver- - symed in Ref[39]. Also, the best fit of the end point energy

susZ, with nearly all medium-to-heavy nuclei haying values Knax 10 the spectrum is 89.2 MeV, a bit lower than the as-
well below the PCAC value. A downward trend is expected

becauseR, also decreases with, but a detailed explanation

> - 3

of this behavior is beset with several problems. The first of S 150Fp 41 Tlt(zmum
these is the scarcity of detailed calculations of RMC in all 5 C TR toex

. . . < 100F T4 a[87 MeV
but the lightest nuclei. For example, thg/g, values for Ti 5 b|88 MeV
had to be calculated using the nuclear response of Ca, assum- 3 50k ci89 MeV
ing that Ca and Ti are similar. This assumption appears to be ‘.
invalid, at least with respect to RMC, when one considers the 0 ‘ . e

60 70 80 90
Photon Energy (MeV)

large difference in theiR, values. For nuclei witliz=40, 100

the g, /g, values were determined using only the Fermi gas

model of Christillinet al. [31]. FIG. 14. Comparison of the experimental RMC on Ti photon
Another problem is that while general trendsgigVg, can  spectrum(error barg with the closure spectral shape of Ed) after

be reproduced, a consistent set of absolute values is difficutionvolution with the spectrometer response and software cuts. The

to obtain. In Christillin’s Fermi gas model, the observed de-solid line is the spectral shape for the best fit value,gf,.
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sumed value of 89.7 MeV for the dominant Ti isotope. Asdownward trend versug, with nearly all medium-to-heavy

shown in Fig. 14, there appears to be no evidence of RMQwuclei having values well below the PCAC value. However,

photons between 89 and 93 MeV, which implies that thethe g,/g, values are suspect in most such nuclei because

observed background in-e conversion does not result from detallp d calculations of RMC for them do not exist. In the

the RMC process. Fermi gas model of Christilliret al. [31], the suppression of
0p/9a is due to a quenching @, with Z, but the relativistic

VI. CONCLUSIONS Fermi gas model of Fearing and Welg88], which repro-

duces trends iR, as a function oZ and«, does not require

Values ofR,,, the ratio of the radiative muon capture rate such quenchmg
for photon energles> 57 MeV to the rate of ordinary muon  The measurement of the RMC rate and spectrum shape in
capture, have been measured in six nuclei: O, Al, Si, Ti, ZrTi should prove useful in the determination of a major back-
and Ag. The observed rate differences between the nearlyound inu-e conversion experiments. The present value of
nuclei Ti and Ca and between Al and Si confirm the obserR ,=(1.30+£0.12)x 10~% is 33% lower than that assumed in
vation thatR, is not a smooth function of [11]. The rates a Tecent experimeriB9]. In addition no RMC photons were
for Zr and Ag confirm the suppression of RMC relative to observed with energies between 89 and 93 MeV.

OMC in heavy nucle[11]. The present set of rate measure-

ments, combined with measurements on specific isotopes ACKNOWLEDGMENTS

[33], suggests thak,, is a smooth, decreasing function of the
neutron excesg&, which in turn suggests that Pauli blocking
of the final state neutron is relatively more important in
RMC than in OMC.

Three different theories, each of which included detaile
treatments of the nuclear response, were used to obtain v
ues ofg, /g, from the measured RMC rate in O. These were
4.9+ 0.6 [35], 8.1°57 [34], and 6.3-1.1[37]. Two of the APPENDIX: CALCULATED QUANTITIES
three resulting vaIues are consistent with the PCAC predic-
tion of 6.7. The fair or good agreement of the three values The quantities in Table V were used to determiteand
among themselves indicates a much smaller model depe®,/d, for O, Al, Si, Ti, Zr, and Ag. NO ~57 is the observed
dence than observed in earlier studies and leads to greateumber of photons*%57 MeV) after aII software cuts, but
confidence that meaningful values@jf/g, can be extracted before the removal of the empty target background in the
from RMC in light nuclei. The agreement with PCAC makes cases of O and Si. The error in this value is the quadrature
it unlikely that nuclear medium effects need to be invokedsum of the counting statistics and a 0.3 MeV uncertainty in
for light nuclei, as they were to explain earlier, larger valuesthe photon energy callbratlonlggsps|s the number of muons
of 9,/0a- passing through the beam counters. See Sec. llIC, 1l C, and

The present values df,/g, for other nuclei confirm a Il E for details on all quantities.
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