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Semiclassical distorted wave model analysis of multistep direct„p,p8x… and „p,nx… reactions
to the continuum
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The semiclassical distorted wave~SCDW! model is extended to include three-step process in multistep
direct ~MSD! processes in nucleon-induced preequilibrium nucleon-emission reactions. The extended SCDW
model is applied to analyses of MSD processes in58Ni( p,p8x),90Zr(p,p8x),90Zr(p,nx), and 209Bi( p,p8x) in
the incident energy range of 62–160 MeV. SCDW calculations with no adjustable parameter give overall good
agreement with experimental double differential cross sections, except at very small and large angles. The
nonlocality of distorting potentials is taken into account in terms of the Perey factor, and is found to be
essential for reproducing the absolute magnitude of the cross sections. Effects of the density and momentum
distributions of target nucleons and the use of in-mediumN-N cross sections on the SCDW calculation are
discussed. Comparison with other models is made, in particular regarding the contributions of individual
multistep processes to the calculated cross sections. Validity of the local semiclassical approximation to
distorted waves, which is essential to SCDW is discussed on the basis of a numerical test.
@S0556-2813~99!00904-8#

PACS number~s!: 24.60.Gv, 24.10.Eq, 25.40.Ep, 25.40.Kv
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I. INTRODUCTION

Studies of multistep direct~MSD! processes are importan
for understanding preequilibrium processes in nucle
induced reactions at intermediate energies. Various mo
have been proposed and applied to analyses of experim
data @1#: the intranuclear cascade~INC! model @2#, several
versions of the exciton model@1#, statistical quantum-
mechanical~SQM! models of Feshbach, Kerman, and Ko
nin ~FKK! @3#, Tamura, Udagawa, and Lenske~TUL! @4#,
and Nishioka, Weidenmu¨ller, and Yoshida~NWY! @5#, and,
more recently, microscopic simulation methods based
quantum molecular dynamics~QMD! @6# and antisymme-
trized molecular dynamics~AMD ! @7#.

The SQM models mentioned above are all based on
torted wave Born approximation~DWBA! series expansion
of the T-matrix element, with different statistical assum
tions in obtaining energy-averaged cross sections@8#. They
all contain some adjustable parameters, such as the stre
V0 of effective nucleon-nucleon interactions, for fitting th
calculated results with experimental data. The semiclass
distorted wave~SCDW! model@9–11# that we discuss in the
present paper is based on the DWBA series expansion o
T-matrix element, the local semiclassical approximation
distorted waves, the eikonal approximation to intermedi
state Green functions, and the local density Fermi gas m
for the nuclear states. The double differential cross sect

*Present address: Department of Advanced Energy Enginee
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of one-, two-, and three-step processes are expressed i
simple closed forms of Eqs.~13!, ~16!, and ~17! in Sec. II,
respectively, in terms of the distorted waves, the nucle
nucleon scattering cross sections, and the nucleon den
distribution. Since those quantities can be determined ei
empirically or theoretically, no free adjustable parameter
involved in the SCDW model. Furthermore, the expressio
for the cross sections allow a simple intuitive interpretati
that the reaction proceeds via successive nucleon-nuc
collisions at different points in the nucleus, which is one
the basic assumptions of the INC model. In this sense,
SCDW model has a possibility of bridging the SQM mode
and the microscopic simulation methods of INC, QMD, a
AMD.

Calculations of the one-step (p,p8x) cross sections with
the SCDW model were previously carried out in the incide
energy range of 62–200 MeV@9,11#. The calculated double
differential inclusive (p,p8x) cross sections agreed with ex
perimental data at forward, though not extremely forwa
angles and relatively high emission energies. Agreemen
the absolute magnitude was significant because of no
parameter in the model. However, the calculated one-s
cross sections were much smaller than the experimental
at large angles and/or low emission energies that corresp
to large momentum transfers. This clearly indicates the
portance of multistep processes in such cases. Extensio
the SCDW model to two-step processes was made in R
@10# in which an explicit formula for the double differentia
cross section of two-step processes was derived.

In the present work, we extend the analysis including
to three-step processes, and present the results of nume

ng
2136 ©1999 The American Physical Society
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PRC 59 2137SEMICLASSICAL DISTORTED WAVE MODEL . . .
calculations for (p,p8x) and (p,nx) at energies ranging from
62 MeV to 160 MeV. The results are compared with expe
mental data and with calculations by other models. We sh
the contribution of individual multistep processes to t
cross section and the effect of the nonlocality of distort
potentials, the density and momentum distributions of tar
nucleons, and the use of in-mediumN-N scattering cross
sections on the SCDW cross sections. We also discuss
validity of the local semiclassical approximation to distorti
potentials that is the most essential approximation in
SCDW model.

The formulation of the SCDW model including three-st
processes is briefly described in Sec. II. The results of
calculations are presented and compared with experime
data in Secs. III A and III B. Discussions are given on t
validity of the local semiclassical approximation to distort
waves, the effects of the nonlocality corrections, the qu
elastic scattering, the nucleon density and momentum di
butions, and the use of in-mediumN-N cross sections on
SCDW calculations in Secs. III C–III H. Comparisons wi
other models are discussed in Sec. III I. A summary a
conclusions are given in Sec. IV.

II. FORMULATION

As the past SQM models already mentioned, the SCD
model is based on DWBA series expansion of theT-matrix
element

Tn05^x f
~2 !FnuV1VGV1VGVGV1•••uF0x i

~1 !&, ~1!

whereF0 (Fn) is the nuclear wave function in the groun
~the nth excited final! state, x i

(1) (x f
(2)) is the distorted

wave in the initial~final! channel,V is the interaction poten
tial between the leading particle 0 and the nucleusA, and the
G’s are the Green functions for the motion of 0 relative toA
in the intermediate states. We assume the single par
model for the nuclear states, and the sum of the two-nucl
interaction potentials between 0 and individual target nuc
ons, i, for V:

V5(
i 51

A

v~r02r i !, ~2!

wherer0 andr i are the coordinates of the incident and targ
nucleons, respectively.V is assumed to be spin and isosp
independent, for the moment, for the sake of simplicity
explanation. The dependence is included in the actual ca
lations reported in the subsequent sections. In addition,
introduce the ‘‘never come back’’ assumption@12# that the
number of excited particle-hole pairs increases with the nu
ber of steps of the reaction process. Using these assumpt
we arrive at the expression for the inclusive double differ
tial cross section of emission of a nucleon at energyEf and
into directionV f at incident energyEi :

]2s

]Ef]V f
5(

N

]2s~N!

]Ef]V f
, ~3!

where
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]2s~N!

]Ef]V f
5

m2

~2p\2!2

kf

ki

3(
n

u^x f
~2 !FnuV~GV!N21uF0x i

~1 !&u2

3d~«n2«02v! ~4!

is the cross section ofN-step process. Since the differentN’s
correspond to different final states, the cross terms betw
them do not exist in Eq.~3!. In Eq. ~4!, m is the reduced
mass, ki (kf) is the incident ~outgoing! wave number,
«0 («n) is the nuclear energy in the initial~final! state, and
v5Ei2Ef1Q where Q is zero for (p,p8x) and Q is the
ground stateQ value for (p,nx). The summation is made
over all the finaln states. Thed function ensures energ
conservation.

In each step of the MSD process, a target nucleon colli
with the leading particle 0 and is excited from a single p
ticle statefa at «a below the Fermi level,F, to a statefb at
«b aboveF. For a one-step cross section, then, the right-ha
side ~RHS! of Eq. ~4! becomes a sum overa and b of the
squared modulus of the transition matrix element for
transitiona→b which is a twofold integral over the coordi
nate of the leading particles,r0 , and that of the struck
nucleon,r . On expanding the squared modulus, one ha
four-fold integral overr0 ,r08 ,r , andr 8 as below:

]2s~1!

]Ef]V f
5

4m2

~2p\2!2

kf

ki
E drdr 8dr0dr08x f

~2 !* ~r0!

3v~r0 ,r !x i
~1 !~r0!

3x f
~2 !~r08!v~r08 ,r 8!x i

~1 !* ~r08!K~r ,r 8!, ~5!

where the nonlocal kernelK(r ,r 8) is given by

K~r ,r 8!5 (
b.F

(
a,F

fb~r !* fa~r !fb~r 8!

3fa* ~r 8!d~«b2«a2v!. ~6!

Because of the closure property of thef, it is easy to see tha
K(r ,r 8) is only appreciable whenr'r 8 unless the number o
«a states is too small. Because of this and the short rang
the potentialV, the integrand of the four-fold integral in Eq
~5! is only appreciable whenr'r 8'r0'r08 .

Under these circumstances, the following two approxim
tions are introduced in the SCDW model. The first one is
local semi-classical approximation~LSCA! for the distorted
waves,xc(r0), in the distorting potentialsUc(r0) of which
the spin-orbit coupling is neglected:

xc~r08!'xc~r0!eikc~r0!•~r082r0! ~c5 i , f !, ~7!
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2138 PRC 59Y. WATANABE et al.
for r08 within a small cell centered atr0 in which Uc

changes little. In Eq.~7!, kc(r0)52 i¹xc(r0)/xc(r0) is
the local wave number vector withkc(r0)5$2m/\2@Ec
2Uc(r0)#%1/2, which is approximately real and proportion
to the flux if the imaginary part ofUc is small compared with
the local kinetic energy at the pointr0 . We neglect the
imaginary part ofkc(r0):kc(r0)'Re@kc(r0)#. The validity
of the LSCA in the SCDW model will be discussed in Se
III C.

The second assumption which greatly facilitates the s
sequent calculations is the local density Fermi gas~LFG!
model for the nuclear states. Within a small cell centered
r'r 8, the f are approximated by plane waves with t
Fermi level at the Fermi momentumkF , which is related to
the nucleon densityr(r ) at r :

r~r !54
4p

3

kF
3~r !

~2p!3
. ~8!

As a result,K(r ,r 8) given by Eq.~6! is a function ofx[ur
2r 8u, i.e., K5K(x). Explicit calculation@9# shows that the
range ofK(x) is indeed short, much shorter than the dia
eter of the medium-heavy nuclei of our present interest.

Using the two approximations, the one-step cross sec
becomes

]2s~1!

]Ef]V f
5

4m2

~2p\2!2

kf

ki

1

~2p!3E dr0ux f
~2 !~r0!u2ux i

~1 !~r0!u2

3E E
ka,kF~r0!,kb

dkadkbU E drv~r!eiq~r0!•rU2

3d„kb2ka1k f~r0!2k i~r0!…d~«b2«a2v!,

~9!

wherer5r2r0 , andq(r0) is the local momentum transfe
k i(r0)2k f(r0). The firstd function in Eq.~9! ensures mo-
mentum conservation and the second one energy cons
tion. In the previous SCDW calculations of (p,p8x) @9–11#,
the energy delta function was approximated by replacingv
by the difference in the local kinetic energies of the incide
and the outgoing nucleons. Thus, in the LFG model,

«b2«a2v'
\2

2m
@kb

22ka
22ki~r0!21kf~r0!2#. ~10!

This approximation is only good if the distorting potentia
in the initial and the final channels,Ui andU f , respectively,
are nearly equal,Ui'U f , and the ground stateQ value is
zero as in (p,p8x) or negligibly small. The delta function
implies conservation of the total kinetic energy of the coll
ing two nucleons, i.e., ‘‘on-the-energy-shell’’N-N scatter-
ing. In general, however, the approximationUi'U f may not
be as good, and theQ value may not be negligible in (p,nx)
reactions. Then,v should be taken exactly and Eq.~10!
should be replaced by
.

-

at

-

n

va-

t

«b2«a2v5
\2

2m
~kb

22ka
2 !2$~Ei2Ef !1~Sb2Sa!%,

~11!

since Q5Sb2Sa where Sg(g5a,b) is the separation en
ergy of the struck target nucleon. The conservation of
total kinetic energy of the two-nucleon system, therefo
does not hold. Strictly speaking, off-the-energy-shell mat
elements ofN-N scattering are needed. We assume, ho
ever, that the squared modulus of the matrix element ofv is
still proportional to the freeN-N scattering cross section fo
the two-body c.m. energy corresponding to the initial relat
momentumk5(k i(r0)2ka)/2 and the scattering angle equ
to the angle betweenk and the final relative momentum
k85@k f(r0)2kb#/2:

S ]s

]Vk
D

NN

5
~m/2!2

~2p\2!2U E drv~r!e2 iq~r0!•rU2

, ~12!

wherem is the nucleon mass. Inserting Eq.~12! into Eq. ~9!
and replacingr0 by r , one obtains the final expression o
one-step double differential cross section:

]2s~1!

]Ef]V f
5S A

A11D 2E dr
kf /kf~r !

ki /ki~r !
ux i

~1 !~r !u2

3ux f
~2 !~r !u2S ]2s

]Ef]V f
D

r

r~r !, ~13!

where A is the target mass number, and the local aver
differential cross section ofN-N scattering at the pointr is
now given by

S ]2s

]Ef]V f
D

r

5
4mkf~r !

\2ki~r !~4p/3!kF~r !3

3E E
ka,kF~r !,kb

dkadkbS ]s

]Vk
D

NN

3d„kb2ka1k f~r !2k i~r !…d~«b2«a2v!,

~14!

which involves the approximate treatment of the off-sh
matrix element ofv already mentioned. The Pauli blockin
effect is taken into account in Eq.~14! by the limits of the
integrations overka and kb . The local kinetic energy
Ef(r )5\2kf(r )2/2m and the direction of emission,V f(r )
5 k̂ f(r ), correspond toEf andV f at infinity, respectively.

In the calculation of two- and three-step cross sectio
the eikonal approximation is made to the intermediate Gr
function as an additional approximation@10#:

K r2U 1

Em2K2Um1 ih Ur1L '2
m

2p\2

exp~ ikmur22r1u!
ur22r1u

,

~15!

where r1 (r2) is the first ~second! collision point, andkm
5@(2m/\2)(Em2Um)#1/25km1 igm is the complex local
wave number in the intermediate state.

The final form of the two-step SCDW cross section
given, in agreement with Ref.@10#, by
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]2s~2!

]Ef]V f
5S A

A11D 4E dEmE dr1E dr2

kf /kf~r2!

ki /ki~r1!
ux f

~2 !~r2!u2ux i
~1 !~r1!u2S ]2s

]Ef]V f
D

r2

r~r2!

3
exp~22gmur22r1u!

ur22r1u2
S ]2s

]Em]Vm
D

r1

r~r1!, ~16!

where Em5\2km
2 /2m and Vm is the direction ofr22r1 . The local average cross sections are given by Eq.~14! with

appropriate substitutions of coordinates and momenta. Again, the off-shell matrix elements of theN-N collisions are approxi-
mately treated. The extension to higher step processes is straightforward and the following expression for the three-s
section is obtained:

FIG. 1. Comparison between theoretical and measured double differential cross sections for (p,p8x) and (p,nx) on 90Zr at 160 MeV for
three emission energies of 120 MeV, 80 MeV, and 40 MeV. The left@right# panel corresponds to (p,p8x)@(p,nx)#. The cross sections o
one-step, two-step, and three-step processes are represented by the short-dashed, the dash-dotted, and the long-dashed curves
The solid curves are their sum. The experimental data are taken from Ref.@23# for (p,p8x) and Ref.@26# for (p,nx).
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]2s~3!

]Ef]V f
5S A

A11D 6E dEm1E dEm2E dr1E dr2E dr3

kf /kf~r3!

ki /ki~r1!
ux f

~2 !~r3!u2ux i
~1 !~r1!u2

3S ]2s

]Ef]V f
D

r3

r~r3!
exp@22gm2ur32r2u#

ur32r2u2 S ]2s

]Em2]Vm2
D

r2

r~r2!
exp@22gm1ur22r1u#

ur22r1u2 S ]2s

]Em1]Vm1
D

r1

r~r1!.

~17!
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In the case of (p,p8x) reactions, there are two types o
two-step processes, (p,p9)(p9,p8) and (p,n)(n,p8), with
either a proton or a neutron in the intermediate state. S
ilarly, a three-step process consists of four different re
tion paths: (p , p9)(p9 , p-)(p- , p8),(p , p9)(p9 ,n)(n,p8),
(p,n)(n,p9)(p9,p8), and (p,n)(n,n8)(n8,p8).

The empirical local optical potentials that we use for t
distorting potentials should be regarded as the equivalen
cal potentials of the ‘‘true’’ nonlocal optical potentials. As
well known, the amplitude of a distorted wave in the non
cal optical potential is less than that in the local optical p
tential by the Perey factor with the nonlocality rangeb @13#,

Fc~r !5S 12
mb2Uc~r !

2\2 D 21/2

, ~18!

multiplying the wave functions of all the particles in th
continuum, namely, the leading particles in the initial a
final channels and the struck target nucleon in state«b in the
continuum. The Perey factor is unity for bound state wa
-
-

o-

-
-

e

functions in the Fermi gas model because of the normal
tion. In addition, we multiply the Green function byFm(r1)
andFm(r2) on either side of it in Eq.~15!.

III. RESULTS AND DISCUSSIONS

A. Input data for numerical calculations

As seen in Eqs.~13!, ~16!, and ~17!, the input data for
SCDW calculations are~a! the distorting potentials,~b! the
two-nucleon scattering cross sections, and~c! the nucleon
density distribution. We use basically the same input data
in Ref. @11#.

As for ~a!, we adopted the global optical potentials
Walter and Guss@14# for energies less than 80 MeV an
those of Schwandtet al. @15# for energies above 80 MeV
For neutrons, however, the real part of the optical poten
parameters of Ref.@15# was modified by means of Madland’
method@16#. The range of nonlocality,b, in Eq. ~18! was
taken to be 0.85 fm@13#.
he
FIG. 2. The same as in Fig. 1, but for (p,p8x) and (p,nx) on 90Zr at 120 MeV for two emission energies of 100 MeV and 40 MeV. T
experimental data are taken from Ref.@24# for (p,p8x) and Ref.@26# for (p,nx).
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FIG. 3. The same as in Fig. 1, but for (p,p8x) and (p,nx) on 90Zr at 80 MeV for two emission energies of 60 MeV and 40 MeV. T
experimental data are taken from Ref.@24# for (p,p8x) and Ref.@25# for (p,nx).
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As for ~b!, either two-nucleon scattering cross sections
free space or those in nuclear medium were used. For
freeN-N cross sections, we used the same empirical form
as in Ref.@11#, i.e., the parametrized total and differenti
cross sections taken from Ref.@18# and Ref.@19#, respec-
tively. For the in-mediumN-N cross sections, we employe
the nonrelativistic BruecknerG-matrix calculated with the
Paris potential given by Kohnoet al. @20#. In both cases, the
parameters were given as a function of the energy of theN-N
system in the laboratory frame. We took for it the kine
energy of relative motion in the initial channel.

As for ~c!, we used the nucleon density distributionr(r )
of the Woods-Saxon shape with Negele’s geometrical
rameters@17#, and assumed that the proton and the neut
densities are proportional to their numbersZ and N, r(r )p
5(Z/A)r(r ) andr(r )n5(N/A)r(r ), respectively. The loca
Fermi momentumkF(r ) necessary for the calculation of Eq
~14! was obtained from Eq.~8!, for both protons and neu
trons.

B. Comparison with the experimental angular distributions

Using a Monte Carlo integration method with quasira
dom numbers@21,22#, we have carried out SCDW calcula
tions including up to three-step processes of the double
ferential cross sections of90Zr(p,p8x) and (p,nx) reactions
at 80, 120, and 160 MeV,58Ni( p,p8x) at 120 MeV, and
209Bi( p,p8x) at 62 MeV. The freeN-N scattering cross sec
tions have been used in the calculations.

Figures 1–3 show the calculated and experimental dou
n
he
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-
n

-
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le

differential cross sections of (p,p8x) and (p,nx) on 90Zr
@23–26#. The contributions of individual multistep process
are plotted to show their variation with emission energy a
scattering angle; the short-dashed, the dash-dotted, and
long-dashed lines represent cross sections of one-, two-,
three-step processes, respectively. The solid lines repre
their sum. The SCDW calculations, with no free adjusta
parameter, are in overall good agreement with the exp
mental data except at very small and large angles, for b
(p,p8x) and (p,nx). For the highest emission energy show
in the figures, however, the SCDW cross section has a p
around 20° and is larger than the experimental data b
factor of about 2. Similar peaks in the angular distributio
are also seen at other emission energies, although the p
become broader as proton emission energy decreases.

One can see that proton emission via one-step proce
dominant in the intermediate angular region. Contributio
of two- and three-step processes become appreciable
decreasing emission energies and increasing angles.
found, however, that the higher-step MSD components c
not compensate the discrepancy between the one-step
sections and the experimental data at backward angles
will be discussed later, one of the reasons for this is proba
that in the LFG model that we assumed, the nucleons
only have momenta up to the Fermi momentum. Anoth
possibility might be that MSD contributions from highe
steps are not included in the present calculation. At v
forward angles, the one-step cross sections fall off stee
toward 0° at all outgoing energies, as was already see
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2142 PRC 59Y. WATANABE et al.
our previous calculation@11#. In contrast, the two-step an
three-step cross sections have maxima at 0°. The broad
structures seen in the summed cross sections are due t
characteristic shape of one-step angular distributions.
peak angles are nearly at the quasielastic scattering~QES!
peaks. The influence of QES on the one-step process wi
discussed in a later subsection.

Figure 4 shows the calculated angular distributions
58Ni( p,p8x) at 120 MeV compared with the experiment
data @27#. Agreement is very similar to the case of90Zr;
there are some discrepancies at small and large angles
underestimation at the lowest emission energy.

FIG. 4. Comparison between theoretical and measured do
differential cross sections for the reaction58Ni( p,p8x) at 120 MeV
for three emission energies of~a! 100 MeV,~b! 60 MeV, and~c! 40
MeV. The cross sections of one-step, two-step, and three-step
cesses are represented by the short-dashed, the dash-dotted, a
long-dashed curves, respectively. The solid curves are their s
The experimental data are taken from Ref.@27#.
ak
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Figures 3 and 5 show the SCDW results for (p,p8x) and
(p,nx) on 90Zr at 80 MeV and (p,p8x) on 209Bi at 62 MeV,
respectively, to indicate the applicability of the SCDW
model to lower incident energies. The SCDW model rep
duces well the experimental data at forward, though not v
forward, angles where the one-step process is dominant.
cross sections of the higher-order steps are only small f
tions of the total, even at backward angles, and the sum
cross sections are much smaller than the experimental
at large angles. Another feature is that the one-step c
sections do not fall so steeply toward 0° as in the case
higher incident energies. This is due to the deeper real pa
the distorting potentials which causes stronger refraction
the entrance and the exit channel distorted waves than a
higher incident energies. In fact, if one neglects the distort
potentials, the one-step angular distributions drop m
steeply toward 0° and reach zero at an angle near 0°.

C. Validity of the local semiclassical approximation
to distorted waves

For the SCDW model, it is important to verify the LSC
to distorted waves, Eq.~7!. We have carried out a numerica
test of the LSCA for two incident energies, 26 and 120 Me
for the case of then158Ni reaction. We compared an ‘‘ex

le

ro-
d the
m.

FIG. 5. Comparison between theoretical and measured ang
distributions for the reaction209Bi( p,p8x) at 62 MeV for two emis-
sion energy range of~a! 32–42 MeV and~b! 42–52 MeV. The
cross sections of one-step, two-step, and three-step processe
represented by the short-dashed, the dash-dotted, and the
dashed curves, respectively. The solid curves are their sum.
experimental data are taken from Ref.@28#.
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FIG. 6. Comparisons of ‘‘exact’’ and ‘‘LSCA’’ distorted waves of a neutron in58Ni. The left ~right! panel is the result for inciden
energies 120 MeV~26 MeV!. The real~imaginary! part is shown in the upper~lower! panel. LSCA-I~LSCA-II! represents LSCA with the
real ~complex! wave number. The distorted waves are plotted as a function ofr 08 at r 052 fm andu0560°.

FIG. 7. The same as Fig. 6, but atr 054 fm andu0560°.
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FIG. 8. The same as Fig. 6, but the distorted waves are plotted as a function ofu08 at r 054 fm ands512 fm.
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ur-
act’’ distorted wavexc
exact(r08), a numerical solution of the

Schrödinger equation for a distorting potentialUc , with the
corresponding ‘‘LSCA’’ distorted wavexc

LSCA(r08) calcu-
lated from the RHS of Eq.~7!, using thexc

exact(r0) under the
condition that the directions ofr08 andr0 coincide. Two cases
were considered:~a! variation ofs5ur082r0u at a fixed polar
angle ofr0 ,u0 and~b! variation ofu0 at a fixed values ofs.
For Uc , the global optical potential of Walter and Guss@14#
was used for 26 MeV and that of Schwandtet al. @15# for
120 MeV.

The results for the case~a! at r 052 fm and 4 fm atu0

560° are shown in Figs. 6 and 7, respectively, and the
sults for the case~b! with r 054 fm and s512 fm are
shown in Fig. 8. The real and the imaginary parts of
distorted waves are plotted in each figure, in the upper
lower panels, respectively. The solid lines represent
xc

exact(r08). The xc
LSCA(r08) calculated with only the real par

of wave number forkc on the RHS of Eq.~7! are shown by
the long-dashed lines~LSCA-I! and those calculated with th
complex wave numbers are shown by the short-dashed
~LSCA-II!. One can see from Figs. 6–8 that the LSCA
quite good at 120 MeV around ther 0 considered. In particu-
lar, it is noteworthy that the LSCA is still good atr 0
54 fm which is near the nuclear surface where the variat
of Uc with r08 is not so small. Also, LSCA-I and LSCA-I
almost coincide over a wide range ofr08 . This justifies the
use of real local wave numbers in Eq.~7!. These numerica
tests show the validity of the LSCA at 120 MeV. The LSC
is worse at 26 MeV as expected. It should be noted, howe
that it is still acceptable within a ranges'1 fm which is
-

e
d
e

es

n

r,

only slightly less than the ranges of the two-nucleon inter
tion and the nonlocal kernelK(r ,r 8).

D. Quasielastic scattering in one-step process

All the one-step SCDW cross sections have peaks
angles that correspond to QES as already mentioned. In
der to see the reason for this, we have examined where in
nucleus the first collision mainly takes place. The result
shown in Fig. 9 for90Zr(p,p8) at 120 MeV. Each line cor-
responds to the one-step calculation with a given pair
lower and upper limits of radial integration in Eq.~13!. The
limits are varied in steps of 2 fm. It is seen that the con
bution of the peripheral region of the nucleus correspond
to r 54 –6 fm is predominant over a wide angular rang
while the contribution of the nuclear interior tends to i
crease as the emission angle increases. The contributio
the regionr>6 fm provides the characteristic angular di
tribution with a peak at the QES angle. The reason for thi
that the Fermi momentum is low there because the nucl
density is low. As a consequence, the incident proton in
acts with target nucleons with small momenta. The peak s
in the one-step SCDW cross section is slightly shifted fro
the QES angle toward small angles. One reason for it is
contribution of the inner region where the Fermi motion
the target nucleons is not small. Another reason is the ref
tion of the projectile and ejectile by the distorting potentia
However, these effects are not large enough to compen
the sharp fall of the cross section at very small angles.

One of the reasons for the failure of the present SCD
calculations at very forward angles is that the most import
contribution to the cross section there is due to collisio
with large impact parameters, i.e., in the far out nuclear s
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face region where the nucleon density is very low. The L
model is obviously inappropriate there. Nucleons in that
gion are mostly in the exponential tails of bound state wa
functions as assumed, e.g., by Esbensen and Bertsch@29#.

E. Effect of the nonlocality of distorting potentials

In the SCDW calculations, the nonlocality correction
distorted waves is made by means of the Perey factor@13#.
Calculated cross sections without the nonlocality correct
are shown in Fig. 10 for58Ni( p,p8x) at 120 MeV. Overes-
timation of the magnitude of the cross sections is obvio
although the shape of angular distributions is not much
ferent from those with the nonlocality correction. The effe
increases as the proton emission energy decreases an
number of steps increases. The latter is because the nu
of the intermediate Green functions, each carrying two Pe
factors, increases. For instance, three-step cross sec
without the nonlocality correction are an order of magnitu
larger than those with the correction in Fig. 10~b!. Thus, the
nonlocality correction in SCDW calculations is crucial to t
agreement with experimental data in the absolute magni
of cross sections, particularly at low emission energies.

The importance of the nonlocality correction was alrea
mentioned by Negele and Yazaki@30# who showed that em
pirical values of the nucleon mean free path could be

FIG. 9. Dependence of the SCDW one-step cross section on
location of N-N scattering in the nucleus. The reaction
58Ni( p,p8x) at 120 MeV. The emission energies are~a! 100 MeV
and ~b! 40 MeV. Each curve corresponds to the one-step cr
sections calculated with the lower and upper limits in the rad
integration of Eq.~13! denoted in the figure. The thick lines are th
total SCDW one-step cross sections.
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plained in terms of simpleN-N scattering in the nuclea
Fermi gas only if the effective mass is used for the nucleo
One of the reasons for use of the effective mass is the n
locality of the nuclear mean field. In the present SCDW c
culations, the leading particle and the target nucleons exc
into the continuum move in phenomenological optical pote
tials which can be regarded as the equivalent local poten
of the ‘‘true,’’ nonlocal optical potentials. Instead of the e
fective k mass of Ref.@30#, we made the nonlocality correc
tion by means of the Perey factor@13#.

F. Sensitivity to the nucleon density distribution

We investigated the sensitivity of SCDW calculations
the nucleon density distribution. As an alternative to th
used in Figs. 1–5, we calculated the proton and the neu
density distributions by means of the spherical Skyrm
Hartree-Fock~SHF! theory @31,32# with the Zs potential of
Friedrich and Reinhard@31#. The densities of90Zr are shown
in Fig. 11 together with the Woods-Saxon one used in F
1–5. The two densities are almost identical in the periphe
region, from 4 to 6 fm, some differences appearing in
nuclear interior.

In Fig. 12, the calculated double differential cross sectio
of one-step process in90Zr(p,p8x) at 160 MeV are shown
for the Wood-Saxson density distribution with Negele’s p
rameters~dashed lines! and the SHF density distribution

he

s
l

FIG. 10. Comparison of SCDW cross sections with~solid lines!
and without~dashed lines! the nonlocality correction for the reac
tion 58Ni( p,p8x) at 120 MeV and two emission energies~a! 100
MeV and~b! 40 MeV. The thin lines represent individual stepwis
contributions and the thick line represents their sum. The exp
mental data are taken from Ref.@27#.
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~solid lines!. In these calculations, separate Fermi mome
kF

p(r ) andkF
n(r ) were used for protons and neutrons, inste

of the average Fermi momentum. We confirmed, howev
that the difference between the calculations with the sepa
and the average Fermi momenta is negligible. Figure
shows that there is no appreciable difference between
two calculations with the two density distributions. This

FIG. 11. The calculated nucleon density distributions of90Zr.
The solid and dashed lines represent the density distribution o
Woods-Saxon shape with Negele’s geometrical parameters and
calculated with the Skyrme-Hartree-Fock~SHF! theory, respec-
tively.

FIG. 12. Comparisons of SCDW one-step cross sections of
reaction 90Zr(p,p8x) at 160 MeV calculated with two differen
nucleon density distributions: the Woods-Saxon one with Nege
parameters~dashed lines! and the Skyrme-Hartree-Fock one~solid
lines!.
a
d
r,
te
2
he

easily understood because the dominant contribution co
from the surface region of the nucleus as shown in Fig
where the two density distributions are almost identical
shown in Fig. 11. Also, for two- and three-step processes,
difference in the nucleon density distribution causes ne
gible effect on the corresponding cross sections. Thus,
sensitivity of SCDW calculations to the nucleon distributio
is very weak.

he
hat

e

’s

FIG. 13. The momentum distribution of target nucleons. T
solid and dotted curves represent the momentum distributions b
on the local Fermi gas~LFG! model and the infinite Fermi gas~FG!
model. The result of QMD plotted by the dash-dotted histogram
taken from Ref.@6#.

FIG. 14. Comparisons of SCDW one-step cross sections of
reaction90Zr(p,p8x) at 120 MeV calculated with two different mo
mentum distributions: the LFG one~solid lines! and the FG one
~dashed lines!. The experimental data are taken from Ref.@24#.
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G. Sensitivity to the nucleon momentum distribution

As shown in Sec.III B, the SCDW model fails to repr
duce cross sections at very small and large angles. Sinc
differential cross section at a fixed emission energy is a fu
tion of momentum transfer, the angular distribution must
pend on the momentum distribution of the target nucleo
We investigated the dependence by calculating one-
cross sections under different assumptions of the momen
distribution. Figure 13 shows the nucleon momentum dis
bution of 90Zr in three different models: the infinite Ferm
gas ~FG! model, the local density Fermi gas~LFG! model,
and quantum molecular dynamics~QMD! @6#. The FG model
gives a uniform distribution up to the Fermi momentumkF .
The LFG momentum distribution has a large fraction
nucleons with smallk, and becomes infinite atk50. The
differences between QMD and the LFG model appears
momenta less than 0.5 fm21 and at momenta larger tha
kF51.37 fm21, the Fermi momentum for the norma
nuclear density.

In Fig. 14, the one-step SCDW cross sections
90Zr(p,p8) at 120 MeV calculated with the LFG and F
models are compared. The solid and dashed curves repr
the SCDW calculations with the LFG and FG models,
spectively. Figures 13 and 14 show that the nucleon mom
tum distribution strongly affects the shape of the one-s
angular distribution. The increase in high-momentum co
ponents in the nuclear momentum distribution leads to
enhancement of the cross sections at large angles, and
crease in low-momentum components results in a shift of
QES peak toward smaller angles. This suggests that us
realistic single particle wave functions in a finite potent
rather than the LFG model will improve the SCDW cro
sections at large and small angles.

H. Use of in-mediumN-N cross sections

We recently calculatedN-N cross sections in the nuclea
medium by means of the non-relativistic BruecknerG matrix
based on the Paris potential, and parametrized them
function of incident energy and nucleon density@20#. The
in-mediumN-N cross sections calculated with the parame
set given in Table II of Ref.@20# were used for theN-N cross
section. Figure 15 shows the result of the calculations
58Ni( p,p8x) reactions at 120 and 65 MeV together with t
ones obtained with the freeN-N cross sections. No appre
ciable difference is found between the two calculations, e
at 65 MeV at which the in-medium cross sections at
normal nuclear densityr0 are much reduced from the fre
ones. This is because the one-step process occurs main
the surface region of the nucleus where the density is low
discussed in Sec. III D, so that the in-medium cross sect
are not much different from the free ones.

I. Comparison with other model

In this subsection, we compare the SCDW calculatio
with the results of the other models already mention
AMD @7#, QMD @6#, FKK @6,23,34,35#, and TUL @4#, and
discuss similarities and differences.

First, a comparison with AMD @7# is made for
58Ni( p,p8x) at 120 MeV in Fig. 16. Agreement is general
the
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good, although the SCDW three-step cross sections
somewhat smaller than the AMD ones. It is noticeable t
the AMD one-step cross sections also show peaks near
QES angles, though slightly shifted forward. Such peaks
not appear in the cross sections in QMD.

Second, the SCDW model and QMD are compared
Figs. 16 and 17. One sees some differences in one-step
gular distributions, in particular at backward and very fo
ward angles. The QMD one-step cross sections show
ward peaks without the steep fall near 0° that is seen in
SCDW ones. It was maintained in Ref.@6# that the behavior
of QMD one-step cross sections near 0° was strongly
fected by the refraction of the incident and outgoing partic
by the mean field. However, the SCDW calculations a
took account of the refraction by the distorting potentia
and the effect was small. The difference at backward ang
is due mainly to the difference in the momentum distributi
of target nucleons as already mentioned. As shown in F
13, QMD, unlike the LFG model, includes target nucleo
with momenta higher than the Fermi momentum. As for t
two- and the three-step cross sections, the SCDW and Q
cross sections are similar in shape, although the SC
model yields smaller cross sections at the highest emis
energy than QMD.

Third, a comparison of the SCDW model with the FK
model @6# is made in Fig. 17. A considerable difference
one-step cross sections is seen between the predictions o

FIG. 15. Comparisons of SCDW cross sections calculated w
in-mediumN-N cross sections of Ref.@20# ~solid lines! and those
with the freeN-N cross sections~dashed lines! for the reaction
58Ni( p,p8x) at ~a! 120 MeV and~b! 65 MeV. The experimental
data are taken from Refs.@27# and @33#.
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FIG. 16. Comparisons of SCDW calculations with AMD and QMD calculations for the reaction58Ni( p,p8x) at 120 MeV. The AMD and
QMD results are taken from Refs.@7,6# and include multistep components higher than three-step in total cross sections given by the
curves. The experimental data are taken from Ref.@27#.
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two models, although the higher-step cross sections do
differ as much. The FKK model gives steeper fall of one-s
cross sections towards large angles than the SCDW mo
The relative contributions of the two- and the three-step p
cesses at backward angles are larger in the FKK model
in the SCDW model. The results shown in Fig. 16 can a
be compared with the FKK analysis of58Ni( p,p8x) by Rich-
ter et al. @34#. They showed that at high emission energi
such as 100 MeV, the cross sections in the angular reg
from 40° to 70° could not be reproduced by the FKK mod
alone. The discrepancy could be removed by the additio
a QES knockout contribution calculated with the DWIA. O
SCDW prediction is in quite good agreement with the e
ot
p
el.
-

an
o

,
n

l
of

-

perimental data at the corresponding angular region.
QES component is automatically taken into account beca
experimentalN-N cross sections which include exchan
process in theN-N scattering are used. For the case of low
incident energies, one can compare the result
90Zr(p,p8x) at 80 MeV in Fig. 3 with the recent FKK analy
sis of Ref.@35#. The FKK calculation shows a slight over
prediction of cross sections at backward angles, while
SCDW considerably underestimates them in the same a
lar region as already discussed.

Finally, a comparison of the SCDW model with the TU
model@4# is shown for the209Bi( p,p8x) reaction at 62 MeV
in Fig. 18. The results of the SCDW and TUL models a
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FIG. 17. Comparisons of SCDW calculations with FKK and QMD calculations for the reaction90Zr(p,p8x) at 160 MeV. The FKK and
QMD results are taken from Ref.@6#. The total FKK cross sections include multistep components up to five steps. The experimental d
taken from Ref.@23#.
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given by the thick and thin curves, respectively. Note that
calculation by the TUL model is restricted to one- and tw
step processes. The results of the SCDW and TUL mo
are same in the intermediate angular region from 30° to 9
although there are distinct differences at very small and la
angles. This figure also shows that the one-step proce
predominant in this reaction.

From the comparisons of the SCDW model with the oth
four MSD models, we conclude that the calculated angu
distribution of the one-step process is strongly model dep
dent, but those of the multistep processes are not. In addi
the relative magnitudes of the contributions of individu
multisteps are rather similar in all the models compared.
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IV. SUMMARY AND CONCLUSIONS

The SCDW model was extended to include three-s
processes in multistep direct inelastic scattering, and to d
with charge exchange reactions.

Calculations of the cross sections of MSD processes
(p,p8x) and (p,nx) on 90Zr at 80, 120, and 160 MeV
58Ni( p,p8x) at 65 and 120 MeV, and209Bi( p,p8x) at 62
MeV were calculated by means of the extended SCD
model and the results were compared with the experime
data. The result shows that the cross sections calculated
no free adjustable parameter are in overall good agreem
with the data, although underpredicted at very small a
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large angles. The contribution of the two-step process do
nates the calculated cross sections at very forward and b
ward angles and that of the three-step process at even la
angles. They much improve the agreement with the exp
mental data at those angles, but are not large enough to
tirely compensate the disagreement of one-step cross
tions. It is found that much of the one-step process is du
N-N collisions in the surface region of the nucleus. Cro
sections at very small and large angles are also found

FIG. 18. Comparisons of SCDW calculations~thick curves!
with TUL calculations~thin curves! for the reaction209Bi( p,p8x) at
62 MeV. The TUL result is taken from Ref.@4#. The experimental
data are taken from Ref.@28#.
.

.

n-
i-
k-

ger
ri-
n-

ec-
to
s
to

depend strongly on the momentum distribution of targ
nucleons. The failure of the model at those angles is at le
partly due to the failure of the LFG model in the nucle
surface region in which the nucleon density is relatively lo
In addition, contributions of four-step and higher-step p
cesses might be partly responsible for the underpredictio
backward angles. The nonlocality correction to the distort
potentials is essential for the reasonable agreement with
data in the absolute magnitude of cross sections, in partic
at low emission energies. In contrast, use of in-mediumN-N
cross sections little changes either the shape of angular
tribution or the magnitude of cross sections from those c
culated with the freeN-N cross sections.

The comparison of the SCDW calculations with th
AMD, QMD, FKK, and TUL calculations shows that th
shapes of one-step angular distributions are different am
the models, but the multistep components are rather sim
in angular distributions and in the relative magnitude of t
cross sections of individual steps.

In conclusion, the results reported in the present paper
encouraging enough for further improvements of the SCD
model, such as the use of more realistic single particle w
functions, extension of the domain of applications to a wid
range of incident energies and target mass numbers, an
clusion of nuclear spins.
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