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Analyzing powers and cross sections ofp¢ p˜pnp1 near threshold
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Analyzing powers forpW p→pnp1 were measured for the first time close to threshold at beam energies that
yield maximum pion momentum fractions (h[pc.m.

max/mpc) of h50.22, 0.42, and 0.50, and enable a decompo-
sition of the low order partial waves. Cross sections were measured at seven different beam energies with
h50.07, 0.17, 0.22, 0.28, 0.34, 0.42, and 0.50. The analysis shows that pions-wave channels dominate the
reaction. Thep-wave channel containing theD resonance contributes, ath50.22, less than one-tenth of the
total cross section and less than one-third of the total cross section ath50.42 and 0.50. The nonresonant
p-wave channel contributes less than 1% of the cross section at these three energies.@S0556-2813~98!07406-8#

PACS number~s!: 25.10.1s, 11.40.Ha, 13.75.Cs, 21.30.Cb
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I. INTRODUCTION

Pion exchange is a crucial mechanism for all strong in
actions between nucleons at low and intermediate energ
At low energies with small momentum transfers, thepNN
vertex ands-wave rescattering contribute the most importa
graphs in theNN→NN interaction@1#.

This work describes the measurement of differential cr
sections, analyzing powers, and the partial-wave amplitu
deduced from them in the region near the pion-product
threshold. Close to threshold, the contribution from theD
and pionp waves is expected to disappear. Thus, thepNN
vertex, s-wave rescattering, and perhaps heavy-meson
changes are primarily active in near-thresholdNN→NNp
reactions. Behavior at the vertex for large momentum tra
fers, where exchanged bosons heavier than the pion can
come important, are best tested by studying pion produc
in NN collisions close to threshold.

The form factor of thepNN vertex has been describe
with cutoff parameters varying with the kind of reaction d
scribed. With one exception@2#, the cutoff values deduce
from on-shell pion reactions have tended to be less than
MeV @3–6#, while those deduced fromNN elastic scattering
tend to be larger than 1.1 GeV@7,8#. At present this discrep
ancy is not resolved, although more sophisticated treatm
may eliminate the need for different form factors for diffe
ent reactions@9#.

*Present address: Department of Physics and Astronomy, Un
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Early theoretical work on near-threshold pion producti
used phase space considerations and isospin conservati
deduce the energy dependence of the cross section
NN→NNp reactions@10,11#. Woodruff @12# and Koltun
and Reitan@13# used empirical knowledge of theNN poten-
tial and the assumption ofs-wave dominance to calculat
total cross sections. Later, the use of partially conser
axial-vector current~PCAC! and soft pion theorems facili
tated a calculation of cross sections near threshold@14#.

Since 1990, with the advent of new technology develop
at IUCF and other facilities around the world, the study
near-thresholdNN→NNp has attracted increasing attentio
Total cross sections forpp→ppp0 have been measure
@15–17#. Cross sections@18# and analyzing powers@19,20#
for pW p→dp1 have also been measured near threshold.
fore 1990 the lowest energy measurements ofpp→pnp1

were those of Falket al. @21# which were over 100 MeV
above threshold. Today, the measurements of our collab
tion @22,23# have extended our knowledge of this reacti
down to less than 1 MeV above threshold. The present w
and its associated Letter@24# mark the first time analyzing
powers forpW p→pnp1 near threshold have been measure

The new cross sections forpp→ppp0 have inspired nu-
merous calculations for that reaction. Nonetheless, a con
sus on the proper approach to this problem has not b
reached. The approach previously used by Koltun and Re
@13# underpredicted the observed cross sections by a fa
of 5 @25#. Two competing mechanisms have been propo
to make up for this shortfall: the exchange of heavy mes
~s,r,v! via ‘‘ z graphs’’ @see Fig. 1~c!# @26–28# and the off-
shell extrapolation of the vertex form factor@2#. Researchers
disagree whether either or both mechanisms can accoun
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PRC 58 917ANALYZING POWERS AND CROSS SECTIONS OF . . .
the discrepancy without including theD channel or some
other effect@29–34#.

Although there have been many publications on the re
tion pp→ppp0 as well as onNN→dp @31,33#, until re-
cently, little work onpp→pnp1 has been published. Whe
the present experiment first ran in 1995, the paper of Sc
laci, Silbar, and Young@14# and an unpublished work by Le
@6# were the only theoretical studies of this reaction. Tod
Fäldt and Wilkin have extrapolatedpp→dp1 to the un-
boundpn case@35,36#. A new relativistic calculation by En-
gel et al. @37#, which includes all meson exchanges as w
as the D channel, agrees well with cross sections
pp→pnp1 and pp→ppp0 over a wide range of energies
but underpredicts by a factor of 2–4 near threshold. Rec
refinements which take into account the final-state inter
tions @38# have made this work applicable in the thresho
region. Unlike the previous predictions forpp→ppp0, these
models@35–38# do not assume that the reactions are pures
wave, and so they should be able to predict analyzing p
ers. Reference@36# and the recent thesis of Hanhart@39# give
the first published calculations of analyzing powers for t
reaction.

In contrast to the calculations forppp0 final states, recen
work @6,38# on the pnp1 reaction suggests that it may b
dominated by thepNN rescattering term. If this is true, th
pnp1 cross sections should allow the extraction of t

FIG. 1. Feynman graphs for the reactionpp→pnp1, showing
the direct production term~a!, the pion rescattering term~b!, and a
heavy-meson-exchange term~c!, as well as the contribution of the
D ~d!.
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direct-production and rescattering strengths of thepNN in-
teraction.

To shed light on these issues, kinematically compl
measurements of the differential cross sections were pr
ously published for pp→pnp1 near threshold by the
present collaboration in@22#. Some simplifying assumption
together with the cross sections allowed preliminary insig
into the partial-wave composition of the reaction. The ana
sis of the unpolarizedpp→pnp1 differential cross sections
at 294, 300, and 320 MeV had provided evidence that
contribution of pionp waves was negligible at 294 MeV bu
became significant at 320 MeV. This provides strong e
dence that these data are sensitive to the nonresonantpNN
vertex. The present experiment has confirmed and exten
the cross section measurements of Ref.@23# and also mea-
sured the analyzing powers. With the new data, a part
wave analysis of the reaction can now be done. In the pre
work, such an analysis is now available for unboundNNp
close to threshold where only a few terms contribute. Th
new results are discussed below.

II. EXPERIMENTAL APPARATUS

This experiment, CE-38 at IUCF, is an extension of p
vious experiments@22,23#, which measured the differentia
and total cross sections ofpp→pnp1. The apparatus use
here has been described in detail previously@23#. The large
acceptance detectors measured the four-momenta of
ejectedp andn, allowing the reconstruction of the pion four
momentum. Measurement of thep andn four-momenta al-
lows for a kinematically complete reconstruction of the pi
cross sections and analyzing powers.

The Cooler Ring of IUCF provided a recirculating pola
ized proton beam, which was cooled to an energy sprea
DE/E;1024, of low emittance and high intensity
(;100 mA). It intersected a thin (;331015 atoms/cm2)
gas jet of pure hydrogen. The reaction nucleons were eje
in a narrow cone in the forward direction. The nucleons tra
eled about 1 m through vacuum before entering the air
travel to the detector stacks~see Fig. 2!. A wide-gap 6°
dipole magnet swept the reaction protons leftward toward
proton detector arm consisting of drift chambers, a fast t
ing DE scintillator, E detectors, and veto scintillators. Th
magnet acted as a low resolution spectrometer, allowing
discrimination between true events and quasielastic ba
etectors.
FIG. 2. Scale drawing of the apparatus of CE-38. Beam approaches from the left. Top view of the target, 6° ring magnet, and d
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918 PRC 58R. W. FLAMMANG et al.
ground. The neutrons, unbent by the magnet, exit throug
3-mm-thick aluminum window and continue straight to
hodoscope. The neutron energy was measured by maki
time-of-flight comparison with the detected protons.

Table I shows the kinematic ranges of the reaction nu
ons in the laboratory. Because of the large negativeQ value
for pion production, the reaction cone of the two detec
nucleons was quite narrow, allowing for good accepta
close to threshold. As the cone opens up, we begin to
events, as is shown in Fig. 3. The geometrical effects of
neutron and proton detectors and the magnet pole faces
accounted for, but the effects of the detector efficiencies
not included in this particular figure.

A. Beam and target

The energy of the beam was determined by the freque
of the synchrotron rf in the storage ring and the circumf
ence of the beam orbit inside the ring by the relation

v5
C f

n
, ~1!

where v is the speed of the beam protons,C is the ring
circumference,f is the synchrotron frequency, andn is the

FIG. 3. Monte Carlo calculation of the geometricaln-p accep-
tance for coincidences as a function of beam energy. The uncer
ties at 293 and 297 MeV are due to the 0.2° uncertainty of the b
direction, which has a greater effect at low energies where the
action cone is very narrow.

TABLE I. Kinematic parameters dependent on beam ene
showing the maximum pion momentum fractionh, the minimum
nucleon energy in the laboratory frame,Emin , the maximum
nucleon energy in the laboratory,Emax, and the maximum nucleon
angle in the laboratory frame,umax. All energies are in MeV.

Ebeam h Emin Emax umax

293.0 0.07 63.5 78.3 2.9°
297.0 0.17 54.1 91.4 7.2°
300.0 0.22 50.3 98.3 9.2°
305.0 0.28 45.7 107.8 11.8°
310.0 0.34 42.3 116.2 13.8°
320.0 0.42 37.3 131.3 17.1°
330.0 0.50 33.6 144.9 19.7°
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harmonic of the ring~a whole number!. The frequency is
known to six significant figures, and so knowledge of t
beam energy is limited by the uncertainty of the orbit c
cumference. The best value for the beam circumference
obtained by determining the 293 MeV beam energy fro
observations of the maximum angle of the reaction-pro
cone~see Fig. 4!. Our best measurement of this angle det
mined the outer edge to be 2.960.2°, yielding
C5867661 cm and an uncertainty in the mean beam ene
of 6110 keV. This agrees well with the circumferenc
(5867761 cm) used by the local experimenters and ope
tors at IUCF@40# in 1995, when the present data were take

The direction of the incident beam was determined
surveys of the physical apparatus. To further verify the
rection, a lead ‘‘scraper’’ target was installed for one run a
p-Pb elastic scattering angular distributions were measu
The result was compared to well-known previously me
sured differential cross sections forp-Pb elastic scattering
which has very sharp minima at well-defined angles.
matching our measurements with the previous results@41#,
we verified our beam direction to within the 0.2° range p
mitted by varying tunes of the beam.

The target jet consisted of H2 molecular gas cooled to 40
K. For the purposes of this experiment, the initial target
netic energy was zero. The target density distribution pea
at z50 with a full width at half maximum~FWHM! of about
1.1 cm. Low density tails extended out toz567.5 cm. The
measurement of the density distribution and its extrapola
into the tail region followed the method described in o
previous paper@23#.

B. Proton detector arm

The proton detector stack contained three drift chamb
with a position resolution of 0.3 mm, the first of which wa
positioned 1.1 m downstream of the target. Two of the d
chambers, labeled DC1 and DC2 in Fig. 2, containedx andy
wire planes. A third chamber, DC3, in addition contained t
so-calledw plane, with wires running 45° to thex and y
directions, which allowed it to distinguish trajectories

in-
m
e-

FIG. 4. Opening angle of reaction protons at 293 MeV. Give
beam circulation frequency of 2.2376 MHz, the opening angle
protons should be 2.7° forC58675 cm, 2.9° forC58676 cm, and
3.1° for C58677 cm.
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PRC 58 919ANALYZING POWERS AND CROSS SECTIONS OF . . .
events with overlapping charged particles.1 The addition of
DC3 to the detector stack provided desirable redundancy
ensured that the proton trajectories in 99.9% of our trigge
events could be reconstructed.

The operation of the drift chambers is described in R
@23# except for three improvements mentioned here: T
chambers contained a 50%-50% argon-ethane gas mix
which was bubbled through alcohol which was refrigera
to 1 °C, the voltage between the anode and cathode w
was kept near 2500 V, and DC3 was added to the st
~mentioned above!. The introduction of alcohol to the ga
mixture made a substantial improvement to the longevity
the chambers by reducing the buildup of carbon on the wi
This allowed the chambers to run at higher voltages wh
they generated stronger signals, which are less susceptib
noise and electrical oscillations in the LeCroy 2735DC a
plifier cards used in the chambers.

Mounted behind the drift chambers was a larg
35365-cm-wide, and 0.3-cm-thick plasticDE detector
viewed through adiabatic light pipes by two fast phototub
~Amperex 2220 PMT! on either end. TheDE signal served
as a timing base line for the neutron time-of-flight calcu
tions and also yielded an energy signal which was use
generate a particle identification~PID! spectrum. Studies us
ing an ultraviolet laser inducing light production in several
our scintillation detectors simultaneously measured the t
resolution of theDE to be 0.28 ns@42#.

After punching through theDE detector, the reaction pro
tons stopped in one of the five 7.5312.7360-cm plastic
scintillator ‘‘E’’ bars stacked at the rear of the proton arm
The measured pulse heights were corrected for light atte
ation in the bar@43#, for light quenching in the organic scin
tillators, and for the energy loss in the 0.6 g/cm2 of material
in front of theE bars. Details of the energy calibration can
found in Ref.@42#.

Behind theE bars were two thin scintillator paddles th
served as veto detectors. They flagged particles that did
stop in theE bars and were used to reject events.

C. Neutron hodoscope

The neutron hodoscope has been described previo
@44#. It comprised fourteen 120-cm-tall, plastic, vertical sc
tillator bars with Amperex XP2252H phototubes at each e
and was positioned at beam right 4.5 m downstream of
target. Each bar was 15 cm thick and detected about 13%
the reaction neutrons incident upon it. Thex position was
determined by the location of the 5-cm-wide bar which
neutron triggered. They position was determined by the rela
tive time difference between the signals received at the
and bottom phototubes; they resolution, dependent on th
energy deposited in the bar, ranged from 2.5 to 5
FWHM. In front of the hodoscope, an array of four thin ve
paddles ensured that the particles triggering the hodosc
were neutral.

The neutron energies were determined by their time
flight, derived from the relative timing of the hodoscope a

1Such as thep-p pair fromppp0 final states or thepp1 pair from
pnp1 final states.
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the proton fast-timing trigger. Time-of-flight energy determ
nations depend on the path length which, in our case,
uncertain within the thickness of the hodoscope, or 15 c
This uncertainty determined the energy resolution of the
tector, which was63.4%.

The hodoscope’s efficiency was determined using
Monte Carlo calculation written at Kent State Universi
@45#. When given the scintillating material, detector geo
etry, neutron energy, and light detection thresholds as in
the code returns a detection efficiency as output. The e
ciency depends on the neutron energy, and so the correc
to the neutron counts was made by weighting each even
the inverse of the efficiency for its energy. A plot of th
efficiency as a function of incident neutron energy for t
hodoscope is shown in Fig. 5.

D. Luminosity monitor and polarization

In addition to the two detector arms mentioned abo
there were two 7345-mm position-sensitive silicon detec
tors ~PSD’s! 12 cm away from the target on both sides of t
beam. The left PSD detected elastically scattered proton
coincidence with the hodoscope; the right PSD detected e
tic events in coincidence with the proton arm detector sta
Event triggers which flagged theseelastic coincidences in
our event stream required the veto detectors in coincide
with the other detectors~i.e., the so-called ‘‘veto’’ detectors
were used in the coincidence mode instead of the nor
rejection mode!.

The event stream monitored thesepp elastic coincidences
simultaneously with the measurement ofpn coincidences.
Since the cross section and analyzing power ofpp elastic
scattering are well known@46#, these events were used fo
monitoring beam-target luminosity and beam polarization

E. Event triggers

Events used in this analysis were of three different typ
and required the following hardware triggers to be record
into the data stream.

~i! Pion candidates. These events required simultane
counts in one of the hodoscope bars~both phototubes!, the
DE, and one of theE scintillators. They were vetoed by

FIG. 5. The hodoscope neutron-detection efficiency as a fu
tion of the energy of the incident neutron. Monte Carlo calculat
for a hodoscope bar with a pulse-height threshold equal to the l
output of an 8.5 MeV electron. Similar curves were calculated
each of the 14 hodoscope bars, and a lookup table was use
generate event-by-event corrections.
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920 PRC 58R. W. FLAMMANG et al.
count in any of the veto paddles in front of the hodoscope
behind theE bars.

~ii ! Hodoscope-arm elastic protons. These events requ
counts in one of the hodoscope bars, in one of the hodosc
veto paddles, and in the left PSD.

~iii ! Proton-arm elastic protons. These events requ
counts in theDE detector, one of theE scintillators, and in
the right PSD. They were vetoed by counts in the hodosc
to prevent ambiguities with the pion-candidate trigger.

III. ANALYSIS

This experiment is a kinematically complete measurem
of the pion differential cross section and analyzing power
the reactionpW p→pnp1. We measure the pion kinemat
observables indirectly, by reconstructing them from the
served proton and neutron four-momenta,

Pp
m5Pbeam

m 1Ptarget
m 2Pp

m2Pn
m . ~2!

The beam four-momentum is known from the beam
ergy and our definition of thez axis as being the beam d
rection. Because of mass differences between the t
nucleon systems ofpp, pn, andd, comparisons between th
reactionspp→pnp1, pp→dp1, and pp→ppp0 usually
parametrize the energy in terms ofh, the maximum pion
momentum in the center-of-mass system in units of the p
mass.

In our E scintillators, we measure the reaction proton
kinetic energyTp . The individual components of the three
momentumpp are found by tracing the proton’s trajecto
through our seven drift-chamber planes, 1x, 1y, 2x, 2y, 3x,
3y, and 3w. We perform a least squares fit to the chamb
coordinates to determine the proton trajectory. To determ
the initial momentum, we track the proton back to t
z50, or target, plane through the magnetic field. We ta
magnetic bending into account using the CERNLIB libra
subroutineNYRAP and a user-supplied functionMAGF which
we wrote based on the measured magnetic field map.

The energy of the neutron is determined by its time
flight, which is measured in relation to the proton. The m
mentum components are determined from the position m
sured by the hodoscope.

Resolutions.The finite detector resolutions in our hod
scope,E bars, and drift chambers introduce errors into o
reconstruction of the pion four-momentum; a summary
these resolutions is shown in Table II. In addition to t
random error listed for theE detectors, there is an addition
systematic energy error due to the uncertainty of the fit of
energy calibration formula to the calibration points. The

TABLE II. Resolutions of the nucleon detectors. Only three
the quantities shown have a Gaussian distribution. The resolut
shown for the hodoscopex position andTn are maximum errors
determined by geometry.

Hodoscopex position 62.5 cm
Hodoscopey position 4.0 cm, FWHM
Hodoscope energyTn 63.4%
Drift chamber positions 0.30 mm, FWHM
E-detector energy ;2.5%, FWHM
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ror in that fit is about 0.5 MeV in the 65–75 MeV rang
Outside of that central range, the error grows as large a
MeV for 30-MeV protons, and 3 MeV for 120-MeV protons
The hodoscope’s spatial resolution given in Table II is
the smallest pulse heights~equivalent to the light from 8.5
MeV electrons!; neutrons that generate double this amou
of light have resolutions as small as 2.5 cm FWHM@44#.

To understand the effects of these resolution functions
our pion angular distribution, we use a Monte Carlo mod
calculation, and compare the reconstructed angles with th
that are calculated initially. The resulting pion cosu resolu-
tion in the center of mass is shown in Table III for our sev
beam energies. The FWHM for the pions is given; the
resolutions are not Gaussian in shape, but are roughly tr
gular near the peak. In general, the resolution is worse
low energy pions whose reconstructed trajectories have la
uncertainties due to errors in the determination of thep and
n energies. At higher energies, these errors become sm
relative to the increasing pion energy.

A. Background elimination

Even at the largest angles seen by our proton dete
(;18°), the elasticpp→pp reaction atTbeam5320 MeV
has a cross section on the order of 20 mb/sr, which is 10
times larger than thepp→pnp1 cross section. Even if ou
veto paddles were 99.99% efficient, they would still let
many pn quasielastic elastic events slip through the trigg
requirements as we havepnp1 reaction events. In addition
to the elasticpp events, we also see quasielastic protons a
neutrons from the steel exit pipe of the magnet cham
where the beam halo is scraped off. There are so man
these background events that a significant number of th
make accidental coincidences with counts in the hodosco
A significant fraction~50–90 %! of our raw coincident trig-
gers is spurious. This problem is most severe close to thr
old.

Fast nucleons from quasielastic (p,pn) reactions domi-
nate our background, but other kinds of spurious triggers
possible. At energies close to threshold, the strength of
channelpp→ppp0 rivals that ofpp→pnp1. The neutral
p0 decays within;10216 s into high energy photons whic
can occasionally trigger our hodoscope. One or more of
reaction protons could simultaneously trigger our prot
arm.

We were able to eliminate these sources of background
the application of the following tests.

f
ns

TABLE III. Distribution of errors in the pion angular distribu
tion deduced by a Monte Carlo simulation, shown as a function
cosu in the center of mass.

Energy h Resolution of cosu, FWHM

293 MeV 0.07 0.69
297 MeV 0.17 0.28
300 MeV 0.22 0.22
305 MeV 0.28 0.17
310 MeV 0.34 0.12
320 MeV 0.42 0.12
330 MeV 0.50 0.13
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PRC 58 921ANALYZING POWERS AND CROSS SECTIONS OF . . .
Kinematic limits. The kinematics of the reactio
pp→pnp1 imposes strict limits on the allowed range
proton and neutron energies. We reject all events where
measure an energy that falls more than 5 MeV outside
these limits. This test eliminates spurious events associ
with low energy background in the proton arm. It also e
cludespp→ppp0 events which trigger the hodoscope; t
photons from these events have a very short time of fli
and cause our apparent neutron energy to be too high.

The vertex cut.The 6° bending magnet lets us make
spectrometer cut by eliminating all particles that do not tra
back to the target. Thex-y vertex cut alone eliminates mos
spurious counts from the data set. More than 90% of
counts that pass the vertex cut also pass both the mis
mass and particle identification cuts.

Figure 6 shows thex vertex spectrum of this experimen
The cut we used is215 mm,x,115 mm. The vertex
peak did not change shape from one beam energy to ano
The spectrometer ensures that only protons which origina
from the target and whose energy was measured corre
trace back to thex50 point. The width of the peak is pri
marily the result of multiple scattering, along with detect
resolutions and the gas-jet target’s extension inz.

A similar cut was made on they vertex. Although they
vertex does not contain spectrometric information, it s
serves to eliminate counts which do not originate from
target.

Particle identification.The E3DE particle identification
~PID! cut eliminates most of the high energy protons wh
fail to trigger our veto paddles. This product is roughly co
stant for allTp for the reaction events, but goes as 1/Tp

2 for
the protons that punch through, allowing many to be ide
fied and eliminated.

The PID cut alone would not be sufficient for eliminatin
background. As many as 50% of all counts that pass this
do not originate from the target, and so it must be used
conjunction with a vertex cut.

Figure 7 shows the spectrum of the particle ID and its c
The cut we used is 132 channels wide, centered about
reaction peak. The width of this PID peak does not cha
from bombarding energy to bombarding energy.

The missing mass cut.We calculate the missing pion mas
from the nucleon kinematic variables by the relation

FIG. 6. Position inx of the intersection of the proton’s trajector
with the z50 plane. The uncut counts are shown as well as cou
cut on the missing mass, PID, andy-vertex peaks. Thex-vertex gate
is shown in bold tick marks.
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2 5~Pp

m!25~Pbeam
m 1Ptarget

m 2Pp
m2Pn

m!2. ~3!

For a given incident energy, it is a function of the energ
and scattering angles of the nucleons, and also of the ope
angle between them. Because of this, testing whether
calculated missing mass is equal to the pion mass will eli
nate spurious counts in the hodoscope as well as the pr
arm.

Like the PID cut, the missing mass peak alone can
generate a clean set of events. At 300 MeV, 33% of
events passing this cut do not originate from the target.
320 and 330 MeV, 43% of the counts are spurious. This
must be used in conjunction with a vertex cut.

The missing mass peak broadens with beam energy.
ures 8 and 9 show this peak for the 300- and 330-MeV ru
We cut out all events falling lower than 120 MeV.

Counting losses due to cuts.In addition to eliminating the
spurious background, the above cuts also eliminate som
the reaction counts in our event stream. Nuclear reacti
between reaction protons and carbon nuclei inside theE bars
can cause erroneously low energy measurements that
outside of the PID cut. The limited resolution of stoppin
protons can cause a small fraction of our good events to
outside of the limits imposed by the cuts.

ts
FIG. 7. Particle identification histogramE3DE, cut on the

trace-back vertex. The PID gate is shown in bold tick marks.

FIG. 8. Missing mass at 300 MeV, cut on the trace-back vert
The missing mass gate cutoff is shown as a bold tick ma
mp5139.6 MeV.
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We estimate the number of these events by fitting
Gaussian shape to the tails of our PID and vertex distri
tions, and by calculating the fraction of the events miss
Correcting for the missing mass distribution is less straig
forward. There, we see a peak followed by an extended
We modeled the losses with a Monte Carlo simulation wh
calculates a 6% loss, but does not predict the extended ta
the extended tail is not background, we need an additio
;7% correction for a total of 13%. This ambiguity in th
missing mass cut correction dominates the 8% uncertaint
the cross section due to cuts. Because the shape of the
ing mass spectrum changes with beam energy, it is poss
that this 8% error is systematic.

We estimate the total loss due to all of our software c
to be about 17%, although one could estimate a loss as
as 22% by using the alternative missing mass distributio

Figures 7–9 show where these cuts are applied. The
and vertex spectra shown are for 320 MeV; the missing m
spectra are for 300- and 330-MeV beams. The kinem
energy limits and the vertex cut are applied to these cur

WC redundancy.High count rates and background in dr
chambers can cause multiple hits. If we determine the p
tion from the wrong hit, we will calculate an erroneous val
of pp , which fails the tests. In about 25% of our events,
least one drift-chamber plane suffers one of these mult
triggers. We solve this problem by ignoring a drift-chamb
plane with multiple triggers. Because we have seven d
chamber planes~only four of which are needed to reconstru
an event!, we can spare any single one of them~as well as
some combinations of two or three of them! during an event
in which they misfire. We make ax2 fit to the remaining
unique position co-ordinates. This chamber requirement
leaves us with an overall drift-chamber efficiency of ov
99%.

Beam halo and the target nozzle.In principle, background
pions can be produced by protons in the beam halo reac
with the nuclei in the copper gas-jet target nozzle. Su
background pions could not be completely eliminated
missing mass and particle ID cuts alone. To determ
whether such background may be contaminating our ana
ing powers, we placed successively restrictive cuts on thx
and y vertices and the missing mass spectrum. We saw
systematic changes in our analyzing power and no chang

FIG. 9. Missing mass at 330 MeV, cut on the trace-back ver
mp5139.6 MeV.
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all outside of 1.2 times the statistical errors. We conclu
that any background contamination which may be pres
does not alter our measurement outside of the listed erro

B. Three-body acceptance

Our apparatus samples pions of all possible c.m. angleu
and f at all seven of our beam energies. This remarka
feature is a result of our indirect detection of the pion. T
two nucleons are limited by the detectors in the range
angles that can be seen, but the momenta of the third b
are determined by reconstruction, not by a physical dete
which is limited in solid angle. This freedom in three-bod
phase space makes the calculation of our acceptance too
ficult to be done analytically, and so we simulate the expe
mental acceptance and resolution with a Monte Carlo ca
lation.

The geometrical arrangement of the detectors and
Monte Carlo simulation used are essentially the same a
Ref. @23#. The current version, however, estimates the effe
of neutrons passing through the edges of the iron pole fa
of the 6° bending magnet, which restricts the neutron acc
tance. The uncertainty of this estimate is a large contribu
to the uncertainty in the measurement of the angular dis
bution parameterC2 , discussed below. The Monte Car
model assumes that any neutrons undergoing reactions
the iron are eliminated by the missing mass cut. The n
code also takes into account the small changes in the dete
placement and the addition of the third drift chamber. In t
present experiment, the hodoscope was not moved during
course of data taking.

The Monte Carlo simulation uses the CERNLIB subro
tine GENBOD to randomly calculate a three-body event wi
the masses of the pion, proton, and neutron for a given t
energy in the center of mass. As discussed in Ref.@23#, the
code in GENBOD assigns a weightwp to the event which
makes it uniform in phase space. We multiply this pha
space weight by a second weight determined by the fin
state NN interaction between the proton and neutron; t
resulting event weightwe5wp3w is used in the histogram
of the events.

The four-momenta of the two nucleons are then boos
into the laboratory frame and tracked forward toward o
detector positions. The computed detector positions
nucleon energies of the accepted events are then smeare
the detector resolutions. The smeared coordinates are pa
to our analysis software, which reconstructs the pion ki
matics. The resulting pion observables are histogramm
~with weight we! to show the accepted pion spectrum.

The ratio of our initial and accepted (dN/dV)(u) histo-
grams is our acceptancea(u). We fit this function to a fifth
order polynomial in order to smooth out statistical fluctu
tions from the Monte Carlo simulation. At the lowest ene
gies, the distribution reconstructed from the measurednp is
sensitive to simulated errors in our energy calibration, wh
affect the linear term in our polynomial,c1 cosu, by 20%
per MeV. It is less sensitive to errors in our angular calib
tion, which affect the quadratic termc2 cos2 u by 2% per
degree.

Uncertainties in the beam direction on the order of 0
result in systematic acceptance errors in the cross sectio

.
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PRC 58 923ANALYZING POWERS AND CROSS SECTIONS OF . . .
15% at 293 MeV and 4% at 297 MeV. At 300 MeV an
higher, these errors reduce to less than 1%.

The final-state interaction.The angular acceptancea(u),
as determined by the Monte Carlo simulation, is affected
the assumed form of the final-state interaction between
proton and neutron. The strongly attractives-waveNN final-
state interaction~FSI! produces narrowerNN prongs than
would otherwise be seen.

Following Meyeret al. @16#, we used the FSI formulation
of Watson@47#, Migdal @48#, and Mortonet al. @49#, devel-
oped for s-wave NN scattering. The formulas used in ou
Monte Carlo simulation are the following:

w1~Tpn!5FTpn1
~\c!2

mN
S r 1mNTpn

2~\c!2 2
1

a1
D 2G21

, ~4!

w3~Tpn!5FTpn1
~\c!2

mN
S r 3mNTpn

2~\c!2 2
1

a3
D 2G21

, ~5!

and

w5mw31~12m!w1 . ~6!

The w’s are unnormalized weights for the effect of the FS
they are functions of theNN center-of-mass kinetic energy
Tpn5mpn2mp2mn . The massmN is the nucleon mass
taken here to be the average of the proton and neu
massesmp andmn ; mpn is the invariant mass of the proton
neutron system. The weight of the singletNN interaction is
w1 ; that of the triplet isw3 . The unsubscriptedw is the
summed FSI interaction, withm being the fraction of the
interaction that is triplet and (12m) being the fraction that is
singlet. Thea’s andr ’s are the scattering lengths and effe
tive ranges, respectively; their subscripts label them as
glet or triplet. The values we used were

singlet triplet

scattering length a15223.71 fm a3515.425 fm
effective range r 1512.73 fm r 3511.749 fm

These are the empirical values for the interaction with
Coulomb force.

We determined the value ofm empirically by fitting the
Monte Carlo simulation’s output to our observed angular d
tributions. For beam energies 293 MeV,Tbeam,320 MeV,
the results of the fit form were consistent with the observe
singlet-to-triplet ratios found by comparing the cross secti
of the ~pure singlet! ppp0 final states@16# with pnp1 final
states. Only at 330 MeV, where the approximation of purs
wave in thenp interaction becomes questionable, did w
observe a slight deviation from the observed value
m50.92(1) to match empirically the Monte Carlo results
the observed distribution. At 330 MeV, we setm51.

Since the FSI weightw is a function of only one variable
Tpn , the acceptance when calculated as a function ofTpn is
insensitive to the presence, absence, or details of the FSI
weight is present in both the accepted and initial counts,
so in the ratio of accepted to initial counts the weight canc
out. Therefore, when calculating the cross section
ds/dTpn , we need not be concerned with the effects of
FSI on the total cross section. This conclusion also holds
y
e

;
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any variableF in ds/dF whenF is a function ofTpn . When
calculating the total cross sections forpp→pnp1, we inte-
grate

s total5E
0

h ds

dh8
~h8!dh8, ~7!

whereh8, the event-by-event pion c.m. momentum fractio
is a function ofTpn and the beam energy. For any give
beam energy, our calculation of the total cross section
independent of the details of our FSI model.

C. Luminosity monitor and cross section errors

We deduce the integrated luminosityL by measuring the
pp→pp elastic events concurrently with thepnp1 events
using the same detectors and target. We count the elasti
scattered protons that make coincidences between our
chambers or hodoscope and one of the two position-sens
detectors. We then compare the known elastic cross sec
to our measured yield to findL.

We use as an input for our calculation those events wh
have good overlap in both the forward and background
tectors, namely, those counts in the region where the forw
laboratory angle is 8°,u,12°. There the weighted averag
of the elastic cross sections is 17.3 mb/sr at 300 MeV, 1
mb/sr at 320 MeV, and 18.1 mb/sr at 330 MeV.

The details of this method have been described elsew
@23,42,50#. Its uncertainties are dominated by three syste
atic errors.

~i! Geometrical acceptance. The estimated error of
active dimensions of the PSD’s is60.15 mm, and the esti
mated error of the PSD’s distance from the beam is62 mm.
There are related discrepancies between the yields meas
by the left and right PSD’s. A conservative estimate of th
error places it at less than 6%.

~ii ! The tails of the gas-jet distribution. The contributio
of the tails of the gas-jet target to the total luminosity is n
observed directly. The models which deduce the tail sh
have an estimated error of 3%@23#.

~iii ! The pp elastic cross section is known to about 4%
The sum of the squares of these errors yields a total s

error in the integrated luminosity of about 8%.

D. Cross sections

Given an integrated luminosityL and a pion acceptanc
ap(u), we can calculate the cross section,

ds

dV
~u!5

1

2p

ds

d cosu
~u! ~8!

5
1

2p

1

ap~u!L
dNp

d cosu
~u!.

~9!

Here, L is the integrated luminosity uncorrected for de
time, which is the effective luminosity we want, since th
pion-event countsNp share the same dead time. The notati
dNp /d cosu signifies the number of pions per unit cosu. In
this analysis, we use a bin width ofD cosu51/20, which is
well inside our resolution.
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The error in the scale of thepp→pnp1 cross sections
comes from the following contributors.

~i! The total luminosity error contributes 8%.
~ii ! The uncertainty in the number of good events lost

the software cuts, including the uncertainty of losses due
nuclear reactions betweenp and carbon in theE detectors
andn and steel in the magnet pole faces, contributes 8%

~iii ! The neutron efficiency, found from the efficiency ca
culation described in Ref.@45#, is uncertain by 5%.

~iv! The uncertainties in the positions of the detect
leading to errors in the acceptance calculations are less
1% at energies above 300 MeV, but are 15% at 293 M
and 4% at 297 MeV, and so they are not included in
overall scale error, but applied individually at those two e
ergies.

The overall scale error is taken to be the sum of
squares of these contributions, or 12%.

The cross section (ds/dV)(u), defined in Eq.~9!, is ac-
curate only for beams that have no polarization perpend
lar to the z axis, and an appropriate average of sp
dependent cross sections must be taken. For a beam
polarizationP↑ or P↓ , our cross sections are

s↑↓~u,f!5s~u,f!@11P↑↓Ay~u,f!#. ~10!

Here,s is the cross section for unpolarized beam, andAy is
the analyzing power.

Eliminating Ay and solving fors gives us

s5
~s↑1s↓!P̄2~s↑2s↓!D

2P̄
, ~11!

where P̄[(P↑2P↓)/2 and D[(P↑1P↓)/2. If D50, then
this equation reduces to

s5
1

2
~s↑1s↓!, ~12!

which is the simple average ofs↑ ands↓ .

FIG. 10. Measured analyzing powers as a function ofh8 from
the runs atTbeam5300, 320, and 330 MeV. The counts from ea
energy were divided up into three bins, one for low values ofh8,
another for high, and a third for the intermediate values.Ay was
determined for each bin and plotted against the mean value ofh8.
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E. Beam polarization

The beam polarization is measured by comparing thepp
elastic cross sections to the knownpp elastic analyzing
power. Since the analyzing powerAy(u) is well known@46#,
we can solve for the polarization,

P5
1

Ay~u!

ds

dVL
~u!2

ds

dVR
~u!

ds

dVL
~u!1

ds

dVR
~u!

. ~13!

The symbolsL and R designate the cross sections as m
sured in the left and right PSD’s. The beam polarizatio
were measured after acceleration in the cooler, simu
neously with pion-production events.

The beam was not perfectly stable and varied from tune
tune; therefore, discrepancies between the geometric ac
tances of our left and right detectors can create meas
ments of the polarization that are too large in one spin s
and too small in the other. However, actual differencesD in
the magnitude of the up and down polarizations of grea
than about 2% are very rare at IUCF,uDu,0.02. Therefore,
we have assumed in our analysis of the pion events
D50 and usedP↑51 P̄ and P↓52 P̄. The calculation of
the meanP̄ does not depend on an accurate measure oD;
the systematic geometrical acceptance errors cancel out

As in the calculation of the luminosity, we use those sc
tering events which have good simultaneous acceptanc
both the forward and background detectors, 8°,u,12°.
There the weighted average ofAy

pp is 0.350 at 300 MeV,
0.363 at 320 MeV, and 0.375 at 330 MeV.

IV. RESULTS

A. Analyzing powers for pp˜pnp1

For beams with 100% polarization in the up (1y) or
down (2y) direction, the analyzing power can be defined

Ay~u,f!5
s↑~u,f!2s↓~u,f!

s↑~u,f!1s↓~u,f!
, ~14!

wheres↑ is the cross section as a function ofu andf for a
beam polarized up ands↓ for a beam polarized down. Not
that the angular acceptance errors cancel out of this equa

FIG. 11. Monte Carlo calculation of the c.m. pion acceptance
a function ofh8 at 330 MeV.
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TABLE IV. The six leading terms in the partial-wave expansion forpp→pnp1. Notation: l , S, andJ are the initialpp state orbital,
spin, and total angular momentum,L is the pion angular momentum,j is thepn spin, andl pn is thepn orbital angular momentum. The las
column shows the notation of Rosenfeld@11# for reference.

Ampitudes

Initial

J

Final

Channell S L j lpn

a0 0 0 0 1 1 0 1S0→3S1 p0
a1 1 1 1 0 1 0 3P1→3S1 s1
a2 2 0 2 1 1 0 1D2→3S1 p2
b0 1 1 0 0 0 0 3P0→1S0 s0
b1 0 0 0 0 1 1 1S0→3P0 s0
b2 2 0 2 0 1 1 1D2→3P2 s2
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For real beams with average polarizationP̄, the analyzing
power is calculated by

Ay5
e

P̄
, ~15!

wheree is the asymmetry which we directly measure.
The counts were sorted intof and cosu bins and used to

calculateAy(u,f). The result was then fit by the function o
Eq. ~20!, described below, and the analyzing power was
tracted from this fit.

Following custom, we describe our differential cross s
tions by fits to a Legendre polynomial expansion in cosu,

ds

dV
~u!5C01C1P1~cosu!1C2P2~cosu!1¯ , ~16!

whereP1 and P2 are Legendre polynomials withP1(x)5x
andP2(x)5(3x221)/2. Higher order terms were not nece
sary for a good fit to the cross sections. Note th
s total54pC0 .

FIG. 12. Observed pion momentum distribution in the c.m., c
rected for geometrical acceptance, at 330 MeV. Points with e
bars show the measured cross sectionds/dh8 in arbitrary units.
The curves show Monte Carlo simulations under two assumpti
the solid curve shows the momentum distribution with the fin
state interaction, and the dashed curve shows the momentum d
bution without the FSI.
-

-

t

Partial-wave expansion.Assuming that near-threshold
states are restricted to orbital angular momenta with 1\ or
less, only six partial waves have either pionL or l pn equal to
zero. ~See Table IV.! We followed the example of
Blankleider and Afnan and earlier researchers@12,51,52#

who calculated the partial-wave expansion forpW p→dp1

with the partial-wave amplitudes of the three lowest ord
isoscalar channels. We added the three isovector terms
the unboundpn system@42#. Since we integrate over the
relative angles and energies of thepn system, we can con-
tinue to treat thepnp1 final state in a two-body formalism
as long as we remember that thepn ‘‘pseudodeuteron’’ is
not restricted in its invariant massmpn or in its angular mo-
mentum. Integration over the parameters of thepn system
has the added benefit of causing the interference terms
tween the isoscalar and isovector partial waves, listed
Table IV, to average to zero. So Eqs.~17!–~19! which result
from this expansion look similar to those found previous
for pW p→dp1 @19#.

Retaining only the first six partial waves, shown in Tab
IV, the observables of thepW p→pnp1 reaction become

Ay~u,f!5sin u cosf
& Im@a1a0* #1Im@a1a2* #

4
ds

dV
~u!

,

~17!

-
r

s:
-
tri-

FIG. 13. Observed pion counts as a function ofh8 before cor-
rection for acceptance, 330 MeV.
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C05
ua0u2

4
1

ua1u2

4
1

ua2u2

4
1

ub0u2

12
1

ub1u2

4
1

ub2u2

4
,

~18!

C25
1

4
ua2u22

1

&
Re@a0a2* #, ~19!

andC150.
Because these equations are so simple, it is possib

describe them in terms of the two observablesAN0
[Ay(u590°,f50°) andB[C2 /C0 . The ratioB is deter-
mined from cross-section fits to Eq.~16!. To determineAN0 ,
the experimental results from Eq.~14! are fit to

Ay~u,f!5AN0S 12
1

2
BD sin u

11BP2~cosu!
cos~f!.

~20!

The scale errors in the cross section cancel out of the ca
lation of bothAN0 andB.

The counts in the measured angular distributions n
cosu521 and cosu511 are sensitive to the exact plac
ment of our missing mass cut. To avoid errors introduced
this sensitivity, we fit the analyzing power to counts in t
region away from these points, where the analyzing powe
largest,20.75,cosu,10.75.

The dependence ofAy on the pion momentum is shown i
Fig. 10. There the asymmetry is calculated as a function
h8, the pion momentum fraction for any particular event~as
distinct fromh, the maximum possible pion momentum fra
tion for a given incident energy!. A linear function fits these
data well and suggests that the analyzing power in this
ergy region is proportional toh8. Since our detector accep
tance is not generally uniform inh8, this means we mus
correct for our acceptance. Figure 11 shows our least
form h8 acceptance which is at 330 MeV. Since the acc
tance is enhanced at largeh8 and therefore large analyzin
power, the correct mean analyzing power is somew
smaller than the observed mean. The correction factor at
MeV is the ratio of the mean value of theh8 distribution in
Fig. 12 to the mean in Fig. 13. The correction factors at
other energies were deduced from similar plots, not sho
At 300 MeV, the correction factor is 0.99~1!; at 320 and 330
MeV, the corrections are 0.92~1!.

The results including these corrections are shown in Ta
V. Here, AN0 was found by making fits to the data binne
into a grid of 96 bins, 8 in cosu and 12 inf, using Eq.~20!.

TABLE V. Analyzing power AN0 derived from fits to the
Ay(u,f) measurements, which are corrected for theh8 acceptance.
The right column shows the chi squared per degree of freedom
the fit.

Energy h AN0 x2

300 MeV 0.22 20.12760.022 1.22
320 MeV 0.42 20.24460.027 0.87
330 MeV 0.50 20.27560.032 0.94
to
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The fits used the values ofB shown in Table VI.~The deter-
mination ofB is described in Sec. IV B, below.! Changes in
B of 60.30 did not alter the fits forAN0 outside of the
quoted error bars, and so theAN0’s are almost entirely inde-
pendent of acceptance errors in the determination ofB. Er-
rors for AN0 at all energies are dominated by statistics.

Figures 14 and 15 show projections of the angular dis
butions with error bars, and the fit for the correspondingAN0
andB as a projection of Eq.~20!.

FIG. 14. Ay(f) at Tbeam5300, 320, and 330 MeV. Plotted
points showAy integrated over20.5,cosu,10.5 and corrected
for h8 acceptance and angular resolution. The curve shows the
sults of a fit of the partial-wave equations to the two-dimensio
Ay(u,f) data, as discussed in the text.

of

TABLE VI. List of differential cross section parameters at 30
320, and 330 MeV. Errors shown do not include a 12% system
scale error which equally affects bothC0 andC2 , but which does
not affect the ratioB5C2 /C0 .

h C0 ~mb! C2 ~mb! B5C2 /C0

0.22 0.38060.015 0.05760.038 0.1560.10
0.42 3.2460.13 1.0460.22 0.3260.07
0.50 5.3960.21 1.9960.43 0.3760.08
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B. Cross sections

The differential cross sections are well fit by the first thr
terms of formula~16!. Early in the analysis, systematic erro
in our energy calibration caused the differential cross s
tions calculation to show asymmetries about cosu50. After
using our most careful energy calibrations, we are left w
only slight asymmetries in cosu. We do not believe tha
these remaining asymmetries are physical. Fits to the dif
ential cross section yield values ofC1 within one standard

FIG. 15.Ay(u) atTbeam5300, 320, and 330 MeV. Plotted point
show Ay integrated over20.86,cosf,10.86, corrected forh8
acceptance and angular resolution. The curve shows the results
fit of the partial-wave equations to the two-dimensionalAy(u,f)
data.

FIG. 16. 300 MeV: differential cross section with fit to the Le
endre expansion described in the text.
c-

h

r-

deviation (s50.02) of zero, and the calculation of the fir
six partial waves produces noC1 term; so we have se
C150 in our final analysis.

Only three of our seven beam energies yielded eno
statistics to allow us to reliably extract the parametersC0 and
C2 . These are the 300-, 320-, and 330-MeV runs. Table
shows a summary of the fits. Plots of the cross sections
shown in Figs. 16–18, along with the fits which resulted. T
fit to the 300-MeV data has axp.d.f.

2 ~chi squared per degre
of freedom! of 1.02, the 320-MeV fit has axp.d.f.

2 of 1.22, and
the 330-MeV fit has axp.d.f.

2 of 1.00.
The errors shown forC0 are random and do not reflect th

scale errors noted in the previous section. The errors in
extraction ofC2 are due almost entirely to the sensitivity o
this parameter to our Monte Carlo acceptance.

Total cross sections.Figure 19 and Table VII show the
total cross section for all seven beam energies as a func
of pion h. We show only the random errors for the fiv
highest energies. Ath50.07 andh50.17, systematic errors
in u lab due to the uncertainty of the beam direction are a
included; at higher energies, this error is insignificant. At t
h50.07 point, there is also an uncertainty in theh value due
to the fact that our beam energy is not known to better th
100 keV. This uncertainty is too small to plot at 300 Me
and higher energies. All points have a common 12% sc
error in the cross section due to uncertainties in the lumin
ity monitor and pion cuts.

f a

FIG. 17. 320 MeV: differential cross section with fit to the Le
endre expansion described in the text.

FIG. 18. 330 MeV: differential cross section with fit to the Le
endre expansion described in the text.
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The total cross sections were found by integrating o
the pion momentum distribution which is independent of
final-state interaction. It can also be found by integrat
over the pion angular distribution, which is sensitive to t
FSI. Comparing the two methods provides a cross-ch
against mistakes in the calculation and also yields an e
mate for errors in the final-state interaction. The largest d
crepancy~3%! outside of statistical uncertainties is found
330 MeV where the FSI may no longer be a simple funct
of h8. It was at 330 MeV where the empirical value ofm
51, mentioned above, was incompatible with the obser
singlet-triplet mixing ofm50.92(1).

Two anomalous cross sections.The data for beam ener
gies 297 and 305 MeV are from the last two runs in 19
They followed the other runs after 1.5 days of retuning
accelerator and fixing equipment failures. When beam w
returned to the target, the beam-target intersection was
ticeably different from what it had been for the previous fi

FIG. 19. Total cross sections forpp→pnp1. Random errors
for the present work are shown where they exceed the symbol
The scale has a 12% systematic error.

TABLE VII. Total cross sections forpp→pnp1. The listed
errors do not include an overall 12% scale error which applies to
points. The 297 and 305 cross sections may have an undiscov
systematic error of;25% related to equipment problems that o
curred during data taking~see text!.

Energy h Cross section~mb!

293 MeV 0.07 0.1660.04
297 MeV 0.17 1.8460.18
300 MeV 0.22 4.860.2
305 MeV 0.28 8.260.4
310 MeV 0.34 17.360.7
320 MeV 0.42 40.861.6
330 MeV 0.50 67.862.7
r
e
g

k
ti-
-

n

d

.
e
s
o-

energies. This difference made necessary a new correctio
the luminosity calculation for the tails of the gas-jet targ
which has been made and implemented in the present an
sis. However, the cross sections for these two runs are
;25% lower than one might expect from simple extrapo
tions from the other cross sections. It is conceivable tha
large systematic error in these two runs went unnoticed by
and remains uncorrected in the cross-section calculation

V. PARTIAL-WAVE SOLUTIONS

We calculate the partial-wave amplitudes for three be
energies from theP2(cosu) strength and the analyzin
power. To finda0 , a1 , and a2 , we make use of the thre
phasesd0 , d1 , and d2 , predicted using Watson’s theorem
~see Refs.@53,10,12,19#!, taking thepp→pnp1 phase shifts
from the dominantpp→pp elastic reaction. We also use th
observablesC0 , C2 , and AN0 , which we found from the
cross sections. These energy-dependent values are sho
Table VIII, and are related to the partial-wave amplitudes
the equations

a056ua0ueid0, ~21!

a156ua1ueid1, ~22!

a256ua2ueid2. ~23!

The isovector strengths cannot be extracted from the m
surements of this experiment, but their sum is known fro
the cross sections measured by Meyeret al. @16# for the re-
action pp→ppp0. Since thepp final state cannot contain
isoscalar partial waves, Eq.~18! becomes simply

C0
ppp0

5
1

12
ub0u21

1

4
ub1u21

1

4
ub2u2. ~24!

To interpolate between theppp0 points and our own val-
ues of h, we used the formulasppp05(28.95mb)h (2.3),
which resulted from a fit over the range 0.22,h,0.50.
Judging by the goodness of the fit to the cross section

Ref. @16#, shown in Fig. 20, the error inC0
ppp0

is about 4%.
The relative error between the isoscalara contributions and
the isovectorb contributions is dominated by the scale err
in the pnp1 cross sections, for a total error of 13%.

e.

ll
red

TABLE VIII. The partial-wave phase shifts forpp→pp elastic
scattering for the states corresponding to the isosinglet final st
of pp→pnp1, shown for three different beam energies, expres
as pionh.

h (mp) 0.22 0.42 0.50

d0 26.13° 28.32° 29.37°
d1 228.7° 230.0° 230.6°
d2 9.09° 9.49° 9.69°
sin(d12d0) 20.38 20.37 20.36
sin(d12d2) 20.61 20.64 20.65
cos(d22d0) 0.965 0.952 0.945
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A. Solving for the partial-wave amplitudes

We use Eqs.~16!–~19! to solve forua1u in terms ofua0u
and ua2u, and to solve forua2u in terms ofua0u, to get

ua1u5
2AN0~22B!C0

6&ua0usin~d12d0!6ua2usin~d12d2!
~25!

and

ua2u56&ua0ucos~d02d2!62AB6
1

2
ua0u2 cos2~d02d2!.

~26!

To solve forua0u we plot ua1u andua2u as a function of2ua0u
and1ua0u and then find the intercept ofua1u and ua2u.

The solutions for the partial-wave amplitudes.The three
equations~18!, ~25!, and~26! yield several sets of solution
for the three unknownsua0u, ua1u, and ua2u because of the
various choices of sign allowed by the equations. Choos
the right sign is usually obvious; it is desirable, for instan
that the magnitudes of partial-wave amplitudes be posi
and noncomplex, and thus negative or complex solutions
rejected. The choice of sign can be arbitrary; a differ
choice can yield equivalent solutions. After the obvio

FIG. 20. Cross sections of the first six partial waves as a fu
tion of h. Error bars do not include the overall 12% scale error. T
squares represent the values ofpua0u2, the circles arepua1u2, and
the triangles arepua2u2. The diamonds indicate the total cros
section measurements of@16# for isovector ppp0 final states,
s isovector5p(ub0u2/31ub1u21ub2u2). Each set of amplitudes is fit to
a simples}hn function; the sum of all the functions is the sol
curve. It is barely distinguishable from a fit to the total cross s
tions ~taken from the present work and from@23#!, shown as a
heavy dashed line. Theh50.11 isoscalar points are taken fro
@23#.
g
,
e
re
t

choices are made, we are still left with two choices for t
solutions at 320 and 330 MeV, and four choices at 300 Me

B. Physical considerations in the partial-wave solutions

As we climb in energy, we expect theD~1232! resonance
to become increasingly important. This increasing stren
will express itself as a largera2 contribution to the cross
section. At the same time, we see a smoothly increasinB
andAN0 , as shown by our data and in thepp→dp1 reaction
@19#.

The solution consistent with gradually increasingua2u, B,
and AN0 is the most realistic one. Given a value ofua0u
~from, for instance, one of our solutions!, it is possible to
calculateAN0 andB as functions ofua2u.

An example is plotted in Fig. 21 which shows the rel
tionship between the angular distribution observableB and
the analyzing powerAN0 assuming thatua0u50. This as-
sumption was made previously, by necessity, before ana
ing powers were available@23#. Now that values forAN0
have been measured, we can see that theua0u50 curve
misses the data.

Making different assumptions about the value ofua0u,
Fig. 22 shows the relationship between the observablesAN0

-
e

-

FIG. 21. Relationship ofB and AN0 . The curve assumes
a0 /eid050. The observed data at 320 or 330 MeV are not comp
ible with the assumption thata050.

FIG. 22. Relationship ofB and AN0 . The curve uses
a0 /eid0520.18AC0 and represents the chosen solution for 3
MeV. Other plots~not shown!, with similar values ofa0 , produce
curves which intersect the 320 and 300 MeV data points.
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andB. The solid curve shows the calculated set of solutio
which vary with ua2u, which parametrizes the curve. At th
bottom right corner of the plot,ua2u is near zero. As it in-
creases, the value ofB also increases. The points with err
bars show the location of our data, plotting the observedAN0
versus the observedB. All three beam energies are show
from 300 MeV ~lower right! to 330 MeV ~upper left!. The
intersection of the curve with the data indicates a solution
ua0u and the parameterua2u. Figure 23 shows a solution fo
330 MeV that does not exhibit the expected correlation
tweenB and AN0 , and so we reject it in favor of the mor
realistic solution of Fig. 22. Individual solutions were al
found for the 300- and 320-MeV runs~not shown here!.

C. Summary of solutions with errors

We have physically realistic solutions for the partial-wa
amplitudes at all three energies as shown in Table IX. T
ua0u errors were found by seeing how much we can vary
solution for ua0u and still make curves that fall within ourB
error bars. Theua2u errors were obtained by finding ove
what range we can varyua2u and still get values ofAN0 that
fall within the plotted error bars. Errors inua1u were calcu-
lated from the errors ina0 , a2 , and the isovector strength b
applying standard error propagation techniques to Eq.~18!.
The phases from Watson’s theorem have errors of;1°, but
the uncertainties they cause are an order of magnit
smaller than those caused by errors inB andAN0 .

Table X gives a summary of the partial waves as fractio
of the total cross sections, assuming that only the first
partial waves contribute. Figure 20 shows the individual
solute partial-wave cross sections inmb.

FIG. 23. Relationship ofB and AN0 . The curve uses
a0 /eid0510.34AC0 and yields a solution for 330 MeV. While
a0 /eid0510.34AC0 is a mathematically valid solution, it is disre
garded for physical reasons.

TABLE IX. Values for pp→pnp1 partial-wave amplitudes
with errors, at three different beam energies. The amplitudes a
units of AC0.

h a0 /ed0 a1 /ed1 a2 /ed2

0.22 20.1860.14 11.7260.06 10.5760.05
0.42 20.1960.07 11.6560.06 10.9160.08
0.50 20.1860.08 11.6360.06 11.0060.08
s

f

-

e
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e
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-

VI. SUMMARY AND CONCLUSIONS

The new total cross sections forpp→pnp1 extend the
near-threshold data fromh50.11 down toh50.07 and from
h50.42 up toh50.50. In the range of overlap, the ne
measurements agree within errors with the earlier res
@23#. New differential cross sections ath50.50 serve to
quantify the onset of theP wave at energy regions abov
threshold.

The observed analyzing powers grow almost linearly w
h8, independently of the incident beam energy. The ana
ing powers for thepnp1 final state are the same sign, b
approximately half the magnitude, of those for th
pW p→dp1 reaction. This is partly due to the unboundpn
state taking more of the final-state energy than the bo
deuteron can. In addition, the presence of the isotropic
ovector partial waves, absent for the boundnp case, dilutes
the asymmetry in the cross section. The work of Fa¨ldt and
Wilkin @36# accounts for much of this difference.

The new analyzing power measurements for the first ti
enable a clean partial-wave analysis of this reaction un
the assumption that only the six lowest order partial wa
contribute. This analysis shows that the isoscalars wave
dominates the reaction even at energies as high as 330 M
where it makes up 66% of the cross section. For the ra
0.1,h,0.5 the partial-wave contributions increase mon
tonically with powers ofh. The most dominant contribution
the Lp50 isoscalar channel, can be represented byua1u2

}h3.2. The smallerLp51 channels rise significantly faste
and will become dominant ath51 if the monotonic increase
continues.

This model-independent determination of the partial-wa
amplitudes provides a quantitative measure of thes-wave
strength for emitted pions relative to the pair of final-sta
nucleons. The ultimate interpretation of this informatio
would be in terms of thepNN off-shell form factor as dis-
cussed in the Introduction. Before this can be done, the tra
formation to thepN frame must be made and the so-call
‘‘heavy meson’’ contribution@26# must be subtracted. Firs
indications are that while the heavy-meson contribution c
be a major component of theLp50 amplitude for
pp→ppp0, it is a much smaller component fo
pp→pnp1 @6,38#.

The quantitative measurement of theLp50, l pn50 chan-
nel also makes possible a comparison with simple calc
tions that assume contributions from thes wave only
@6,13,25–28#. More ambitious calculations have been fi

in

TABLE X. Partial-wave fractional cross sections forpp
→pnp1. Partial-wave strengths expressed as a fraction of the t
cross section, assuming only six waves contribute. TheL50 waves
area1 and theb waves.

h a0 strength a1 strength a2 strength b strength

0.22 0.00860.013 0.7460.05 0.08060.014 0.17360.022
0.42 0.00960.006 0.6860.05 0.20760.036 0.10560.013
0.50 0.00860.007 0.6660.05 0.25060.040 0.08560.011
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ished recently by Hanhart@39# which seek to explain thes
newly observed analyzing powers and cross sections. T
is growing evidence that the new data will permit the co
trolled study of thepNN vertex in this reaction.

Note added in proof.Since the completion of this analy
sis, a new experiment which measures thep1 directly has
been performed@54#. In the energy region where the tw
experiments overlap~320–330 MeV! the preliminary reports
ys
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of the analyzing power are in good agreement with the
sults reported here.
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