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Analyzing powers fopp— pnw* were measured for the first time close to threshold at beam energies that
yield maximum pion momentum fractionsy& pg/m,c) of =0.22, 0.42, and 0.50, and enable a decompo-
sition of the low order partial waves. Cross sections were measured at seven different beam energies with
7=0.07, 0.17, 0.22, 0.28, 0.34, 0.42, and 0.50. The analysis shows thas-@iase channels dominate the
reaction. Thep-wave channel containing th® resonance contributes, gt=0.22, less than one-tenth of the
total cross section and less than one-third of the total cross sectigs@t42 and 0.50. The nonresonant

p-wave channel contributes less than 1% of the cross section at these three e[20§i86:28138)07406-9

PACS numbgs): 25.10+s, 11.40.Ha, 13.75.Cs, 21.30.Cb

I. INTRODUCTION Early theoretical work on near-threshold pion production
used phase space considerations and isospin conservation to
Pion exchange is a crucial mechanism for all strong interdeduce the energy dependence of the cross section for
actions between nucleons at low and intermediate energief§fN—NN# reactions[10,11]. Woodruff [12] and Koltun
At low energies with small momentum transfers, B8N and Reitar{13] used empirical knowledge of tHéN poten-
vertex ands-wave rescattering contribute the most important;i;| and the assumption af-wave dominance to calculate

graphs in theNN—NN interaction[1]. total cross sections. Later, the use of partially conserved

This work describes the measurement of differential Cros$, ial-vector curren{PCAC) and soft pion theorems facili-
sections, analyzing powers, and the partial-wave amplitudets P

deduced from them in the region near the pion-production‘fj‘teéc.j a cig:gcl)atm_?hot];crozs setct|fons n?arhthrleshbdgi lobed
threshold. Close to threshold, the contribution from the Ince » Wi € advent of new technology develope

and pionp waves is expected to disappear. Thus, N at IUCF and other facilities around the world, the study of
vertex, s-wave rescattering, and perhaps Heavy-,meson eear-thresholtNN— NN has attracted increasing attention.

) ) : 0
changes are primarily active in near-threshblti— NN 105tallcrocs:s sections folpsp—> P dpw P|1a\(e been megaszured
reactions. Behavior at the vertex for large momentum trans[ - 2. rciss section18] and analyzing powerkl9,2
fers, where exchanged bosons heavier than the pion can b& pp—da ™ have also been measured near threshold. Be-

come important, are best tested by studying pion productiofere 1990 the lowest energy measurementgpf-pna "
in NN collisions close to threshold. were those of Fallet al. [21] which were over 100 MeV

The form factor of therNN vertex has been described above threshold. Today, the measurements of our collabora-

with cutoff parameters varying with the kind of reaction de- tion [22,23 have extended our knowledge of this reaction
scribed. With one exceptio[fﬁ], the cutoff values deduced down to less than 1 MeV above threshold. The present work
from on-shell pion reactions have tended to be less than 808Nd its associated Lett¢P4] mark the first time analyzing
MeV [3-6], while those deduced froMIN elastic scattering powers forpp— pnz" near threshold have been measured.
tend to be larger than 1.1 G4V,8]. At present this discrep- The new cross sections fpp— pp#° have inspired nu-
ancy is not resolved, although more sophisticated treatmentserous calculations for that reaction. Nonetheless, a consen-
may eliminate the need for different form factors for differ- sus on the proper approach to this problem has not been
ent reaction$9]. reached. The approach previously used by Koltun and Reitan
[13] underpredicted the observed cross sections by a factor
of 5[25]. Two competing mechanisms have been proposed
*Present address: Department of Physics and Astronomy, Univeto make up for this shortfall: the exchange of heavy mesons

sity of South Carolina, Columbia, SC 29208. (o,p,w) via “z graphs”[see Fig. 1c)] [26—2§ and the off-
TPresent address: Department of Physics and Computer Sciencghell extrapolation of the vertex form facti®]. Researchers
Christopher Newport University, Newport News, VA 23606. disagree whether either or both mechanisms can account for
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T T direct-production and rescattering strengths of #i¢N in-
N N teraction.
N 7N 7N To shed light on these issues, kinematically complete
. [ ( ) S measurements of the differential cross sections were previ-
NS \ ) N\‘E )/ L/ ously published forpp—pnz" near threshold by the
() ®) present collaboration if22]. Some simplifying assumptions
together with the cross sections allowed preliminary insights
n K into the partial-wave composition of the reaction. The analy-
A sis of the unpolarizepp— pn=" differential cross sections
N ’ Nm——— at 294, 300, and 320 MeV had provided evidence that the
‘\" b A (’ ) L contribution of pionp waves was negligible at 294 MeV but
N\\/‘J |° b/ . L) became significant at 320 MeV. This provides strong evi-

dence that these data are sensitive to the nonreseridht

vertex. The present experiment has confirmed and extended
FIG. 1. Feynman graphs for the reactipp—pn=*, showing  the cross section measurements of R28] and also mea-

the direct production terrfe), the pion rescattering terfbb), and a  sured the analyzing powers. With the new data, a partial-

heavy-meson-exchange tefir), as well as the contribution of the wave analysis of the reaction can now be done. In the present

A (d). work, such an analysis is now available for unbouhN 7

close to threshold where only a few terms contribute. These

the discrepancy without including th& channel or some New results are discussed below.
other effec{29-34.

Although there have been many publications on the reac-
tion pp—ppn° as well as onNN—d [31,33, until re-
cently, little work onpp— pnz™ has been published. When  This experiment, CE-38 at IUCF, is an extension of pre-
the present experiment first ran in 1995, the paper of Schilvious experiment$22,23, which measured the differential
laci, Silbar, and Youn§14] and an unpublished work by Lee and total cross sections @fp— pn#w*. The apparatus used
[6] were the only theoretical studies of this reaction. Todayhere has been described in detail previod&§]. The large
Fadt and Wilkin have extrapolatepp—d=" to the un- acceptance detectors measured the four-momenta of the
boundpn case[35,36. A new relativistic calculation by En- ejectedp andn, allowing the reconstruction of the pion four-
gel et al. [37], which includes all meson exchanges as wellmomentum. Measurement of tipeandn four-momenta al-
as the A channel, agrees well with cross sections forlows for a kinematically complete reconstruction of the pion
pp—pn7* andpp—ppn° over a wide range of energies, cross sections and analyzing powers.
but underpredicts by a factor of 2—4 near threshold. Recent The Cooler Ring of IUCF provided a recirculating polar-
refinements which take into account the final-state interacized proton beam, which was cooled to an energy spread of
tions [38] have made this work applicable in the thresholdAE/E~10 4, of low emittance and high intensity
region. Unlike the previous predictions fop— pp#®, these  (~100 xA). It intersected a thin £3x 10 atoms/cm)
models[35—-38 do not assume that the reactions are pusely gas jet of pure hydrogen. The reaction nucleons were ejected
wave, and so they should be able to predict analyzing powin a narrow cone in the forward direction. The nucleons trav-
ers. ReferencE36] and the recent thesis of Hanhg38] give  eled aboti1l m through vacuum before entering the air to
the first published calculations of analyzing powers for thistravel to the detector stacksee Fig. 2 A wide-gap 6°
reaction. dipole magnet swept the reaction protons leftward towards a

In contrast to the calculations fpp? final states, recent proton detector arm consisting of drift chambers, a fast tim-
work [6,38] on thepnz™ reaction suggests that it may be ing AE scintillator, E detectors, and veto scintillators. The
dominated by therNN rescattering term. If this is true, the magnet acted as a low resolution spectrometer, allowing for
pnw" cross sections should allow the extraction of thediscrimination between true events and quasielastic back-

(c) (d)

1. EXPERIMENTAL APPARATUS

E detector

T-site chamber and
Lot bl bal detectors for CE38,
o 5 m as of 2/15 /95

FIG. 2. Scale drawing of the apparatus of CE-38. Beam approaches from the left. Top view of the target, 6° ring magnet, and detectors.
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TABLE |. Kinematic parameters dependent on beam energy, 25

showing the maximum pion momentum fractiepn the minimum
nucleon energy in the laboratory fram&,,,, the maximum 201
nucleon energy in the laborator¥,,,,, and the maximum nucleon
angle in the laboratory framé,,,. All energies are in MeV. ®15 |
c
Epeam 7 Emin Emax Omax 8 3 l [ ]
010 T
293.0 0.07 63.5 78.3 2.9° [ 1 ] { } { “}
297.0 0.17 54.1 914 7.2° 5 4 { { { { {
| P
305.0 0.28 45.7 107.8 11.8° 0 ey : . t + -
310.0 0.34 42.3 116.2 13.8° o 0.5 1 1.5 2 2.5 3 3.5
320.0 0.42 37.3 131.3 17.1°
330.0 0.50 33.6 144.9 19.7° Oproton (degrees)

FIG. 4. Opening angle of reaction protons at 293 MeV. Given a

. beam circulation frequency of 2.2376 MHz, the opening angle for
ground. _The neutrons, unbent by the magnet, exit through Brotons should be 2.7° f&@ = 8675 cm, 2.9° foC=8676 cm, and
3-mm-thick aluminum window and continue straight to0 a3 10 oy c=8677 cm.

hodoscope. The neutron energy was measured by making a
time-of-flight comparison with the detected protons. ) . .
Table | shows the kinematic ranges of the reaction nucleb@rmonic of the ringa whole number The frequency is
ons in the laboratory. Because of the large negafivealue known to six significant figures, and so knowledge of the
for pion production, the reaction cone of the two detected®€@m energy is limited by the uncertainty of the orbit cir-
nucleons was quite narrow, allowing for good acceptanc&umference. The best value for the beam circumference was
close to threshold. As the cone opens up, we begin to losebtained by determining the 293 MeV beam energy from
events, as is shown in Fig. 3. The geometrical effects of th@bservations of the maximum angle of the reaction-proton
neutron and proton detectors and the magnet pole faces atene(see Fig. 4 Our best measurement of this angle deter-
accounted for, but the effects of the detector efficiencies arenined the outer edge to be 2:®.2°, yielding

not included in this particular figure. C=8676+1 cm and an uncertainty in the mean beam energy
of =110keV. This agrees well with the circumference
A. Beam and target (=8677+1 cm) used by the local experimenters and opera-

. tors at IUCH40] in 1995, when the present data were taken.
The energy of the beam was determined by the frequency he direction of the incident beam was determined b
of the synchrotron rf in the storage ring and the circumfer- The directi . . Y
ence of the beam orbit inside the ring by the relation Surveys of the“physmalﬂapparatus. _To further verify the di-
rection, a lead “scraper” target was installed for one run and
Cf p-Pb elastic scattering angular distributions were measured.
v (1) The result was compared to well-known previously mea-
sured differential cross sections fprPb elastic scattering,
which has very sharp minima at well-defined angles. By
matching our measurements with the previous reddlis,
we verified our beam direction to within the 0.2° range per-
mitted by varying tunes of the beam.
The target jet consisted of-Hnolecular gas cooled to 40
K. For the purposes of this experiment, the initial target ki-
netic energy was zero. The target density distribution peaked
atz=0 with a full width at half maximum{FWHM) of about
1.1 cm. Low density tails extended outze- =7.5 cm. The
measurement of the density distribution and its extrapolation

wherev is the speed of the beam protorG,is the ring
circumferencef is the synchrotron frequency, amdis the

o
o

(-
-3
n

detector acceptance

021 ! into the tail region followed the method described in our
0 | previous papef23].
0 | ,
290 300 310 320 330 B. Proton detector arm
beam energy (MeV) The proton detector stack contained three drift chambers

with a position resolution of 0.3 mm, the first of which was
FIG. 3. Monte Carlo calculation of the geometricalp accep-  Positioned 1.1 m downstream of the target. Two of the drift
tance for coincidences as a function of beam energy. The uncertaighambers, labeled DC1 and DC2 in Fig. 2, contairechdy
ties at 293 and 297 MeV are due to the 0.2° uncertainty of the bearWire planes. A third chamber, DC3, in addition contained the
direction, which has a greater effect at low energies where the reso-calledw plane, with wires running 45° to the andy
action cone is very narrow. directions, which allowed it to distinguish trajectories in
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N
=}

events with overlapping charged particleShe addition of
DC3 to the detector stack provided desirable redundancy and S
ensured that the proton trajectories in 99.9% of our triggered 5‘5 — |
events could be reconstructed. €
The operation of the drift chambers is described in Ref. %”’
[23] except for three improvements mentioned here: The £
chambers contained a 50%-50% argon-ethane gas mixture § °
which was bubbled through alcohol which was refrigerated . J
to 1 °C, the voltage between the anode and cathode wires 0 25 50 75 100 125 150
was kept near 2500 V, and DC3 was added to the stack Neutron Energy (MeV)

(mentioned above The introduction of alcohol to the gas FIG. 5. Th . -

. . - . 5. The hodoscope neutron-detection efficiency as a func-
mixture made a Substa_ntlal 'mer’VE'me”t to the '0”9’3""}’ Of[ion of the energy of the incident neutron. Monte Carlo calculation
the chambers by reducing the buildup of carbon on the wireq, 4 hodoscope bar with a pulse-height threshold equal to the light
This allowed the chambers to run at higher voltages whergytput of an 8.5 MeV electron. Similar curves were calculated for
they generated stronger signals, which are less susceptible éach of the 14 hodoscope bars, and a lookup table was used to
noise and electrical oscillations in the LeCroy 2735DC am-generate event-by-event corrections.
plifier cards used in the chambers.

Mounted behind the drift chambers was a Iarge,the proton fast-timing trigger. Time-of-flight energy determi-

35x65-cm-wide, and 0.3-cm-thick plastidE detector o0 o00nd on the path length which, in our case, was
viewed through adiabatic light pipes by two fast phototubes P P 9 ' '

(Amperex 2220 PMT on either end. Th&E signal served un<_:ertain Wit_hin the thiqkness of the hodoscope, or 15 cm.
as a timing base line for the neutron time-of-flight calcula-Th'S uncertamty determined the energy resolution of the de-
tions and also yielded an energy signal which was used t§ctor, which wast3.4%. _ _
generate a particle identificatidRID) spectrum. Studies us-  1h€ hodoscope’s efficiency was determined using a
ing an ultraviolet laser inducing light production in several of Monte Carlo calculation written at Kent State University
our scintillation detectors simultaneously measured the timé#5]. When given the scintillating material, detector geom-
resolution of theAE to be 0.28 ng42]. etry, neutron energy, and light detection thresholds as input,
After punching through thA E detector, the reaction pro- the code returns a detection efficiency as output. The effi-
tons stopped in one of the five X32.7x60-cm plastic ~ciency depends on the neutron energy, and so the correction
scintillator “E” bars stacked at the rear of the proton arm. to the neutron counts was made by weighting each event by
The measured pulse heights were corrected for light attenuhe inverse of the efficiency for its energy. A plot of the
ation in the baf43], for light quenching in the organic scin- efficiency as a function of incident neutron energy for the
tillators, and for the energy loss in the 0.6 gfcai material  hodoscope is shown in Fig. 5.
in front of theE bars. Details of the energy calibration can be
found in Ref.[42]. D. Luminosity monitor and polarization
Behind theE bars were two thin scintillator paddles that

served as veto detectors. They flagged particles that did not " addition to the two detector arms mentioned above,
stop in theE bars and were used to reject events. there were two ¥ 45-mm position-sensitive silicon detec-

tors(PSD’9 12 cm away from the target on both sides of the
beam. The left PSD detected elastically scattered protons in

coincidence with the hodoscope; the right PSD detected elas-

The neutron hodoscope has been described previously: events in coincidence with the proton arm detector stack.
[44]. It comprised fourteen 120-cm-tall, plastic, vertical scin- gy ant triggers which flagged thesastic coincidences in

tillator bars with Amperex XP2252H phototubes at each encbur event stream required the veto detectors in coincidence

and was positioned at beam r_|ght 4.5 m downstream ofothgwh the other detectoré.e., the so-called “veto” detectors
target. Each bar was 15 cm thick and detected about 13% ere used in the coincidence mode instead of the normal

the reaction neutrons incident upon it. TReposition was C
determined by the location of the 5-cm-wide bar which arejectlon mods
The event stream monitored thgsp elastic coincidences

heutron trlggered. The position was determme(_j by the rela- simultaneously with the measurement @ coincidences.
tive time difference between the signals received at the top.. h i d lvzing powemof elastic
and bottom phototubes; the resolution, dependent on the Ince the cross section and analyzing poweipp
energy deposited in the bar, ranged from 2.5 to 5 Cmscatt_erlng are well knowﬁ46_], th.ese events were gsed_ for
FWHM. In front of the hodoscope, an array of four thin veto monitoring beam-target luminosity and beam polarization.
paddles ensured that the particles triggering the hodoscope
were neutral.

The neutron energies were determined by their time of Events used in this analysis were of three different types
flight, derived from the relative timing of the hodoscope andand required the following hardware triggers to be recorded

into the data stream.
(i) Pion candidates. These events required simultaneous
Such as the-p pair fromppa final states or the#* pair from  counts in one of the hodoscope b#&b®th phototubes the

pnz* final states. AE, and one of theé scintillators. They were vetoed by a

C. Neutron hodoscope

E. Event triggers
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TABLE Il. Resolutions of the nucleon detectors. Only three of  TABLE IIl. Distribution of errors in the pion angular distribu-
the quantities shown have a Gaussian distribution. The resolutiongon deduced by a Monte Carlo simulation, shown as a function of
shown for the hodoscope position andT,, are maximum errors cosé in the center of mass.
determined by geometry.

Energy 7 Resolution of co®, FWHM
Hodoscopex position +25cm
Hodoscopey position 4.0 cm, FWHM 293 MeV 0.07 0.69
Hodoscope energy, +340 297 MeV 0.17 0.28
Drift chamber positions 0.30 mm, FWHM 300 MeV 0.22 0.22
E-detector energy ~2.5%, FWHM 305 MeV 0.28 0.17

310 MeV 0.34 0.12

320 MeV 0.42 0.12
count in any of the veto paddles in front of the hodoscope 0830 MeV 0.50 0.13

behind theE bars.
(ii) Hodoscope-arm elastic protons. These events required

counts in one of the hodoscope bars, in one of the hodoscoger in that fit is about 0.5 MeV in the 65-75 MeV range.

veto paddles, and in the left PSD. Outside of that central range, the error grows as large as 2
(iii) Proton-arm elastic protons. These events required/eV for 30-MeV protons, and 3 MeV for 120-MeV protons.

counts in theAE detector, one of th& scintillators, and in  The hodoscope’s spatial resolution given in Table Il is for

the right PSD. They were vetoed by counts in the hodoscop#e smallest pulse heightequivalent to the light from 8.5

to prevent ambiguities with the pion-candidate trigger. MeV electron$; neutrons that generate double this amount
of light have resolutions as small as 2.5 cm FWHAa|.
ll. ANALYSIS To understand the effects of these resolution functions on

our pion angular distribution, we use a Monte Carlo model
This experiment is a kinematically complete measuremengalculation, and compare the reconstructed angles with those
of the pion differential cross section and analyzing power forthat are calculated initially. The resulting pion adsesolu-
the reactionpp—pn=*. We measure the pion kinematic tion in the center of mass is shown in Table IlI for our seven
observables indirectly, by reconstructing them from the obbeam energies. The FWHM for the pions is given; these

served proton and neutron four-momenta, resolutions are not Gaussian in shape, but are roughly trian-
gular near the peak. In general, the resolution is worse for
Pt = Pleamt Plarger Pp—Pr - (20 low energy pions whose reconstructed trajectories have large

uncertainties due to errors in the determination of ghend

The beam four-momentum is known from the beam eny, gnergies. At higher energies, these errors become smaller
ergy and our definition of the axis as being the beam di- o|ative to the increasing pion energy.

rection. Because of mass differences between the two-
nucleon systems gip, pn, andd, comparisons between the

reactionspp—pn=*, pp—d=*, and pp—pp=° usually A. Background elimination

parametrize the energy in terms gf the maximum pion Even at the largest angles seen by our proton detector
momentum in the center-of-mass system in units of the piorf~18°), the elasticop—pp reaction atTe,,=320 MeV
mass. has a cross section on the order of 20 mb/sr, which is 10 000

In our E scintillators, we measure the reaction proton’stimes larger than thep— pnz* cross section. Even if our
kinetic energyT,. The individual components of the three- veto paddles were 99.99% efficient, they would still let as
momentump,, are found by tracing the proton’s trajectory many pn quasielastic elastic events slip through the trigger
through our seven drift-chamber planeg, 1y, 2x, 2y, 3X, requirements as we hayz " reaction events. In addition
3y, and 3v. We perform a least squares fit to the chamberto the elastigpp events, we also see quasielastic protons and
coordinates to determine the proton trajectory. To determinaeutrons from the steel exit pipe of the magnet chamber
the initial momentum, we track the proton back to thewhere the beam halo is scraped off. There are so many of
z=0, or target, plane through the magnetic field. We takethese background events that a significant number of them
magnetic bending into account using the CERNLIB librarymake accidental coincidences with counts in the hodoscope.
subroutinenyRAP and a user-supplied functiomagr which A significant fraction(50—90 % of our raw coincident trig-
we wrote based on the measured magnetic field map. gers is spurious. This problem is most severe close to thresh-

The energy of the neutron is determined by its time ofold.
flight, which is measured in relation to the proton. The mo- Fast nucleons from quasielastip,pn) reactions domi-
mentum components are determined from the position meazate our background, but other kinds of spurious triggers are
sured by the hodoscope. possible. At energies close to threshold, the strength of the

ResolutionsThe finite detector resolutions in our hodo- channelpp— pp=? rivals that ofpp—pn#*. The neutral
scope,E bars, and drift chambers introduce errors into ourm® decays within~10"6 s into high energy photons which
reconstruction of the pion four-momentum; a summary ofcan occasionally trigger our hodoscope. One or more of the
these resolutions is shown in Table Il. In addition to thereaction protons could simultaneously trigger our proton
random error listed for th& detectors, there is an additional arm.
systematic energy error due to the uncertainty of the fit of the We were able to eliminate these sources of background by
energy calibration formula to the calibration points. The er-the application of the following tests.
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FIG. 6. Position inx of the intersection of the proton’s trajectory FIG. 7. Particle identification histograrBX AE, cut on the
with thez=0 plane. The uncut counts are shown as well as countsrace-back vertex. The PID gate is shown in bold tick marks.
cut on the missing mass, PID, apdrertex peaks. The-vertex gate

is shown in bold tick marks.
mi: (P/;)ZI ( Pgeam+ P{;rget_ Pff_ Pﬁ)z- 3

Kinematic limits. The kinematics of the reaction
pp—pn7" imposes strict limits on the allowed range of
proton and neutron energies. We reject all events where wEOr a given incident energy, it is a function of the energies
measure an energy that falls more than 5 MeV outside ofind scattering angles of the nucleons, and also of the opening
these limits. This test eliminates spurious events associatetlgle between them. Because of this, testing whether the
with low energy background in the proton arm. It also ex_calculated missing mass is equal to the pion mass will elimi-
cludespp—ppm° events which trigger the hodoscope; the nate spurious counts in the hodoscope as well as the proton
photons from these events have a very short time of flighm.
and cause our apparent neutron energy to be too high. Like the PID cut, the missing mass peak alone cannot
The vertex Cut_The 6° bending magnet |ets us make agenerate a .Cleanlset Of events. At 300 MeV, 33% Of a.”
spectrometer cut by eliminating all particles that do not traceeVents passing this cut do not originate from the target. At
back to the target. The-y vertex cut alone eliminates most 320 and 330 MeV, 43% of the counts are spurious. This cut

spurious counts from the data set. More than 90% of alMust be used in conjunction with a vertex cut. _
counts that pass the vertex cut also pass both the missing The missing mass peak broadens with beam energy. Fig-
mass and particle identification cuts. ures 8 and 9 show this peak for the 300- and 330-MeV runs.

Figure 6 shows the vertex spectrum of this experiment. We cut out all events falling lower than 120 MeV.
The cut we used is— 15 mMM<Xx< + 15 mm. The vertex Counting losses due to culs addition to eliminating the
peak did not change shape from one beam energy to anothé&Purious background, the above cuts also eliminate some of
The spectrometer ensures that only protons which originatef!® reaction counts in our event stream. Nuclear reactions
trace back to th&=0 point. The width of the peak is pri- €an cause erroneously low energy measurements that fall

marily the result of multiple scattering, along with detectoroutside of the PID cut. The limited resolution of stopping
resolutions and the gas-jet target's extensiom.in protqns can cause a small fraction of our good events to fall

A similar cut was made on thg vertex. Although they ~ Outside of the limits imposed by the cuts.
vertex does not contain spectrometric information, it still
serves to eliminate counts which do not originate from the 10000
target. .

Particle identification.The EX AE particle identification
(PID) cut eliminates most of the high energy protons which 1000
fail to trigger our veto paddles. This product is roughly con- i
stant for allT, for the reaction events, but goes ag f;Ltor
the protons that punch through, allowing many to be identi-
fied and eliminated.

The PID cut alone would not be sufficient for eliminating
background. As many as 50% of all counts that pass this tes
do not originate from the target, and so it must be used ir
conjunction with a vertex cut. ; Bl KN ,

Figure 7 shows the spectrum of the particle ID and its cut. 0 40 80 120 160
The cut we used is 132 channels wide, centered about th m, (MeV)
reaction peak. The width of this PID peak does not change
from bombarding energy to bombarding energy. FIG. 8. Missing mass at 300 MeV, cut on the trace-back vertex.

The missing mass cuiVe calculate the missing pion mass The missing mass gate cutoff is shown as a bold tick mark.
from the nucleon kinematic variables by the relation m,=139.6 MeV.

100

counts

o data
—gate
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10000 all outside of 1.2 times the statistical errors. We conclude
that any background contamination which may be present
£ does not alter our measurement outside of the listed errors.
1000 2%
£ %
I F =
g 100 £ % B. Three-body acceptance
8 % < data Our apparatus samples pions of all possible_ c.m. angjles
3| |[—sate and ¢ at all seven of our beam energies. This remarkable
10 feature is a result of our indirect detection of the pion. The
i f two nucleons are limited by the detectors in the range of
Mﬁl angles that can be seen, but the momenta of the third body
T MRS . are determined by reconstruction, not by a physical detector
0 40 80 120 160

which is limited in solid angle. This freedom in three-body
m, (MeV) phase space makes the calculation of our acceptance too dif-
o ficult to be done analytically, and so we simulate the experi-

FIG. 9. Missing mass at 330 MeV, cut on the trace-back verteXmenta| acceptance and resolution with a Monte Carlo calcu-
mw=1396 MeV. lation.

The geometrical arrangement of the detectors and the

We estimate the number of these events by fitting avionte Carlo simulation used are essentially the same as in
Gaussian shape to the tails of our PID and vertex distribuRef.[23]. The current version, however, estimates the effects
tions, and by calculating the fraction of the events missedof neutrons passing through the edges of the iron pole faces
Correcting for the missing mass distribution is less straightof the 6° bending magnet, which restricts the neutron accep-
forward. There, we see a peak followed by an extended taikance. The uncertainty of this estimate is a large contributor
We modeled the losses with a Monte Carlo simulation whicho the uncertainty in the measurement of the angular distri-
calculates a 6% loss, but does not predict the extended tail. ution parametelC,, discussed below. The Monte Carlo
the extended tail is not background, we need an additionanodel assumes that any neutrons undergoing reactions with
~7% correction for a total of 13%. This ambiguity in the the iron are eliminated by the missing mass cut. The new
missing mass cut correction dominates the 8% uncertainty igode also takes into account the small changes in the detector
the cross section due to cuts. Because the shape of the migdacement and the addition of the third drift chamber. In the
ing mass spectrum changes with beam energy, it is possibRresent experiment, the hodoscope was not moved during the
that this 8% error is systematic. course of data taking.

We estimate the total loss due to all of our software cuts The Monte Carlo simulation uses the CERNLIB subrou-
to be about 17%, although one could estimate a loss as higine GENBOD to randomly calculate a three-body event with
as 22% by using the alternative missing mass distribution. the masses of the pion, proton, and neutron for a given total

Figures 7—9 show where these cuts are applied. The PIBnergy in the center of mass. As discussed in R&S], the
and vertex spectra shown are for 320 MeV; the missing maseode in GENBOD assigns a weightv,, to the event which
spectra are for 300- and 330-MeV beams. The kinematignakes it uniform in phase space. We multiply this phase-
energy limits and the vertex cut are applied to these curvesspace weight by a second weight determined by the final-

WC redundancyHigh count rates and background in drift state NN interaction between the proton and neutron; the
chambers can cause multiple hits. If we determine the posiesulting event weightv,=w,Xw is used in the histograms
tion from the wrong hit, we will calculate an erroneous valueof the events.
of p,, which fails the tests. In about 25% of our events, at The four-momenta of the two nucleons are then boosted
least one drift-chamber plane suffers one of these multiplénto the laboratory frame and tracked forward toward our
triggers. We solve this problem by ignoring a drift-chnamberdetector positions. The computed detector positions and
plane with multiple triggers. Because we have seven driftnucleon energies of the accepted events are then smeared by
chamber planenly four of which are needed to reconstruct the detector resolutions. The smeared coordinates are passed
an even, we can spare any single one of th¢as well as to our analysis software, which reconstructs the pion kine-
some combinations of two or three of theduring an event matics. The resulting pion observables are histogrammed
in which they misfire. We make &2 fit to the remaining  (with weightw,) to show the accepted pion spectrum.
unique position co-ordinates. This chamber requirement still The ratio of our initial and acceptediN/d€)(6) histo-
leaves us with an overall drift-chamber efficiency of overgrams is our acceptaned §). We fit this function to a fifth
99%. order polynomial in order to smooth out statistical fluctua-

Beam halo and the target nozzlae.principle, background tions from the Monte Carlo simulation. At the lowest ener-
pions can be produced by protons in the beam halo reactingies, the distribution reconstructed from the measurpds
with the nuclei in the copper gas-jet target nozzle. Suclsensitive to simulated errors in our energy calibration, which
background pions could not be completely eliminated byaffect the linear term in our polynomiat, cosé, by 20%
missing mass and particle ID cuts alone. To determingper MeV. It is less sensitive to errors in our angular calibra-
whether such background may be contaminating our analyzion, which affect the quadratic term, cos 6 by 2% per
ing powers, we placed successively restrictive cuts orxthe degree.
andy vertices and the missing mass spectrum. We saw no Uncertainties in the beam direction on the order of 0.2°
systematic changes in our analyzing power and no changes @#sult in systematic acceptance errors in the cross section of
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15% at 293 MeV and 4% at 297 MeV. At 300 MeV and any variableF in do/dF whenF is a function ofT,,. When

higher, these errors reduce to less than 1%. calculating the total cross sections fop— pn#™, we inte-
The final-state interactioriThe angular acceptancg 6), grate

as determined by the Monte Carlo simulation, is affected by

the assumed form of the final-state interaction between the N do ! 7

proton and neutron. The strongly attractssvaveNN final- Ttotal™ 0 d_77'(77 ydn', @)

state interactionFSI) produces narroweNN prongs than

would otherwise be seen. wherez’, the event-by-event pion c.m. momentum fraction,
Following Meyeret al.[16], we used the FSI formulation is a function of T,, and the beam energy. For any given

of Watson[47], Migdal [48], and Mortonet al. [49], devel- beam energy, our calculation of the total cross section is

oped fors-wave NN scattering. The formulas used in our independent of the details of our FSI model.

Monte Carlo simulation are the following:

2 21-1 C. Luminosity monitor and cross section errors
(hc)=(rymyTpn 1 _ o _
W1(Tpn)=[Tpn+ m—(w— a . (4 We deduce the integrated luminosifyby measuring the
N ! pp— pp elastic events concurrently with thEn7" events
21-1 using the same detectors and target. We count the elastically

(5)  scattered protons that make coincidences between our drift
chambers or hodoscope and one of the two position-sensitive
detectors. We then compare the known elastic cross section
to our measured yield to fing.

We use as an input for our calculation those events which
have good overlap in both the forward and background de-

Thew's are unnormalized weights for the effect of the FSI; t€ctors, namely, those counts in the region where the forward
they are functions of th&IN center-of-mass kinetic energy, laboratory angle is 8%6<12°. There the weighted average
Tpn=Mpn—M,—M,. The massmy is the nucleon mass, of the elastic cross sections is 17.3 mb/sr at 300 MeV, 17.8

taken here to be the average of the proton and neutroRb/Sr at 320 MeV, and 18.1 mbl/sr at 330 MeV.

neutron system. The weight of the singhéN interaction is  [23:42,50. Its uncertainties are dominated by three system-
wy; that of the triplet isws. The unsubscripteav is the ~ atic errors. _

summed FSI interaction, withx being the fraction of the (i) Geometrical acceptance. The estimated error of the
interaction that is triplet and (2 1) being the fraction that is active dimensions of the PSD’s i50.15 mm, and the esti-
singlet. Thea’s andr’s are the scattering lengths and effec- Mated error of the PSD's distance from the beant Bmm.

tive ranges, respectively; their subscripts label them as sinlnere are related discrepancies between the yields measured
glet or triplet. The values we used were by the left and right PSD’s. A conservative estimate of this
error places it at less than 6%.

(i) The tails of the gas-jet distribution. The contribution
of the tails of the gas-jet target to the total luminosity is not
scattering length a;=-—23.71 fm az=+5.425fm observed directly. The models which deduce the tail shape
effective range r,=+2.73fm ry=+1.749 fm  have an estimated error of 3p23].

(iii) The pp elastic cross section is known to about 4%.
The sum of the squares of these errors yields a total scale
error in the integrated luminosity of about 8%.

(ﬁc)z(erNTpn_i
my | 2(fic)?  ag

W3(Tpn):[Tpn+

and

W= uWa+ (11— pm)w;. (6)

singlet triplet

These are the empirical values for the interaction with no
Coulomb force.

We determined the value gf empirically by fitting the
Monte Carlo simulation’s output to our observed angular dis-
tributions. For beam energies 293 M&eV o, <320 MeV,
the results of the fit fox were consistent with the observed  Given an integrated luminositg and a pion acceptance
singlet-to-triplet ratios found by comparing the cross sections (), we can calculate the cross section,
of the (pure singlet pp? final stated16] with pnz* final

D. Cross sections

states. Only at 330 MeV, where the approximation of mire d_U(e): i do (6) %)
wave in thenp interaction becomes questionable, did we dQ 2 d cosé
observe a slight deviation from the observed value of
©=0.92(1) to match empirically the Monte Carlo results to 1 1 dN_
the observed distribution. At 330 MeV, we set=1. o a . (o)L mw)-
Since the FSI weightv is a function of only one variable (9)

Ton, the acceptance when calculated as a functiom gfis

insensitive to the presence, absence, or details of the FSI; thdere, £ is the integrated luminosity uncorrected for dead
weight is present in both the accepted and initial counts, antime, which is the effective luminosity we want, since the
so in the ratio of accepted to initial counts the weight cancelgpion-event countsl . share the same dead time. The notation
out. Therefore, when calculating the cross section asIN_./d cosé signifies the number of pions per unit c@sin
do/dT,,, we need not be concerned with the effects of thethis analysis, we use a bin width af cos#=1/20, which is
FSI on the total cross section. This conclusion also holds fowell inside our resolution.
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The error in the scale of thpp—pn#" cross sections

comes from the following contributors.
(i) The total luminosity error contributes 8%.

(ii) The uncertainty in the number of good events lost i
the software cuts, including the uncertainty of losses due t
nuclear reactions betwegm and carbon in thé& detectors
andn and steel in the magnet pole faces, contributes 8%.

(iif) The neutron efficiency, found from the efficiency cal-

culation described in Ref45], is uncertain by 5%.

(iv) The uncertainties in the positions of the detectors
leading to errors in the acceptance calculations are less than
1% at energies above 300 MeV, but are 15% at 293 Me
and 4% at 297 MeV, and so they are not included in th
overall scale error, but applied individually at those two en-

ergies.

The overall scale error is taken to be the sum of the"

squares of these contributions, or 12%.
The cross sectiond/d()(6), defined in Eq(9), is ac-

curate only for beams that have no polarization perpendic
lar to the z axis, and an appropriate average of spin-
dependent cross sections must be taken. For a beam wi

polarizationP, or P, our cross sections are

01,(0,0)=0(0,0)[1+P; Ay(0,0)]. (10

Here, o is the cross section for unpolarized beam, &gds
the analyzing power.
Eliminating Ay and solving foro gives us

o (01+0)P—(01—0))A
2P

: 11

where P=(P,;—P|)/2 and A=(P,+P,)/2. If A=0, then
this equation reduces to

UZE(UT—HTL)' (12

which is the simple average of, ando .

0.00 ¢

-0.10 1

=90°,0=0)
&
N
o

Ayme
s
3

—8

o —

e 330 MeV

& 300 MeV

o 320 MeV
----fit

FIG. 10. Measured analyzing powers as a functionybffrom

the runs afTe,,= 300, 320, and 330 MeV. The counts from each

energy were divided up into three bins, one for low values;of
another for high, and a third for the intermediate valugg.was

determined for each bin and plotted against the mean valug .of

e

u_
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E. Beam polarization

The beam polarization is measured by comparingghe
elastic cross sections to the knowrp elastic analyzing

&ower. Since the analyzing poway(6) is well known[46],

e can solve for the polarization,

do do
~ 1 doL ‘9" gar ?
I:)_Ay(ﬁ) do do ' (13

m_L(0)+cj(1_R(0)

\/

The symbolsL andR designate the cross sections as mea-
sured in the left and right PSD’s. The beam polarizations
were measured after acceleration in the cooler, simulta-
eously with pion-production events.

The beam was not perfectly stable and varied from tune to
tune; therefore, discrepancies between the geometric accep-
tances of our left and right detectors can create measure-
ments of the polarization that are too large in one spin state

d too small in the other. However, actual differenaes

e magnitude of the up and down polarizations of greater
than about 2% are very rare at IUCR|<0.02. Therefore,
we have assumed in our analysis of the pion events that
A=0 and used®;=+P andP =—P. The calculation of
the meanP does not depend on an accurate measura;of
the systematic geometrical acceptance errors cancel out.

As in the calculation of the luminosity, we use those scat-
tering events which have good simultaneous acceptance in
both the forward and background detectors<@r<12°.
There the weighted average 8f" is 0.350 at 300 MeV,
0.363 at 320 MeV, and 0.375 at 330 MeV.

IV. RESULTS

A. Analyzing powers for pp—pnaz*

For beams with 100% polarization in the up-y) or
down (—y) direction, the analyzing power can be defined as

a1(0,0)— 0 ,(6,¢)
o(0,0)+0,(0,0)’
whereo is the cross section as a function @and ¢ for a

beam polarized up andt, for a beam polarized down. Note
that the angular acceptance errors cancel out of this equation.

Ay(0,¢)= (14)

0.25 ’
0:20 /
S

0 0.1 0.2 0.3 0.4 0.5
n'

FIG. 11. Monte Carlo calculation of the c.m. pion acceptance as
a function of»’ at 330 MeV.

(=4

-

o
\

acceptance
o
-
)

0.05 j\./\/-/v\/"""""’

0.00




PRC 58 ANALYZING POWERS AND CROSS SECTIONS B. . . 925

TABLE IV. The six leading terms in the partial-wave expansion figr—pn=". Notation:|, S, andJ are the initialpp state orbital,

spin, and total angular momentuin;s the pion angular momenturpjs thepn spin, and ,, is thepn orbital angular momentum. The last
column shows the notation of Rosenf¢ll] for reference.

Initial Final
Ampitudes I S J L i lon Channel
ag 0 0 0 1 1 0 15,—3s; po
ay 1 1 1 0 1 0 3p, -3, s1
a, 2 0 2 1 1 0 D,—3%s, p2
bo 1 1 0 0 0 0 3Py—1S, SO
b, 0 0 0 0 1 1 15,—3P, sO
b, 2 0 2 0 1 1 D,—3%P, s2
For real beams with average polarizati®nthe analyzing Partial-wave expansionAssuming that near-threshold
power is calculated by states are restricted to orbital angular momenta withofl

less, only six partial waves have either pioror |, equal to
zero. (See Table V). We followed the example of
Blankleider and Afnan and earlier researchgt®,51,53

who calculated the partial-wave expansion @edw*
wheree is the asymmetry which we directly measure. with the partial-wave amplitudes of the three lowest order
The counts were sorted inip and cosd bins and used to  isoscalar channels. We added the three isovector terms for
calculateA, (6, ¢). The result was then fit by the function of the unboundpn system[42]. Since we integrate over the
Eg. (20), described below, and the analyzing power was exfelative angles and energies of the system, we can con-
tracted from this fit. tinue to treat theonz™ final state in a two-body formalism
Following custom, we describe our differential cross sec-as long as we remember that the “pseudodeuteron” is
tions by fits to a Legendre polynomial expansion in 6ps  not restricted in its invariant mass,, or in its angular mo-
mentum. Integration over the parameters of thesystem
o has the added benefit of causing the interference terms be-
dq ()=Co+CiPy(cos0)+CoPo(cosO)+--+, (16)  yeen the isoscalar and isovector partial waves, listed in
Table IV, to average to zero. So E¢$7)—(19) which result
whereP,; and P, are Legendre polynomials witR;(x)=x  from this expansion look similar to those found previously
andP,(x) = (3x%—1)/2. Higher order terms were not neces- for pp—d7* [19].
sary for a good fit to the cross sections. Note that
Trota=4mCo.

A =

= (15

€
P

Retaining only the first six partial waves, shown in Table
IV, the observables of th|§p—>pn77+ reaction become

120

= v2 Im[a,ag ]+Im[a;a3]
2 .~ . A,(6,$)=sin 6 cos ¢ ,
3] . i Y do

o 90 b

@ ! \ 4_(6)

2 [ o dQ

& | At (17)
5 60 - ryerd :

S - it '

N L’ \

= i . }{ : 600 ;

E [ :" T T !

£ 30 | I L/ : 500 i

§ R : 2 il

.o 400
0 femilasdy gﬁéﬁ?’: g .
0 0.1 0.2 0.3 0.4 0.5 3 300 ;
' 5
n £ 200 5 it
o
FIG. 12. Observed pion momentum distribution in the c.m., cor- 100 .!iii :

rected for geometrical acceptance, at 330 MeV. Points with error » ....._.-""

bars show the measured cross sectileridz’ in arbitrary units. 0 o 0 =
The curves show Monte Carlo simulations under two assumptions: : 0.2 0.3 0.4 0.5
the solid curve shows the momentum distribution with the final- n'

state interaction, and the dashed curve shows the momentum distri-

bution without the FSI. FIG. 13. Observed pion counts as a functionsgfbefore cor-

rection for acceptance, 330 MeV.
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TABLE V. Analyzing power Ay, derived from fits to the TABLE VI. List of differential cross section parameters at 300,
Ay(6,4) measurements, which are corrected for #fleacceptance. 320, and 330 MeV. Errors shown do not include a 12% systematic
The right column shows the chi squared per degree of freedom dfcale error which equally affects bo@y andC,, but which does

the fit. not affect the ratidd=C,/C,.

Energy Ui Ano X Uj Co (ub) C; (ub) B=C,/Cy
300 MeV 0.22 —0.127£0.022 1.22 0.22 0.38:0.015 0.057%0.038 0.15-0.10
320 MeV 0.42 —0.244+0.027 0.87 0.42 3.24r0.13 1.04:0.22 0.32:0.07
330 MeV 0.50 —0.275-0.032 0.94 0.50 5.39:0.21 1.99:0.43 0.37:0.08

The fits used the values & shown in Table VI(The deter-
5 ) 5 5 5 ) mination ofB is described in Sec. IV B, beloywChanges in
c _lao N |ay| N |ay] N byl N |b,| N |b,| B of +0.30 did not alter the fits foAyo outside of the
o7 4 4 4 12 4 4 quoted error bars, and so thg,’s are almost entirely inde-
(18 pendent of acceptance errors in the determinatioB.oEr-
rors for Ayg at all energies are dominated by statistics.
1, 1 Figures 14 and 15 show projections of the angular distri-
Co=7lazl"~ v Re aoa; ], (19 butions with error bars, and the fit for the corresponding
andB as a projection of Eq20).

andC;=0.

Because these equations are so simple, it is possible t¢ 0.4
describe them in terms of the two observablég,
=A,(6=90°,¢=0°) andB=C,/C,. The ratioB is deter-
mined from cross-section fits to E(L.6). To determineAy,,
the experimental results from E(lL4) are fit to

n=022

Ay(¢)

sin 6
1+BP,(cos )

cog ).

1
A¢a¢y:Am(1—§B

(20 04

180
¢ (degrees)

270 360
The scale errors in the cross section cancel out of the calcu-
lation of bothAy, andB.

The counts in the measured angular distributions near
cosf#=—1 and co¥¥=+1 are sensitive to the exact place-
ment of our missing mass cut. To avoid errors introduced by
this sensitivity, we fit the analyzing power to counts in the
region away from these points, where the analyzing power i
largest,—0.75<cos#<+0.75.

The dependence @, on the pion momentum is shown in
Fig. 10. There the asymmetry is calculated as a function of
7', the pion momentum fraction for any particular evéamt 0 9‘0 150 2'70 360
distinct from #, the maximum possible pion momentum frac- o (degrees)
tion for a given incident energyA linear function fits these
data well and suggests that the analyzing power in this en- 0.4
ergy region is proportional t@’. Since our detector accep-
tance is not generally uniform im’, this means we must
correct for our acceptance. Figure 11 shows our least uni-z
form 7’ acceptance which is at 330 MeV. Since the accep- ::; 0.0
tance is enhanced at largg and therefore large analyzing I
power, the correct mean analyzing power is somewhat
smaller than the observed mean. The correction factor at 33C
MeV is the ratio of the mean value of thg distribution in
Fig. 12 to the mean in Fig. 13. The correction factors at the
other energies were deduced from similar plots, not shown.
At 300 MeV, the correction factor is 0.98); at 320 and 330 FIG. 14. A/(¢) at Tpear=300, 320, and 330 MeV. Plotted
MeV, the corrections are 0.9D). points showA, integrated over—0.5<cos#<+0.5 and corrected

The results including these corrections are shown in Tabléor 5’ acceptance and angular resolution. The curve shows the re-
V. Here, Ayo was found by making fits to the data binned sults of a fit of the partial-wave equations to the two-dimensional
into a grid of 96 bins, 8 in co8 and 12 in¢, using Eq.(20).  A(6,¢) data, as discussed in the text.

0.4

g
s ° n=042

n = 0.50

-0.4

90 180 270 360
¢ (degrees)
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00 ! ‘ ‘ t 4.5
: 1 ; 4.0
A :{; %\3.5 ; }
ﬁzfm”mwf"m”m”f% """"" A n=022 SN R3338T: ah
3 i i 3es \iﬁ il ] T
ol Cleo EME

1.0 0.5 0.0 0.5 1.0 ~15
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PO D N L % cos(6)
: i ! n=0.42
FIG. 17. 320 MeV: differential cross section with fit to the Leg-

endre expansion described in the text.

-0.4

-1.0 -0.5 0.0 0.5 1.0 .- . .
cos(6) deviation (=0.02) of zero, and the calculation of the first

six partial waves produces nG; term; so we have set

0.0 1 ‘ ‘ : C,=0 in our final analysis.

3 1 3 Only three of our seven beam energies yielded enough

. 1 3 ; statistics to allow us to reliably extract the parame@gsnd

0.2 o Ny ST AR _ C,. These are the 300-, 320-, and 330-MeV runs. Table VI

: : : n =0.50 : :

: ; 3 shows a summary of the fits. Plots of the cross sections are
;¥ 3 3 shown in Figs. 16—18, along with the fits which resulted. The

Ay

-0.4 o — fit to the 300-MeV data has;@pdf (chi squared per degree
-1.0. -0.5. 0.0. 0.5. 1.0. of freedom) of 1.02, the 320 MeV fit has ,apdf of 1.22, and
cos(®) the 330-MeV fit has a3 4 of 1.00.

FIG. 15.A,(6) at Tyean= 300, 320, and 330 MeV. Plotted points The errors shown fo€, are random and do not reflect the
show A, integrated over—0.86<cos$<+0.86, corrected for;’  Scale errors noted in the previous section. The errors in the
acceptance and angular resolution. The curve shows the results ofxtraction ofC, are due almost entirely to the sensitivity of
fit of the partial-wave equations to the two-dimensioAg( ¢, ¢) this parameter to our Monte Carlo acceptance.
data. Total cross sectiongrigure 19 and Table VII show the
total cross section for all seven beam energies as a function
of pion . We show only the random errors for the five
highest energies. Ay=0.07 andn=0.17, systematic errors

The differential cross sections are well fit by the first threejn ¢, due to the uncertainty of the beam direction are also
terms of formula(16). Early in the analysis, systematic errors included; at higher energies, this error is insignificant. At the
in our energy calibration caused the differential cross secs»=0.07 point, there is also an uncertainty in thealue due
tions calculation to show asymmetries about @e9. After  to the fact that our beam energy is not known to better than
using our most careful energy calibrations, we are left with100 keV. This uncertainty is too small to plot at 300 MeV
only slight asymmetries in caé We do not believe that and higher energies. All points have a common 12% scale
these remaining asymmetries are physical. Fits to the differerror in the cross section due to uncertainties in the luminos-
ential cross section yield values @f; within one standard ity monitor and pion cuts.

B. Cross sections

0.6 10.0
0.5 “~ 8.0
3 i 370,
3°4\H§Jn’;\g§ IR} rm”h}/ N A T I {{{
ER T B e ER T T
G < iT%fgiﬁiﬁfﬁTHi
Tz E 1
° 2
-50.1 o} 2.0

0.0 0.0

1.0 -0.5 0.0 0.5 1.0 -1 -0.5 0 0.5 1
cos(8) cos(6)

FIG. 16. 300 MeV: differential cross section with fit to the Leg- FIG. 18. 330 MeV: differential cross section with fit to the Leg-
endre expansion described in the text. endre expansion described in the text.
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TABLE VIII. The partial-wave phase shifts fggp— pp elastic
prrvwr— s scattering for the states corresponding to the isosinglet final states
__.__:, 0=627+1°2 ‘ #’ of pp—pn=", shown for three different beam energies, expressed
as pion.

100.0 ¢

o Hardie et al. /
\ o present work }5
/
3

0.22 0.42 0.50

g 7n(m,)
% %o
/ 51
* 5,
Sin(3,— &)
i sin(e,— &)
/ COS(3,— &)

1.0 + /

10.0 + —6.13°

—28.7°
9.09°

—0.38

—0.61
0.965

—8.32°
—30.0°
9.49°
—0.37
—0.64
0.952

—9.37°
—30.6°
9.69°
—0.36
—0.65
0.945

Total Cross Section (ub)

/ energies. This difference made necessary a new correction to
/ the luminosity calculation for the tails of the gas-jet target,

{ / which has been made and implemented in the present analy-

/ sis. However, the cross sections for these two runs are still

0.1 — —— —_— ~25% lower than one might expect from simple extrapola-
0.01 tions from the other cross sections. It is conceivable that a

large systematic error in these two runs went unnoticed by us

and remains uncorrected in the cross-section calculation.

N (in units of m,)

FIG. 19. Total cross sections fap—pn7". Random errors
for the present work are shown where they exceed the symbol size.
The scale has a 12% systematic error.

V. PARTIAL-WAVE SOLUTIONS

We calculate the partial-wave amplitudes for three beam

The total cross sections were found by integrating ovef Ner91es from theP,(cosf) strength and the analyzing

the pion momentum distribution which is independent of theP*e"" 10 ind2o, 1, andag, we make use of the three
final-state interaction. It can also be found by integratingp 0: "1 2, P g

. " .
over the pion angular distribution, which is sensitive to the(See Refsl53,10,12,19), taking thepp—pna " phase shifts

FSI. Comparing the two methods provides a cross-chec om the dominanpp— pp elastic reaction. We also use the

against mistakes in the calculation and also yields an estfgbservablfs(lo, 'I?hz, and Ano, (\j/vhlchdwetfoulnd from t;‘e .
mate for errors in the final-state interaction. The largest dis:(l:_robslS ?/e”CI |on3. esel ?nde;gyt-h epent_ eln values alr_? 3 ka\;n n
crepancy(3%) outside of statistical uncertainties is found at able , and are refated to the partial-wave ampiitudes by

330 MeV where the FSI may no longer be a simple functionthe equations

of »'. It was at 330 MeV where the empirical value of

. . . . — i 8
=1, mentioned above, was incompatible with the observed ap= *|agle', (21
singlet-triplet mixing ofu=0.91). _
Two anomalous cross sectioriEne data for beam ener- a;=*|a|e', (22
gies 297 and 305 MeV are from the last two runs in 1995.
They followed the other runs after 1.5 days of retuning the a,= + |a,|e'. 23)

accelerator and fixing equipment failures. When beam was

returned to the target, the beam-target intersection was nerhe isovector strengths cannot be extracted from the mea-
ticeably different from what it had been for the previous five syrements of this experiment, but their sum is known from

the cross sections measured by Megeal. [16] for the re-

errors do not include an overall 12% scale error which applies to allsoscalar partial waves, E¢L8) becomes simply
points. The 297 and 305 cross sections may have an undiscovered
systematic error of-25% related to equipment problems that oc-

; ; 1 1 1
curred during data takin¢see text Cgpﬂ'oz 1—2|b0|2+ Z|b1|2+ Z|b2|2_ (24)

Energy 7 Cross sectiorfub)

To interpolate between thep#° points and our own val-

293 MeV 0.07 0.160.04

297 MeV 0.17 1.840.18 ues of 7, we used the formular,,,0=(28.95ub) 5?3,

300 MeV 0.22 4802 which resulted from a fit over the range 0:22<0.50.

305 MeV 0.28 8.204 Judging by the g_ood_ness of the fit tg theoc‘tross sections of
310 MeV 0.34 17.30.7 Ref.[16], shown in Fig. 20, the error i€{P™ is about 4%.
320 MeV 0.42 40.81.6 The relative error between the isoscadacontributions and
330 MeV 0.50 67.82.7 the isovectoib contributions is dominated by the scale error

in the pnzr* cross sections, for a total error of 13%.
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100.0 T T 1.00
7/ [
B 0.80
7 mlagl o
}/' L\) 0.60
10.0 4 4 N \ 330 MeV
= O ’/,,Gisovector Llf 0.40 \ —solutions
= b R = data
=~ /M +
2 0.20 \ T1300-Mel
S ’ meV »—rd
c \
o wla,f? 0.00 e
2 Vo1 g o/ W -0.50 -0.40 -0.30 -0.20 -0.10  0.00
> o P ’
g /{ { . ANO
£ / ," o FIG. 21. Relationship of8 and Ayo. The curve assumes
& e ay/e'°0=0. The observed data at 320 or 330 MeV are not compat-
0t e ible with the assumption that,=0.
choices are made, we are still left with two choices for the
0.0 : — — — solutions at 320 and 330 MeV, and four choices at 300 MeV.
0.1 1.0
M (in units of m,) B. Physical considerations in the partial-wave solutions

FIG. 20. Cross sections of the first six partial waves as a func- AS we climb in energy, we expect thg1232 resonance
tion of #. Error bars do not include the overall 12% scale error. Theto become increasingly important. This increasing strength
squares represent the valuesmdfy|?, the circles arer|a,|?, and  will express itself as a largesi, contribution to the cross
the triangles arem|a,|?. The diamonds indicate the total cross- section. At the same time, we see a smoothly increaBing
section measurements ¢16] for isovector pp#° final states, andAy,, as shown by our data and in thp@—d* reaction
Tisovector T(|Do|*/3+|by|?+[b,|?). Each set of amplitudes is fit to  [19].

a simpleoe " function; the sum of all the functions is the solid  The solution consistent with gradually increas|ag|, B,
curve. Itis barely distinguishable from a fit to the total cross sec-and Ay is the most realistic one. Given a value et

tions (taken from the present work and frof@3]), shown as a (from, for instance, one of our solutionst is possible to
heavy dashed line. Thg=0.11 isoscalar points are taken from calculateAy, andB as functions oi]a2|.

(23] An example is plotted in Fig. 21 which shows the rela-
tionship between the angular distribution observabland

the analyzing poweRy, assuming thatay|=0. This as-
We use Egs(16)—(19) to solve for|a,| in terms of|ag| sumption was made previously, by necessity, before analyz-

A. Solving for the partial-wave amplitudes

and|a,|, and to solve fota,| in terms of|a,|, to get ing powers were availablg23]. Now that values forAyg
have been measured, we can see that|t#¢=0 curve
a 2A\o(2—B)Cy (25 misses the data.
= P P Making different assumptions about the value |af|,
+V2|aq|sin( 8~ do) *[ag|sin( 91~ 3) Fig. 22 shows the relationship between the observablgs
and 1.00 v
1 0.80 (
|a,| = +v2|ag|cog 8g— 5,) + 2 \/Bi—|ao|2 coS(8g— 5,). o
2 U 0.60 \
(26) =X \
O 330 Mey _
i || 040 N — solutions
To solve for|ay| we plot|a;| and|a,| as a function of- |ay| m » data
and +|ay| and then find the intercept ¢&,| and|a,]. 0.20 N T 1300 Mel
The solutions for the partial-wave amplitudéghe three 320 N°‘N‘F\
equationg18), (25), and(26) yield several sets of solutions 0.00
for the three unknown$a,|, |a;|, and|a,| because of the -0.50 -0.40 -0.30 -0.20 -0.10 0.00
various choices of sign allowed by the equations. Choosing Ano

the right sign is usually obvious; it is desirable, for instance,

that the magnitudes of partial-wave amplitudes be positive FIG. 22. Relationship ofB and Ay,. The curve uses
and noncomplex, and thus negative or complex solutions arg, /e'%=—0.18/C, and represents the chosen solution for 330
rejected. The choice of sign can be arbitrary; a differentveV. Other plots(not shown, with similar values ofa,, produce
choice can yield equivalent solutions. After the obviouscurves which intersect the 320 and 300 MeV data points.
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1.00 TABLE X. Partial-wave fractional cross sections fqp
—pnz*. Partial-wave strengths expressed as a fraction of the total
0.80 cross section, assuming only six waves contribute. Th® waves
= area, and theb waves.
U 1
g 0.60
6 330 MeV 7 a, strength  a; strength a, strength b strength
7| 0.40 " — solutions
m / ® data 0.22 0.008:0.013 0.740.05 0.08¢:-0.014 0.17%0.022
0.20 T1300-Mel 0.42 0.00%0.006 0.6&0.05 0.202£0.036 0.1050.013
K 320 MeV T 0.50 0.008:0.007 0.66:0.05 0.250:0.040 0.0850.011
0.00 =
-0.50 -0.40 -0.30 -0.20 -0.10 0.00
Ano
FIG. 23. Relationship ofB and Ay,. The curve uses
ag/e'%=+0.34/C, and yields a solution for 330 MeV. While VI. SUMMARY AND CONCLUSIONS

ay/e'%=+0.34/C, is a mathematically valid solution, it is disre-

garded for physical reasons The new total cross sections fpp—pn7* extend the

near-threshold data from=0.11 down ton=0.07 and from

andB. The solid curve shows the calculated set of solutions’7=o'42 up t07=0.50. In the range of overlap, the new

which vary with|a,|, which parametrizes the curve. At the measurements agree within errors with the earlier results
bottom right corner of the plola,| is near zero. As it in- [23]. New differential cross sections aj=0.50 serve to

creases, the value & also increases. The points with error quantify the onset of thé wave at energy regions above

bars show the location of our data, plotting the obserggl thr?l_ihm% d zi | i v with
versus the observe. All three beam energies are shown, € observed analyzing powers grow aimost inearly wi

!

from 300 MeV (lower right to 330 MeV (upper lefi. The 7 independently of th+e i-ncident beam energy. Thg analyz-
intersection of the curve with the data indicates a solution of"'9 POWErs for thepnar™ final state are the same sign, but
|ag| and the parametgn,|. Figure 23 shows a solution for alpproxmately .haIf the' magnitude, of those for the
330 MeV that does not exhibit the expected correlation bePP—d " reaction. This is partly due to the unboupah
tweenB andAy,, and so we reject it in favor of the more State taking more of the final-state energy than the bound
realistic solution of Fig. 22. Individual solutions were also deuteron can. In addition, the presence of the isotropic is-

found for the 300- and 320-MeV rur{got shown herg ovector partial waves, absent for the bourgl case, dilutes
the asymmetry in the cross section. The work ofdFand

Wilkin [36] accounts for much of this difference.

The new analyzing power measurements for the first time
enable a clean partial-wave analysis of this reaction under

We have physically realistic solutions for the partial-wavethe assumption that only the six lowest order partial waves
amplitudes at all three energies as shown in Table IX. Theontribute. This analysis shows that the isoscalavave
|ag| errors were found by seeing how much we can vary ougominates the reaction even at energies as high as 330 MeV,
solution for|a,| and still make curves that fall within oB  where it makes up 66% of the cross section. For the range
error bars. Thea,| errors were obtained by finding over 0.1<,<0.5 the partial-wave contributions increase mono-
what range we can vara,| and still get values oAy, that  tonically with powers ofy. The most dominant contribution,
fall within the plotted error bars. Errors ||ra1| were calcu- the L,T:O isoscalar Channe|, can be represented|&ﬂl2
lated from the errors iy, a,, and the isovector strength by « ;32 The smaller. =1 channels rise significantly faster
applying standard error propagation techniques to(E8.  and will become dominant aj=1 if the monotonic increase
The phases from Watson’s theorem have errors &f, but  continues.
the uncertainties they cause are an order of magnitude This model-independent determination of the partial-wave
smaller than those caused by errorsBirand Ay . amplitudes provides a quantitative measure of sheave

Table X gives a summary of the partial waves as fractionsstrength for emitted pions relative to the pair of final-state
of the total cross sections, assuming that only the first sbhucleons. The ultimate interpretation of this information
partial waves contribute. Figure 20 shows the individual abwould be in terms of therNN off-shell form factor as dis-
solute partial-wave cross sectionsib. cussed in the Introduction. Before this can be done, the trans-
formation to themN frame must be made and the so-called
“heavy meson” contribution26] must be subtracted. First
: [hdications are that while the heavy-meson contribution can
units of {Co. be a major component of thd._=0 amplitude for
pp—ppm’, it is a much smaller component for

C. Summary of solutions with errors

TABLE IX. Values for pp—pn#" partial-wave amplitudes,
with errors, at three different beam energies. The amplitudes are i

7 ag/e% a, /e a,/e® op—pna* [6,38.

0.22 —-0.18+0.14 +1.72+0.06 +0.57+0.05 The quantitative measurement of the=0, | ,,=0 chan-
0.42 —0.19+0.07 +1.65+0.06 +0.91+0.08 nel also makes possible a comparison with simple calcula-
0.50 —0.18+0.08 +1.63+0.06 +1.00+0.08 tions that assume contributions from the wave only

[6,13,25—-28 More ambitious calculations have been fin-
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ished recently by HanhafB9] which seek to explain these of the analyzing power are in good agreement with the re-
newly observed analyzing powers and cross sections. Thesults reported here.
is growing evidence that the new data will permit the con-
trolled study of thewNN vertex in this reaction. ACKNOWLEDGMENTS
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