
PHYSICAL REVIEW C AUGUST 1998VOLUME 58, NUMBER 2
Energy of the superallowedb decay of 38Km
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~Received 31 March 1998!

The threshold energy of the38Ar( p,n)38Km reaction has been measured using solid38Ar targets and has been
found to be 7008.52~12! keV, with a 1 V standard as reference. This is in agreement with, but more precise
than, the accepted value. The average gives aQ value for the38Km superallowed positron decay of 6044.34~12!
keV and an ft value of 3049.4~21! s. To improve this last, the discord in the measured38Km halflives should be
resolved.@S0556-2813~98!04308-8#

PACS number~s!: 21.10.Dr, 23.40.2s, 27.30.1t
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I. INTRODUCTION

The intensities, or ft values, of the superallowed posit
decays between members of 01, T51 isospin triplets should
be identical according to the predictions of the conser
vector current~CVC! theory. In addition, a comparison wit
the similar intensity from muon decay enables a test to
made of the unitarity of the first row of the Cabibb
Kobayashi-Maskawa~CKM! matrix. Thirdly, the value of
GV , the weak interaction vector coupling constant, which
derived from the ft values, may be compared with the va
obtained from studying the decay of the neutron.

At present, nine of the nuclear positron decays have b
investigated sufficiently to allow the extraction of the
value with a precision approaching 0.1%. The experime
results were summarized in detail by Hardyet al. @1# and
then updated subsequently@2,3#. It can be seen that the CVC
prediction seems to hold good at the 0.1% level, but that
CKM unitarity referred to is problematic, and there is almo
certainly disagreement with the value ofGV extracted from
the neutron decay results.

A particular problem for theT51 nuclear decays is tha
the simple ft values must be modified with charge-depend
corrections, some of which are nucleus dependent and th
fore sensitive to the choice of nuclear structure model us
The magnitude of these corrections is of a few tenths o
percent, and there is ongoing discussion as to the detai
the calculations~see Ref.@2# or @3#!. Since the nuclei range
from Z55 to Z526, i.e., from the 1p3/2 shell to the 1f 7/2
shell, it might be expected that structure-dependent error
the correction estimates would have an impact on a C
test, whereas problems with CKM unitarity orGV would
indicate more general areas of concern, either with the
perallowed ft values, or possibly with neutron decay data
the data from which the other elements of the CKM mat
are extracted.

The present work is part of an ongoing program to refi
and strengthen the data base upon which the predictions
riving from the superallowed beta decays rest. In particu
we have developed a technique, HISS, such that the en
distribution of a proton beam derived from our accelerato
known very precisely, and its energy known absolutely
PRC 580556-2813/98/58~2!/821~5!/$15.00
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the scale of the ‘‘maintained’’ volt to a precision of 10 pp
or better. Recent measurements, Linet al. @4#, Brindhaban
et al. @5#, have given theQ values of the positron decays o
26Alm and 34Cl by determining theQ values of associated
(p,n) or (p,g) reactions.

We now report on a determination of the threshold ene
of the 38Ar( p,n)38Km reaction and hence of theQ value of
the positron decay of38Km. From Ref.@1# it may be seen tha
this has been measured three times before, with res
6042.8~34! keV ~Squier et al. @6#, updated in Ref.@1#!,
6043.7~6! keV ~Jameset al. @7#, updated in Ref.@1#!, and
6044.6~18! keV ~Burchamet al. @8#, updated in Ref.@1#!.
Although these are in satisfactory agreement, with a m
6043.76~56! keV, the error is very large, in fact the large
proportionately of all the nine decays, and it contributes s
nificantly to the error in the ft value.

Of the three measurements cited above, each chose a
ferent method of overcoming the twin difficulties which a
inherent: the fact that38Ar is gaseous under normal cond
tions of temperature and pressure, and the necessity of m
suring with high precision a reaction energy of several M
and tying that energy to an absolute scale. Burchamet al. @8#
used a gas target with an entrance foil and compared
shifted and degraded38Ar( p,n) yield curve around threshold
with a similar one from35Cl(p,n). Jameset al. @7# used a
solid 38Ar target at low temperature and relied on the line
ity of the response of their accelerator analyzing magne
compare the38Ar( p,n)38Km threshold energy at 7 MeV with
those of10C(p,n)10B at 4.88 MeV and14N(p,n)14O at 6.35
MeV. Squier et al. @6# compared theQ values of the
35Cl(a,p)38Ar and 35Cl(a,n)38Km reactions, with an energy
standard based ona particles from radioactive sources. Th
present work used solid targets of38Ar, isotopically enriched
to 95%, in conjunction with the HISS system for ener
determination, and aimed at a precision approaching 100
for the 38Ar( p,n)38Km threshold energy.

II. METHOD

A. Energy calibration

The Auckland heavy ion source system~HISS! has been
described in some detail in Ref.@9#, and its application to
821 © 1998 The American Physical Society
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determining the26Alm and 34Cl superallowed positron deca
Q values may be found in Refs@4,5#. Briefly, the proton
beam from the AURA2 tandem accelerator, with energy f
width at half maximum~FWHM! of perhaps 300 ppm
passes on a tightly collimated path around an Enge split-p
spectrograph and emerges with an energy distribution wh
is closely Gaussian, and which is adjustable in FWHM fro
50 to 200 ppm. The entrance angles of the beam are60.13°
horizontally and60.47° vertically and there are essentia
no aberration effects in the image formation.

After the beam emerges, it travels a further 500 m
where it impinges on the target of interest. At intervals d
ing a nuclear physics experiment, the proton beam is in
rupted upstream, and the magnetic rigidity of the sp
trograph orbit is calibrated by accelerating a beam of133Cs1

ions, generated by surface ionization, from rest throug
voltage differenceV so that they pursue the same path as
protons had done. The magnetic field is essentially
changed and is monitored by an NMR probe. Since the
ergy distribution of the transmitted beam depends only
the geometry, a scan of transmitted ion beam intensity a
function of V provides not only the energy details of th
133Cs beam, but also those of the protons. The voltageV,
which for the present measurements was around 53 kV
measured by first dividing it by a fixed ratio of 10 001 in
passive network and then comparing that output with a 1 V
standard using a variable seven-decade Kelvin-Varley
vider. There are several small factors at the level of sev
tens of ppm which contribute to the determination ofV and
these are discussed in detail in Refs@9,10#. Improvements to
the system made since the reports in Refs@4,5# include a
more efficient technique for absorbing the Cs atoms into
ionizing surface and this has enabled more frequent cali
tions during nuclear physics experiments and checking of
10 001 ratio in between. In addition, the introduction of
new, self-calibrating Kelvin-Varley divider has reduced u
certainties in the overall procedure. Overall, a single HI
calibration will normally establish a proton energy
;15 ppm, and this is reduced to;10 ppm by taking severa
calibrations over the course of a day.

B. Threshold measurement

After exiting the spectrograph, the proton beam ente
the 38Ar target chamber. This was cylindrical with the ax
perpendicular to the beam and about 375 mm long, an
diameter of 90 mm. Along the axis was a cold leg comi
down from the second stage of a Gifford-McMahon heliu
refrigerator, and a copper cold foot, whose temperature
normally between 8 and 12 K, sat just above the proton be
axis. The whole of the low-temperature surface was s
rounded by a silver heat shield at 80 K, to lower the radiat
heat load, and the vacuum was maintained by a small tu
molecular pump. Base pressures were around 1028 Torr
when the system was isolated and at room temperature,
somewhat higher when it was open to the spectrogr
vacuum system. On the cold foot was a substrate of 99.99
pure gold, 0.125 mm thick, and targets of38Ar were made by
squirting a small, calibrated amount of gas at this gold. T
yield of 38Km was monitored by detecting the positro
~maximum energy 5 MeV! from its decay back down to
ll

le
h

-
r-
-

a
e
-

n-
n
a

is

i-
al

e
a-
e

-
S

d

a

as
m
r-
e
o-

nd
h
%

e

38Ar. The number of protons striking the target was mo
tored by detecting protons scattered from the target
roughly 135° into a silicon semiconductor detector. The h
shield therefore had three circular holes, 15 mm diamete
it: the entrance for the protons, the exit for the backscatte
protons, and the aperture for the argon gas pipe. In addit
in order to reduce the energy degradation of the exiting p
itrons, a 30 mm diameter circle was cut out of the heat sh
behind the target and replaced by a 0.125 mm thick cop
foil.

The positrons were detected in a three compone
DE-DE-E telescope of which the first two elements were
mm square, 300mm thick silicon PIN transmission diode
and the third a 25 mm square CsI~Tl! crystal, 10 mm thick,
optically coupled to a similar diode. To be counted, a38Km

positron had first to pass through the 0.125 mm gold s
strate, the 0.125 mm copper heat shield and a 0.075
stainless steel vacuum seal. It then was required to trigg
0.5 ms coincidence in the first two detectors, and produce
energy pulse in the third. With the data rates encounte
random coincidence rates were negligibly small, but the
rangement described minimized the occurrence of t
events triggered byg rays. The distance from the38Ar target
to the CsI crystal was 30 mm.

Extensive testing was devoted to answering the questi
‘‘What proportion of the gaseous argon froze on impact
and ‘‘How much power, or power density, could the targ
absorb before the argon started to boil off?’’ For the form
a target of aluminum, approximately 20 keV thick to a
MeV proton beam, was evaporated on to a 99.995% p
gold substrate and placed in the target position on the c
foot. A yield curve of the 27Si positrons from the
27Al( p,n)27Si reaction was then taken in the region
threshold, and the threshold energy established. A calibr
amount~in cm3 in Hg! of natural argon~not 38Ar! was then
squirted on the cold foot and the consequent movemen
the threshold energy determined. This was repeated sev
times, and the energy shifts converted to argon areal de
ties using standard energy loss tables. The conclusion
that ‘‘perhaps half’’ of the argon froze but, more impo
tantly, that the correspondence between amount of input
and thickness of solid target produced was reproducible.

To answer the second question, a target of frozen, nat
argon, approximately 10 keV thick, was bombarded with
beam of 7 MeV protons, and the yield of 1459 keVg rays
from the reaction40Ar( p,p8) was monitored as a function o
beam intensity, using a germanium detector. It was fou
fairly consistently that no diminution of yield occurred fo
beam currents of less than 130 nA, but that by 150 nA
target was starting to evaporate, and this was despite the
that the temperature indicated by the thermometer attac
to the cold foot did not rise above 16 K. The limiting facto
was most probably the thermal conductivity of the 0.125 m
thick gold foil. This test drove us to limit the beam current
the actual38Ar runs to 80 nA.

There were ten measurements of the38Ar( p,n)38Km yield
curve, each with a fresh target. Each was taken as appr
mately 20 yield points within 4 keV of the threshold energ
i.e., from 7004 to 7012 keV proton energy. At a particu
proton energy, the target was bombarded for a fixed tim
either 2 or 3 seconds, and the total number of backscatt
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protons recorded. The beam was then interrupted 5 m up-
stream of the spectrograph, behind a shielding wall, wit
magnetic deflector, and the positron spectrum recorded
the same time. This beam-on/beam-off cycle was repe
either 300 or 200 times, after which the proton beam ene
was changed by altering slightly the spectrograph field
its NMR frequency~typically by ;0.02%! and the process
repeated. Investigation of the possibility of systematic er
being introduced into the energy calibration by field chan
of this magnitude is incorporated automatically into the p
run and postrun measurements of theX value, which are
performed over a wider range of field variations than are
actual proton runs. No effect has ever been seen, down to
level of a few ppm. This is entirely in accord with the overa
behavior of the HISS system, in which the maximum diffe
ential hysteresis measured, as reflected in theX values for
the magnetic fields for 1 and 7 MeV, is 140 ppm.

The positron data were taken in event-mode form w
two parameters, the first being the gated energy signal
the second being the time after the start of the beam-off c
at which the positron was detected. The organization of
data taking and beam cycling was made using a Camac
tem. To monitor the state of the38Ar target, g-ray spectra
were accumulated during the beam-on periods and the y
of the 1.21 MeVg ray from the decay of the38Ar second
excited state was observed. Unfortunately, this yield was
very large and so the test was not as sensitive as desired
g ray from the first excited state could not be used becau
was also produced plentifully following the positron dec
of 38K, with halflife 7 min. No evidence was seen in any
the runs that the target was evaporating.

During the day prior to the acquisition of a yield curv
several HISS calibrations of the magnetic rigidityX ~strictly
speaking a factor proportional to the square of the mean
dius, in units of u eV MHz22! of the central spectrograp
orbit were made, and the average value was then use
calculate the proton kinetic energies for the following yie
points. After a yield curve had been finished, several m
calibrations were made and the proton energies slightly
vised ~by a few ppm! in light of the overall average.

III. RESULTS

In the analysis of the event-mode data, it had origina
been intended to project the positron yield data on to the t
axis, using various cuts on the energy axis. The time d
was then to be analyzed to find the amplitude of the com
nent which decayed with the identifying halflife of38Km,
0.92 s, and this was expected to produce very good yiel
background ratios and a high quality yield curve. Unfor
nately another factor intervened. Figure 1 shows projec
positron spectra at proton energies 4 keV below and 4 k
above the38Km threshold, from run 10. The continuum en
ing at approximately 3.3 MeV is not from a contaminant
the target, but rather from the 7 min activity of38K produced
from the target material itself. The yield of this is large b
cause the proton energy is 130 keV above the threshold
its production. Although a 7 min activity is essentially flat in
a 2 or 3 sec time projection, the statistical fluctuations in
time channel contents swamp the small signal from
38Km, and so the analysis had to be restricted to posit
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energies greater than the38K end point. However, even this
is not clear cut, since the38K positron energy can be aug
mented either by the 1.46 MeVg ray which is emitted si-
multaneously and which may enter the CsI detector, or
one of the 511 keVg rays produced in the CsI detector whe
the positron annihilates there. After much examination of
data, it was decided that the cleanest and most unambig
signal of the yield was provided by a simple projection on
the energy axis, and the integration of an energy cut from
to 4.5 MeV. Energy cuts with lower limits ranging from 2.
to 3.5 MeV were investigated, and found to give thresho
in agreement with the results presented, but with larger
certainties.

In Fig. 2 is shown the yield curve for run 10. The err

FIG. 1. Positron energy spectra during beam-off periods, fr
the reaction of proton beams of energies 7004 and 7012 keV w
target of frozen38Ar.

FIG. 2. The yield curve from run 10 of positrons following th
reaction38Ar( p,n)38Km. The points are the experimental data, t
continuous line is the fit to the data to extract the threshold ene
E0 , as discussed in the text.
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bars represent the Poisson fluctuations in the positron yi
outlined above. The straightforward way to extract t
threshold energyE0 from the data is to assume that the ne
tron emission in the (p,n) reaction a few keV aboveE0 is s
wave and therefore the cross-section depends on the pr
energyE as (E-E0)1/2. On the further assumption that th
protons lose energy uniformly in the argon target, the th
target yield becomes proportional to (E-E0)3/2, where
‘‘thick target’’ means that the proton energy falls belowE0
before it exits the back of the target. So a yield curve
analyzed by fitting the data to the functiony5a1
1a2(E-E0)3/2, and the threshold energy is extracted.

There are, however, four features which are omitted fr
this treatment but which are not negligible at the level
accuracy hoped for. Three of them have been discusse
detail in Ref.@4# and by Amundsen and Barker@11# and will
be described only briefly here. First, the proton beam is
monoenergetic, but its energy is Gaussian distributed wi
known FWHM. Secondly, the protons do not lose ene
uniformly, but rather undergo losses in which the probabi
of losing energyQ is proportional to 1/Q2, which means that
a ‘‘snapshot’’ at any instant of the energy profile of the pr
tons in the target would show more higher energy partic
than predicted by the assumption of uniformity. Third
some protons during the reactions which produce38Km nu-
clei will also ionize the atoms, and so will require mo
energy. Calculations of the differential probabilities for io
ization of the argon subshells have been made, as we
scribed previously in Ref.@11#.

Up to now, the attitude to incorporation of the above
fects has been to analyze yield curves simply according
the (E-E0)3/2 dependency, and then to apply three ‘‘corre
tions,’’ DGauss, DQ , andD ion to the extractedE0 ~see, e.g.,
Ref. @5#!. Although this is not inadequate, it is obvious
inferior to fitting the data to a yield function which contain
the effectsa priori, and the latter approach has been taken
the present work. Accordingly, an (E-E0)1/2 yield set was
created in 1 eV steps and then convolved with a 1/Q2 energy
loss distribution which had been calculated by a Monte Ca
technique. The result was further convolved with a Gauss
beam energy spread, with widths in the present case of 8
130 ppm, and this was finally convolved sequentially w
the differential energy loss probability functions for ioniz
tion of theK, L1, L2, L3, M1, M2, andM3 argon subshells
to produce a yield function in the form of a look-up table
1 eV steps,Ylook(E,E0).

The fourth factor influencing the analysis at the 100
level is particular to low-temperature experiments such
ours. At a base pressure of 1028 Torr, assumed due mainl
to nitrogen gas at room temperature, the target is subjecte
431012 collisions/~cm2 s! by gas molecules. If all these mo
ecules stick, a layer builds up on the front of the argon a
rate corresponding to 35 eV/hour for a 7 MeV proton beam,
and the loss of this energy by the protons before they st
the argon is reflected in the38Km yield curve. This effect was
investigated during a preliminary yield curve by returni
five times at roughly 2.5 h intervals to a yield point using
proton beam energy of 7011 keV. The rate of accretion w
found to be quite constant and at that stage was 270 e
which was in reasonable accord with the pressure which
been indicated on the system vacuum gauge before coo
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had started. Between runs 3 and 4 the vacuum was mark
improved by removing a defective flange and the press
fell then to 1028 Torr, the consequence of which may b
seen in Table I. In the analysis of yield curves, this effe
was dealt with by using as the proton energy notE, but
rather (E-a3t), wherea3 is the rate of accretion, in eV/h
andt is the time which has elapsed since the manufacture
the target.

An experimental yield curve was then fitted in
normal, nonlinear least squares way to a formY
5a1Ylook(E-a3t,E0)1a2 and the constantsa1 , a2 , and
a3 , and the threshold energyE0 extracted. Such a fitted
yield for run 10 is shown in Fig. 2, where the abscissa
actually the proton energy (E-a3t), and the normalized chi-
square for the fit is 1.2.

In Table I are shown the results of the analyses of the
runs. TheX calibration values are included to give an ind
cation of the errors introduced by that part of the procedu
To give an indication of the magnitudes of the three corr
tions discussed above,DGauss, DQ , and D ion would have
been10.04 or10.02 keV~for the 130 or 85 ppm FWHM!,
10.19 and20.07 keV, respectively~although they were no
actually applied as external corrections, as explained!. The
accretion ratea3 may be seen in the table. The errors on t
quoted threshold values are solely those from the fitting
the yield curves, as discussed above, and they reflect
normalized chi-square values given in the table.

Some of the earlier runs hadX values in common, and
this was taken into account in the derivation of the over
average threshold energy, and of its associated error.
instance, theE0 values from runs 1 and 2 were averag
together to give 7008.75~34! keV and then the error from
their joint X calibration folded in to give 7008.75~36! keV.
This procedure applied throughout gave six independent
ues forE0 whose average was 7008.52~9! keV. Incorporating
an 8 ppm systematic error in the HISS calibration proced
and a further 55 and 25 eV for the uncertainties inDQ and
D ion leads to a final threshold value of 7008.52~12! keV.

The threshold energy in the laboratory frame must be c
verted~relativistically! into a Q value in the center of mas
frame, and the question arises as to whether the reco

TABLE I. Summary of the results for the 10 yield curves d
scribed in the text. Shown for each are the beam energy FWHM,
calibration X number, the extracted accretion rate and thresh
energy, and the normalized chi-square for the fit. Runs 1 and 2
the X value in common, as did runs 3 and 4, and runs 5, 6, an

Run
Beam FWHM

~eV!
X

(u eV MHz22)
Accretion

~eV/h!
(E027000)

~keV! xn
2

1 910 7770.09~11! 99~28! 8.87~19! 2.2
2 910 7770.09~11! 201~87! 7.79~53! 3.3
3 910 7770.03~12! 145~54! 8.34~37! 2.8
4 910 7770.03~12! 46~17! 8.17~18! 1.9
5 910 7770.05~14! 29~19! 8.57~15! 1.2
6 910 7770.05~14! 12~25! 8.71~22! 2.2
7 910 7770.05~14! 16~20! 8.28~20! 1.2
8 600 7769.84~8! 53~21! 8.57~15! 2.2
9 600 7770.96~8! 42~37! 8.63~34! 2.9

10 600 7769.08~8! 26~24! 8.68~20! 1.3
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PRC 58 825ENERGY OF THE SUPERALLOWEDb DECAY OF 38Km
mass should be treated as an atom or as a nucleus. In
present case, and as emphasized in Ref.@11#, the ionization
energy loss probability calculations referred to above spe
cally include the recoil correction, and the mass which m
be used is that of the atom. This gives a final value forQec,
the ‘‘electron capture’’Q value of 38Km, of 6044.37~12!
keV, where 782.354 keV has been used for the mass di
ence of the neutron and the hydrogen atom.

This value is in good agreement with, but is more prec
than, the three values cited in the Introduction. A weigh
average of all four is 6044.34~12! keV. Accepting this mean
to replace that in Ref.@1# improves the calculatedf value
from 3295.9~17! to 3297.7~4!. This then improves the f
value quoted in Ref.@2# from 3047.9~26! s to 3049.4~21! s,
and the ft value, which includes the theoretical correctio
dR51.33(4)% and dC50.62(3)%, is moved from
3069.4~31! s to 3070.9~27! s.

IV. CONCLUSIONS

The precision of our knowledge of the energy release
the superallowed beta decay of38Km has been improved by
nearly a factor 5, so that the proportional error in thef value
is now 0.012%. However, the error in the ft value is s
0.088%. This is because the contribution to ft from t
halflife value is 0.068% and that from the theory calculatio
nd
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of the corrections is 0.055%. From an experimental point
view, our knowledge of the halflife should be improved
that the uncertainties in the theoretical calculations can
isolated, and hopefully reduced.

There are five measurements of the halflife of38Km cited
in Ref. @1#: 925.5~7!, 922.3~11!, 921.71~65!, 928.8~20!, and
924.15~31! ms. In this reference, the weighted mean of the
obviously discrepant values is given a confidence level
0%, and so to take this into account, the errors are inflated
this case by a factor 2.6. This is a fairly standard procedu
but it makes the data set very hard to influence if all t
values are retained. Another measurement, equal in prec
to the best of the set, can do no better than reduce the
cribed error from 0.64 to 0.45 ms. To do better than t
would indeed be a challenge.
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