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The threshold energy of thBAr(p,n)8K ™ reaction has been measured using s8¥it targets and has been
found to be 7008.542) keV, with a 1 V standard as reference. This is in agreement with, but more precise
than, the accepted value. The average giv@svalue for the>®K™ superallowed positron decay of 6044(32)
keV and an ft value of 3049(21) s. To improve this last, the discord in the measut#d" halflives should be
resolved[S0556-28138)04308-9

PACS numbdps): 21.10.Dr, 23.40-s, 27.30+t

I. INTRODUCTION the scale of the “maintained” volt to a precision of 10 ppm
or better. Recent measurements, lenal. [4], Brindhaban

The intensities, or ft values, of the superallowed positroret al. [5], have given th&) values of the positron decays of
decays between members of 0T =1 isospin triplets should 2°AI™ and 3/Cl by determining theQ values of associated
be identical according to the predictions of the conservedp.n) or (p,7y) reactions.
vector curren{CVC) theory. In addition, a comparison with ~ We now report on a determination of the threshold energy
the similar intensity from muon decay enables a test to bef the 3Ar(p,n)*¥™ reaction and hence of th@ value of
made of the unitarity of the first row of the Cabibbo- the positron decay ofK™. From Ref[1] it may be seen that
Kobayashi-MaskawdCKM) matrix. Thirdly, the value of this has been measured three times before, with results
Gy, the weak interaction vector coupling constant, which is6042.834) keV (Squier et al. [6], updated in Ref[1]),
derived from the ft values, may be compared with the valu€6043.76) keV (Jameset al. [7], updated in Ref[1]), and
obtained from studying the decay of the neutron. 6044.618) keV (Burchamet al. [8], updated in Ref[1]).

At present, nine of the nuclear positron decays have beeflthough these are in satisfactory agreement, with a mean
investigated sufficiently to allow the extraction of the ft 6043.7€56) keV, the error is very large, in fact the largest
value with a precision approaching 0.1%. The experimentaproportionately of all the nine decays, and it contributes sig-
results were summarized in detail by Hardyal. [1] and  nificantly to the error in the ft value.
then updated subsequenfB;3]. It can be seen that the CVC Of the three measurements cited above, each chose a dif-
prediction seems to hold good at the 0.1% level, but that théerent method of overcoming the twin difficulties which are
CKM unitarity referred to is problematic, and there is almostinherent: the fact that®Ar is gaseous under normal condi-
certainly disagreement with the value Gf, extracted from tions of temperature and pressure, and the necessity of mea-
the neutron decay results. suring with high precision a reaction energy of several MeV

A particular problem for the =1 nuclear decays is that and tying that energy to an absolute scale. Burckaai. [8]
the simple ft values must be modified with charge-dependeritsed a gas target with an entrance foil and compared the
corrections, some of which are nucleus dependent and thershifted and degradetfAr(p,n) yield curve around threshold
fore sensitive to the choice of nuclear structure model usedvith a similar one from®Cl(p,n). Jameset al. [7] used a
The magnitude of these corrections is of a few tenths of solid 38Ar target at low temperature and relied on the linear-
percent, and there is ongoing discussion as to the details dffy of the response of their accelerator analyzing magnet to
the calculationgsee Ref[2] or [3]). Since the nuclei range compare thé®Ar(p,n)38K™ threshold energy at 7 MeV with
from Z=5 to Z=26, i.e., from the ps, shell to the ¥,  those of’°C(p,n)'°B at 4.88 MeV and**N(p,n)*O at 6.35
shell, it might be expected that structure-dependent errors iMeV. Squier et al. [6] compared theQ values of the
the correction estimates would have an impact on a CVC®Cl(«,p)38Ar and **Cl(«,n)3%™ reactions, with an energy
test, whereas problems with CKM unitarity @&, would standard based oa particles from radioactive sources. The
indicate more general areas of concern, either with the sypresent work used solid targets BAr, isotopically enriched
perallowed ft values, or possibly with neutron decay data oto 95%, in conjunction with the HISS system for energy
the data from which the other elements of the CKM matrixdetermination, and aimed at a precision approaching 100 eV

are extracted. for the *8Ar(p,n)3&™ threshold energy.
The present work is part of an ongoing program to refine
and strengthen the data base upon which the predictions de- Il. METHOD

riving from the superallowed beta decays rest. In particular,

we have developed a technique, HISS, such that the energy
distribution of a proton beam derived from our accelerator is The Auckland heavy ion source systéhilSS) has been
known very precisely, and its energy known absolutely ondescribed in some detail in Rg®], and its application to

A. Energy calibration
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determining the?®Al™ and *Cl superallowed positron decay 3¥Ar. The number of protons striking the target was moni-
Q values may be found in Refig},5]. Briefly, the proton tored by detecting protons scattered from the target at
beam from the AURA2 tandem accelerator, with energy fullroughly 135° into a silicon semiconductor detector. The heat
width at half maximum(FWHM) of perhaps 300 ppm, shield therefore had three circular holes, 15 mm diameter, in
passes on a tightly collimated path around an Enge split-pol#: the entrance for the protons, the exit for the backscattered
spectrograph and emerges with an energy distribution whicRrotons, and the aperture for the argon gas pipe. In addition,
is closely Gaussian, and which is adjustable in FWHM fromin order to reduce the energy degradation of the exiting pos-
50 to 200 ppm. The entrance angles of the beanmz0eL3° itror_ls, a 30 mm diameter circle was cut out of the h_eat shield
horizontally and=0.47° vertically and there are essentially P€hind the target and replaced by a 0.125 mm thick copper
no aberration effects in the image formation. foil. ) ,

After the beam emerges, it travels a further 500 mm The positrons were d_etected_ in a three component,
where it impinges on the target of interest. At intervals dur-> E-AE-E telescope of which the first two elements were 28

ing a nuclear physics experiment, the proton beam is inter 1" Sguare, 30Qm thick silicon PIN wansmission diodes

rupted upstream, and the magnetic rigidity of the specf’md the third a 25 mm square CH) crystal, 10 mm thick,

trograph orbit is calibrated by accelerating a beam®3ts" optically coupled to a similar diode. To be counted’™"™

ions, generated by surface ionization, from rest through &)osnron had first to pass through the 0.125 mm gold sub-

voltage difference/ so that they pursue the same path as theStrate’ the 0.125 mm copper heat shield and a 0.075 mm

protons had done. The magnetic field is essentially un§,ta|nless steel vacuum seal. It then was required to trigger a

changed and is monitored by an NMR probe. Since the en(_).S us coincidence in the first two detectors, and produce an

ergy distribution of the transmitted beam depends only orfnergy pulse in the third. With the data rates encountered,

the geometry, a scan of transmitted ion beam intensity as %andom coinciden_ce rates were negligibly small, but the ar-
function of V provides not only the energy details of the rangement described m|n|m|zgd the occult%ance of true
133Cs beam, but also those of the protons. The voltsge events triggered by rays. The distance from th&€Ar target

which for the present measurements was around 53 kV, igo the CSI_ crystal_ was 30 mm. . o
measured by first dividing it by a fixed ratio of 10 001 in a Extensive testing was devoted to answering the questions:

. . . ‘" i i ’)”
passive network and then comparing that outpuhwitl V amh?}ﬁg\r/s%{}::%np(gngre gszeoc\;\l/f ; %rgﬁ;t;rogsu%nt;]n;ptzigét
standard using a variable seven-decade Kelvin-varley di; bsorb before the argon started to boil off?” For the former,

vider. There are several small factors at the level of severa"1l

tens of ppm which contribute to the determinationvbfind ﬁﬂé%rgert)g naé)uerglr?]uTv’aspepvrgxl)r?;f(;yoiotgea\l/ gtg'ggst; a u7re
these are discussed in detail in REFs10]. Improvements to P ' P ' °P

the system made since the reports in Ref$] include a gold substrate and placed in the target position on the cold

. 27 . .
more efficient technique for absorbing the Cs atoms into thé?Ot' A yield curve of the ™'Si positrons from the

L . . 2TAl(p,n)?’Si reaction was then taken in the region of
ionizing surface and this has enabled more frequent calibrg: . .
tions during nuclear physics experiments and checking of th reshold, and the threshold energy established. A calibrated

10 001 ratio in between. In addition, the introduction of aamc_)unt(m cm’in Hg) of natural argor(not **Ar) was then
new, self-calibrating Kelvin-Varley divider has reduced un_squwted on the cold foot and the consequent movement of
certainties in the overall procedure. Overall, a single HIS§.he threshold energy detr—;rmmed. This was repeated severfal
calibration will normally establish a proton energy to t!mes, gnd the gn%rgy shlftslconvegled to r?rgon alregl densi-
~15 ppm, and this is reduced t610 ppm by taking several t'r?s l‘J‘smgh stanhalrf” erf\erhgy 0SS taf es. E € conclusion was
calibrations over the course of a day. that “perhaps half” of the argon froze but, more Impor-
tantly, that the correspondence between amount of input gas

and thickness of solid target produced was reproducible.

To answer the second question, a target of frozen, natural

After exiting the spectrograph, the proton beam enteredgirgon, approximately 10 keV thick, was bombarded with a
the 38Ar target chamber. This was cylindrical with the axis beam of 7 MeV protons, and the yield of 1459 keMays
perpendicular to the beam and about 375 mm long, and &iom the reactiorf®Ar(p,p’) was monitored as a function of
diameter of 90 mm. Along the axis was a cold leg comingbeam intensity, using a germanium detector. It was found
down from the second stage of a Gifford-McMahon heliumfairly consistently that no diminution of yield occurred for
refrigerator, and a copper cold foot, whose temperature waseam currents of less than 130 nA, but that by 150 nA the
normally between 8 and 12 K, sat just above the proton beartarget was starting to evaporate, and this was despite the fact
axis. The whole of the low-temperature surface was surthat the temperature indicated by the thermometer attached
rounded by a silver heat shield at 80 K, to lower the radiativeto the cold foot did not rise above 16 K. The limiting factor
heat load, and the vacuum was maintained by a small turbowas most probably the thermal conductivity of the 0.125 mm
molecular pump. Base pressures were around®Irr  thick gold foil. This test drove us to limit the beam current in
when the system was isolated and at room temperature, arle actual*®Ar runs to 80 nA.
somewhat higher when it was open to the spectrograph There were ten measurements of thar(p,n)3K™ yield
vacuum system. On the cold foot was a substrate of 99.995%urve, each with a fresh target. Each was taken as approxi-
pure gold, 0.125 mm thick, and targets3Ar were made by mately 20 yield points within 4 keV of the threshold energy,
squirting a small, calibrated amount of gas at this gold. The.e., from 7004 to 7012 keV proton energy. At a particular
yield of 3%K™ was monitored by detecting the positrons proton energy, the target was bombarded for a fixed time,
(maximum energy 5 MeY from its decay back down to either 2 or 3 seconds, and the total number of backscattered

B. Threshold measurement
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protons recorded. The beam was then intermigiem up- 1000 ' ' ' ' ' 3
stream of the spectrograph, behind a shielding wall, with a
magnetic deflector, and the positron spectrum recorded for
the same time. This beam-on/beam-off cycle was repeated
either 300 or 200 times, after which the proton beam energy
was changed by altering slightly the spectrograph field and
its NMR frequency(typically by ~0.02%) and the process
repeated. Investigation of the possibility of systematic error
being introduced into the energy calibration by field changes
of this magnitude is incorporated automatically into the pre- 0
run and postrun measurements of tkevalue, which are Positron Energy (MeV)
performed over a wider range of field variations than are the : : : : :
actual proton runs. No effect has ever been seen, down to the 1000 h\\\ E
level of a few ppm. This is entirely in accord with the overall

behavior of the HISS system, in which the maximum differ- [Proton Energy: 7012 keV
ential hysteresis measured, as reflected inXhealues for

the magnetic fields for 1 and 7 MeV, is 140 ppm.

The positron data were taken in event-mode form with
two parameters, the first being the gated energy signal and
the second being the time after the start of the beam-off cycle
at which the positron was detected. The organization of the . . . . . )
data taking and beam cycling was made using a Camac sys- ' ] > 3 4 5 6
tem. To monitor the state of th&Ar target, y-ray spectra Positron Energy (MeV)
were accumulated during the beam-on periods and the yield
of the 1.21 MeVy ray from the decay of thé®Ar second
excited state was observed. Unfortunately, this yield was n
very large and so the test was not as sensitive as desired. T
yray from the first excited state could not be used because it

was also produced plentifully following the positron decayf':'nergles greater than ti& end point. However, even this

of 38K, with halflife 7 min. No evidence was seen in any of "> not clear cut, since the¥ positron energy can be aug-
the ruhs that the target Was evaporating mented either by the 1.46 Mey ray which is emitted si-
During the day prior to the acquisitioﬁ of a yield curve, multaneously and which may enter the Csl detector, or by

several HISS calibrations of the magnetic rigidky(strictly one of the 511 keWy rays produced in the Csl detector when

: . the positron annihilates there. After much examination of the
speak_mg a.factor proportional to the square of the mean radata? it was decided that the cleanest and most unambiguous
dius, in units of u eV MHz?) of the central spectrograph '

orbit were made. and the average value was then used ignal of the yield was provided by a simple projection on to
X L 9 . €d He energy axis, and the integration of an energy cut from 2.7
calculate the proton kinetic energies for the following yield

points. After a yield curve had been finished, several mort0 4.5 MeV. Energy cuts with lower limits ranging from 2.1

calibrations were made and the proton energies slightly reff-o 3.5 MeV were investigated, and found to give thresholds

vised (by a few ppm in light of the overall average. Lnera:girr?ttiagent with the results presented, but with larger un-

In Fig. 2 is shown the yield curve for run 10. The error
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FIG. 1. Positron energy spectra during beam-off periods, from
t{1e reaction of proton beams of energies 7004 and 7012 keV with a
0 8

arget of frozer™®Ar.

lll. RESULTS

In the analysis of the event-mode data, it had originally
been intended to project the positron yield data on to the time
axis, using various cuts on the energy axis. The time data
was then to be analyzed to find the amplitude of the compo-
nent which decayed with the identifying halflife dfK™,
0.92 s, and this was expected to produce very good yield to
background ratios and a high quality yield curve. Unfortu-
nately another factor intervened. Figure 1 shows projected
positron spectra at proton energies 4 keV below and 4 keV
above the®®K™ threshold, from run 10. The continuum end-
ing at approximately 3.3 MeV is not from a contaminant in
the target, but rather from the 7 min activity ¥ produced ok ! ! ! i
from the target material itself. The yield of this is large be- 4 6 8 10 12
cause the proton energy is 130 keV above the threshold for (Proton Eneray - 7000) keV
its production. Althoub a 7 min activity is essentially flat in FIG. 2. The yield curve from run 10 of positrons following the
a 2 or 3 sec time projection, the statistical fluctuations in th&eaction%Ar(p,n)?’SKm, The points are the experimental data, the
time channel contents swamp the small signal from theontinuous line is the fit to the data to extract the threshold energy
%KM and so the analysis had to be restricted to positrorE,, as discussed in the text.
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bars represent the Poisson fluctuations in the positron yields TABLE I. Summary of the results for the 10 yield curves de-

outlined above. The straightforward way to extract thescribed in the text. Shown for each are the beam energy FWHM, the
threshold energ¥, from the data is to assume that the neu-calibration X number, the extracted accretion rate and threshold
tron emission in thefg,n) reaction a few keV abovE, is s energy, and.the normalized ghi-square for the fit. Runs 1 and 2 had
wave and therefore the cross-section depends on the prot§Jf X value in common, as did runs 3 and 4, and runs 5, 6, and 7.
energyE as E-E,)*2 On the further assumption that the

protons lose energy uniformly in the argon target, the thic un Bearpe\lj)WHM (u evi\(/lefg AE:c\r/e/E)on (EO(EJ\?)OO) 2
target yield becomes proportional toE{E,)%? where ) X
“thick target” means that the proton energy falls belduy 1 910 7770.0e1) 99(28) 8.87119 2.2
before it exits the back of the target. So a yield curve is 2 910 7770.0a1)  201(87) 7.7953 3.3
analyzed by fitting the data to the functiog=a, 3 910 7770.0812) 14554) 8.3437) 2.8
+ a,(E-Ey)®?, and the threshold energy is extracted. 4 910 7770.08l2)  46(17) 8.1718 1.9

There are, however, four features which are omitted from 5 910 7770.06L4) 29190 8.5715 1.2
this treatment but which are not negligible at the level of ¢ 910 7770.06L4) 12(25) 87122 2.2
accuracy hoped for. Three of them have been discussed iny 910 7770.08L4) 16200 8.2820) 1.2
detail in Ref.[4] and by Amundsen and Barkgt1] and will 8 600 7769.8) 5321) 85715 2.2
be described only briefly here. First, the proton beam is not g 600 7770.9@) 42(37) 8.6334 2.9
monoenergetic, but its energy is Gaussian distributed with a;, 600 7769.068) 26(24)  8.6820) 1.3

known FWHM. Secondly, the protons do not lose energy.
uniformly, but rather undergo losses in which the probability
of losing energyQ is proportional to 1)?, which means that had started. Between runs 3 and 4 the vacuum was markedly
a “snapshot” at any instant of the energy profile of the pro-improved by removing a defective flange and the pressure
tons in the target would show more higher energy particledell then to 10°® Torr, the consequence of which may be
than predicted by the assumption of uniformity. Thirdly, seen in Table I. In the analysis of yield curves, this effect
some protons during the reactions which prodd®€™ nu-  was dealt with by using as the proton energy &ot but
clei will also ionize the atoms, and so will require more rather E-ast), whereas is the rate of accretion, in eV/h,
energy. Calculations of the differential probabilities for ion- andt is the time which has elapsed since the manufacture of
ization of the argon subshells have been made, as we déhe target.
scribed previously in Ref.11]. An experimental yield curve was then fitted in a
Up to now, the attitude to incorporation of the above ef-normal, nonlinear least squares way to a form
fects has been to analyze yield curves simply according te= @1 Yoo E-aat,Eg) + @, and the constants, «,, and
the (E-E,)%? dependency, and then to apply three “correc-a3, and the threshold energs, extracted. Such a fitted
tions,” Agauss A, andAj, to the extracted, (see, e.g., Yyield for run 10 is shown in Fig. 2, where the abscissa is
Ref. [5]). Although this is not inadequate, it is obviously actually the proton energyef ast), and the normalized chi-
inferior to fitting the data to a yield function which contains square for the fit is 1.2.
the effectsa priori, and the latter approach has been taken in In Table | are shown the results of the analyses of the 10
the present work. Accordingly, arE(E)Y? yield set was runs. TheX calibration values are included to give an indi-
created in 1 eV steps and then convolved with@?énergy  cation of the errors introduced by that part of the procedure.
loss distribution which had been calculated by a Monte Carlolo give an indication of the magnitudes of the three correc-
technique. The result was further convolved with a Gaussiations discussed abové)gass Ag, and Aj,, would have
beam energy spread, with widths in the present case of 85 dreen+0.04 or+0.02 keV (for the 130 or 85 ppm FWHW)
130 ppm, and this was finally convolved sequentially with +0.19 and—0.07 keV, respectivelyalthough they were not
the differential energy loss probability functions for ioniza- actually applied as external corrections, as explain&tie
tion of theK, L1,L2,L3,M1, M2, andM 3 argon subshells, accretion ratexr; may be seen in the table. The errors on the
to produce a yield function in the form of a look-up table in quoted threshold values are solely those from the fitting of
1 eV stepsyY,o(E,Ep). the yield curves, as discussed above, and they reflect the
The fourth factor influencing the analysis at the 100 eVnormalized chi-square values given in the table.
level is particular to low-temperature experiments such as Some of the earlier runs had values in common, and
ours. At a base pressure of T0Torr, assumed due mainly this was taken into account in the derivation of the overall
to nitrogen gas at room temperature, the target is subjected tverage threshold energy, and of its associated error. For
4% 10* collisions{cn? s) by gas molecules. If all these mol- instance, theE, values from runs 1 and 2 were averaged
ecules stick, a layer builds up on the front of the argon at dogether to give 7008.784) keV and then the error from
rate corresponding to 35 eV/hourrfa 7 MeV proton beam, their joint X calibration folded in to give 7008.736) keV.
and the loss of this energy by the protons before they strikd@his procedure applied throughout gave six independent val-
the argon is reflected in th&K™ yield curve. This effect was ues forE, whose average was 7008(8pkeV. Incorporating
investigated during a preliminary yield curve by returningan 8 ppm systematic error in the HISS calibration procedure
five times at roughly 2.5 h intervals to a yield point using aand a further 55 and 25 eV for the uncertaintiesAig and
proton beam energy of 7011 keV. The rate of accretion wad ,, leads to a final threshold value of 700852 keV.
found to be quite constant and at that stage was 270 eV/h, The threshold energy in the laboratory frame must be con-
which was in reasonable accord with the pressure which haderted (relativistically) into aQ value in the center of mass
been indicated on the system vacuum gauge before coolingame, and the question arises as to whether the recoiling
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mass should be treated as an atom or as a nucleus. In tloéthe corrections is 0.055%. From an experimental point of
present case, and as emphasized in Reff], the ionization view, our knowledge of the halflife should be improved so
energy loss probability calculations referred to above specifithat the uncertainties in the theoretical calculations can be
cally include the recoil correction, and the mass which mustsolated, and hopefully reduced.
be used is that of the atom. This gives a final valueQgg, There are five measurements of the halflife*%™ cited
the “electron capture”’Q value of 3¥K™ of 6044.3712)  in Ref.[1]: 925.57), 922.311), 921.7165), 928.820), and
keV, where 782.354 keV has been used for the mass diffel924.1531) ms. In this reference, the weighted mean of these
ence of the neutron and the hydrogen atom. obviously discrepant values is given a confidence level of

This value is in good agreement with, but is more precisé€%, and so to take this into account, the errors are inflated, in
than, the three values cited in the Introduction. A weightedhis case by a factor 2.6. This is a fairly standard procedure,
average of all four is 6044.83%82) keV. Accepting this mean but it makes the data set very hard to influence if all the
to replace that in Ref{1] improves the calculatefl value values are retained. Another measurement, equal in precision
from 3295.917) to 3297.74). This then improves the ft to the best of the set, can do no better than reduce the as-
value quoted in Refl2] from 3047.926) s to 3049.421) s,  cribed error from 0.64 to 0.45 ms. To do better than this
and the ft value, which includes the theoretical correctionsvould indeed be a challenge.
0r=1334)% and 5-=0.623)%, is moved from
3069.431) s to 3070.927) s.
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